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ABSTRACT

NEUROTECHNOLOGY DESIGN FEATURES’ IMPACT ON THE FUNCTION AND
IDENTITY OF REACTIVE ASTROCYTES

By

Ti’Air Riggins

Implantable neurotechnology offers substantial promise to improve the condition of many

neurodegenerative diseases. Microelectrode arrays implanted in the brain have the capability to

stimulate or record electrical activity from neighboring cells. However, shortly after implanta-

tion, a foreign body response occurs, which is what researchers believe decreases the electrical

recording stability and longevity of signal detection of these devices. Established biomarkers such

as astrogliosis, and stimuli such as the mechanical mismatch at the device-tissue interface, have

been studied to understand the tissue response to the devices. However, the relationship of these

factors with device performance is not well understood. Astrocytes play an important role in

the brain’s immune system and recently, RNA analysis has confirmed transcriptional profiles of

reactive astrocytes which are associated with specific injury states and neurodegenerative diseases.

In this dissertation, I have investigated new biomarkers of astroglial reactivity at the electrode

interface and characterized the surface topography and bending stiffness of devices. I induced two

types of inflammatory astrocytic cell culture models, and I characterize each model’s reactivity in

comparison to gene expression surrounding electrodes implanted in rat tissue. Atomic microscope

microscopy (AFM) techniques were also used to measure surface roughness and bending stiffness

as it may predict cellular adhesion and device performance. I aim to elucidate pathways in the

neurological foreign body response which will give researchers new potential biomarkers to target

to improve recording performance, motivating improved designs for implantable neurotechnology.

The research presented in this dissertation investigates how design features influence the tissue

interface and asks questions about possible ways to mitigate tissue response: (1) by exploring and

summarizing the design space as a whole, suggesting ways to characterize designs and evaluating

each designs’ successes and limitations (2) using a cutting edge imaging technique to image and



measure material properties of three commonly used materials, (3) and creating a reactive tissue

culture model, comparing its proteomic and genetic expression to the established rat model. Chapter

2 describes surface characterization techniques that could be used to better classify device features to

predict performance and explores next generation probes from a design and performance standpoint.

Chapter 3 uses atomic force microscopy to image and measure surface roughness on device surfaces

while also measuring the bending stiffness to help determine possible micromotion in the brain.

Here, we speculate what these findings mean for the performance and longevity of current probe

design. Chapter 4 develops an astroglial culture model to mimic foreign body response in the brain

and compare the genomic results to tissue culture near and far from the implanted device. Here,

we report the transcriptomic results of the model in comparison to brain transcriptomic results, and

what these biomarkers may implicate regarding tissue response and neurodegenerative signaling.

This body of work uncovers knowledge recapitulating important factors of device features that

affects tissue signaling at the tissue device interface, and biomarkers that play a role and cell

signaling. Future directions aim at developing a more physiologically relevant tissue culture model

that can predict clinical outcomes, and use high throughput screening techniques to help researchers

address the challenge of long term suboptimal device performance.
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CHAPTER 1

INTRODUCTION

1.1 The Potential of Implantable Neurotechnology: A Developmental Timeline

1.1.1 Introduction and Applications

A stroke caused a woman to become a tetraplegic, losing the function of her extremities and

having to depend on others. In 2005, she was chosen to be a part of pilot clinical studies, now

famously known as the BrainGate trials. After a craniotomy, in which microelectrode arrays

(MEAs) were implanted into her motor cortex, the patient endured a month of training in which

neural activity patterns were collected and mapped out. The recorded activity was decoded into

algorithms that translated to movement for a robotic arm. For the �rst time in over a decade, the

patient was able to gain some level of independence, using her mind to communicate with a robotic

arm, and allowing her to drink from a cup (Ajiboye et al. (2017); Hochberg et al. (2006); Simeral

(2011); Kim et al. (2008); Hochberg et al. (2012); Simeral (2011)). This technology has tremendous

potential to also treat multiple sclerosis, epilepsy, Alzheimer's, Parkinson's disease and o�er an

alternative to chronic pain management. However, a major roadblock in this area of research

presents itself as the instability and limited longevity of recorded signals elicited from neurons,

detected by implantable neurotechnology. For decades, researchers have noticed the eventual loss

and signal is accompanied with neuronal death in a common area around the implantation site of

probes, known as the �kill zone�, which is roughly 200µm within probe insertion site (Biran et al.

(2005); Edell et al. (1992)). As result, researchers suspect that foreign body response (FBR) is

the culprit for inevitable loss in probe function. A better understanding of this complex biological

response o�ers a more intimate knowledge base of the relationship between glial signaling pathways

in response to neurotechnology design features that lead to loss in electrode performance over time.
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1.1.2 History and Milestones of Neurotech Development

The �rst set of implantable electrodes capable of chronic recording were developed in the 1950s.

These tungsten insulated microwires were used to detect neural activity in live animals Strumwasser

(1958), which lasted for about a week. This groundbreaking study displayed constant waveforms

with consistent amplitudes, demonstrating that it was possible to study the same neuron within

a living organism. This seminal paper provided the fundamental science behind the recording

electrodes that are used in designs today. In 1969, a second foundational paper demonstrated

that conditioning and positive reinforcement could in�uence cortical neuron �ring activity and be

measured by electrodes Fetz (1969). During the 1970s, the development of photolithographic and

silicon etching techniques provided new rapid prototyping fabrication methods. These �rst silicon-

based multielectrode arrays designed by Wise, Starr, and Angel (Wise et al. (1970); Wise & Angell

(1975)) became the precursor for the so-called �Michigan� Array. Given that these fabrication

methods provided a costly barrier to entry in during this time, development in the �eld did not see

a signi�cant increase in the rate of device development until the 1990s.

Multiple recording sites patterned on each shank allowed for the Michigan array to achieve high

spatial resolution while enabling interrogation of activity along the depth of the device; these were

advances to the microwires of the 1950s. This �passive� silicon-based array is fabricated with a

grow-and-pattern mask in which boron is di�used into the substrate, and then layered with lower

dielectrics, pattern conductors and upper dielectrics. During the third step, areas for contact on the

dielectric surfaces is made through bond pads and lifto� sites. The �nal step involves the etching

of �eld dielectrics, in which the probe is released from the substrate (Wise et al. (2004)). �Active�

Michigan arrays are considered such, because they are patterned with complementary metal oxide

semiconductor (CMOS) circuitry in their design that has allowed for in vivo recordings (Bai &

Wise (2001)). These designs consist of a geometric 3D probe, assembled in a 3 x 3 or 4 x 4 matrix

on 200µm centers that have an average distance of 24µm between each shank, a gain of 40dB,

input resistances measured 80-500M
 , and a bandwidth of 13kHz (Bai & Wise (2001)). This high

density design equipped with on-chip pre-ampli�ers decreased movement related artifacts in vivo
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and could record from dendrites and soma of the same neuron (Csicsvari et al. (2003)). Polytrodes

allow for improved classi�cation of individual neurons with similar waveform characteristics, in an

advance to the conceptually-similar 1970s tetrode based wire design (Blanche et al. (2004)). Lastly,

Michigan arrays more recently have incorporated �exible polymers for chronic cortical recording

(Hetke et al. (2003)).

A similar shank design is also used for the Utah array, the probe that is used in the Braingate

trials, which is the only FDA cleared electrode for chronic recordings (Kim et al. (2008)), and also

uses a wet etching batch fabrication process. The Utah array consists of 100 sharpened silicon

needles coated with platinum, which allows for neural charge transfer, that uses a n-type wafer,

micromachined with a gold wire (Campbell et al. (1991)). Each 0.09 mm thick, 1.5mm long needle

is electrically isolated from other needles, uses thermomigration to increase silicon conductivity.

There is also a slanted version of the Utah array, in which the needle shaft lengths range from 0.5

to 1.5 mm, row by row, to accommodate �bers of the cochlear nerve at multiple depths (Badi et al.

(2003)). The Utah array has been used in the dorsal root ganglion, cat visual and auditory cortex

(Rousche & Normann (1999)) and the parietal cortex (Suner et al. (2005)).

By the late 1980's, labs began to investigate the tissue response to implantable materials.

Parylene-c was considered a promising material, as it was classi�ed by the FDA as biologi-

cally inert. Building on promising results from parylene-c insulated microelectrodes (Bak et al.

(1977), parylene-c coated probes a�orded an 1000+ day chronic recording in monkeys, with a

low impedance Schmidt et al. (1988)). These results ushered in a wave of other polymer-based

electrodes aimed at improved tissue integration and chronic stability. Flexible polyimide-based

cu�s have been used to physically support and integrate regenerated nerves (Kovacs et al. (1992))

and nerve �bers (Stieglitz et al. (1997)). Other polyimide applications have been integrated in �ex-

ible cable-like probes, which have been micromachined in 200-300 nm thick layers for acute and

chronic recordings (Stieglitz (2001)). Micro�uidic structures, fabricated via lamination techniques

(Metz et al. (2004a, 2005)), have been developed for microdialysis and drug delivery (Metz et al.

(2004b)). Besides utilizing softer substrate materials, researchers have also improved performance
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by increasing contact density, as well as developing insertion approaches that allow soft arrays to

sti�en initially to penetrate the dura (Chung et al. (2019)).

Many of the probe designs created in the last decade have been a conglomeration of the earlier

designs, as researchers continue to improve the chronic stability and �exibility of electrode arrays.

New approaches can be classi�ed into three main areas: probes with biological coatings, probes

with non-biological coatings, and probes designed for drug delivery. Unfortunately, many of these

new designs are accompanied with their own limitations that contribute to probe instability, such

as limited stability of coatings, biofouling, limited knowledge of material biocompatibility, and a

burst e�ect of drug release (Thompson et al. (2020)). Common issues observed with current probe

stability design will be highlighted in the following section.

1.1.3 Problems with Signal Instability, Loss, and Shifting Stimulation Thresholds

Although the impact of implantable electrodes is profound, an ongoing challenge in this �eld

is presented by the instability and limited longevity of recorded signals detected by surrounding

neurons. Recently, researchers in this �eld have categorized the causes of device failure in four

main areas: mechanical, material, electrical and biological. Regardless of cause, device failure

has been determined as loss of the ability to record and transmit action potentials on all electrode

channels on an array, in which local �eld potential (LFP) data collection is not consistent across

arrays (Barrese et al., 2013). To characterize and predict possible failure modes for clinical

studies, a longitudinal study on device failure, using nonhuman primates, produced results of an

overwhelming 79% (62) arrays failed, where only 9% (7), remained functional until the end of the

trial 387 days post implantation. Of these failures, 73% were acute, meaning that these failures

occurred less than a week post implantation (Barrese et al. (2013)). In a separate study investigating

the change in recording capacity over time in rhesus macaques, a 2.4% average monthly decline in

the peak-to-peak signal amplitude of the largest recorded unit occurred (Chestek et al. (2011)). A

brief summary of various device failure observations amongst common probe designs, that possibly

contribute to suboptimal long-term stability, follows:
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1.1.3.1 Mechanical

In the study referenced above, 56% of mechanical failures were related to the skull base

connector (Barrese et al. (2013)). In another study, micromotion was determined to occur from

mismatch in device and brain tissue moduli, and brain pulsation, Lee et al. (2005) which indirectly

causes electrophysiological recording drifts (Michelson et al. (2018)). Other areas of mechanical

mismatch occur at the iridium metal-silicon substrate interface of electrodes, with highest strain

measurements observed at the needle tips and other prominent geometric features located at the

distal ends of the probe Kozai et al. (2015a). Cracking and delamination occurs in the highest rates

in vivo at these sites (Kozai et al. (2015a)).

1.1.3.2 Material and Electrical

A progressive decrease in electrical signal amplitude over time, combined with changes in

impedance, was accompanied by insulation leakage, electrode breakages, electrical coating de-

lamination, and material cracking along the electrode shafts (Barrese et al. (2013)). This, in

turn, creates potential physical barriers for neuron-to-probe communication and signal shunting

(Schmidt et al. (1988)). Likewise, deeper recording sites require longer electrical traces to travel

up the shank, increasing the probability of a breakage in the trace (Kozai et al. (2015a); Michelson

et al. (2018)) .

1.1.3.3 Biological

Early observations of neuronal loss and glial encapsulation surrounding implanted electrodes

indicated that the tissue response to devices likely plays an important role in long-term stability

and longevity (Szarowski et al. (2003); Biran et al. (2005)). In a subsequent study by (Barrese

et al. (2013)), 53% of chronic failures were characterized by meningeal encapsulation (Barrese

et al. (2013)). Fibroblasts invaded the dura and arachnoid spaces, creating a nascent parenchymal

boundary in the subdural space (Shearer & Fawcett (2001)). It has also been observed that larger

interstitial space in primate brains (2-4 mm) versus the smaller spaces in rodent brain (0.1-0.2
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mm) can also allow more displacement resulting in higher strain (Kozai et al. (2015a)). At the

molecular level, these interstitial spaces may be damaged by probe insertion, where upregulation

in proin�ammatory cytokines such as Il-1V follows activation of caspase-1 (Kozai et al. (2015a)).

While these observations underscore the need to explore the biological response to electrodes,

several questions remain. Michelson et al. (Michelson et al. (2018)) describe several sources

of complexity in interpreting device-tissue interactions, including misalignment of histology with

recording quality (i.e., poor recording quality despite tissue stained with little loss of NeuN,

suggesting minimal tissue damage) (Michelson et al. (2018)). Furthermore, it has been observed

that neurons near the implantation site undergo structural and functional changes, as �ring shifts

from a hypo- to hyper-excitable state as indicated by change in sodium to potassium ion channel

activity (Salatino et al. (2019)). In summary, these nuanced complexities motivate a more systematic

approach to improving recording loss and device stability, from a biological standpoint.

1.2 Stereotypical Pathophysiologic Response to Implantable Neurotechnology

The stereotypical pathophysiologic response to implanted MEAs occurs in the following stages:

(1) device insertion typically causes mechanical damage to tissue, breach of the blood-brain bar-

rier (BBB) and disruption of vasculature at the implantation site; (2) microglia are activated to

encapsulate the probe immediately thereafter, creating a physical barrier responsible for limiting

ionic exchange with the probe while potentially releasing in�ammatory cytokines; and (3) reactive

astrocytes form an encapsulating sheath around the electrodes in the following weeks, increasing

impedance as (4) neuronal loss ensues within the recordable radius of the injury site (Kozai et al.

(2015a)). This last phase, in which astrocyte function plays a complex role in the immune response

and device performance, remains poorly understood. In this section,�gure 1.1, I will detail each

stage of response.

1.2.0.1 Device insertion

Once probe insertion severs the BBB and blood vasculature, tissue displacement occurs result-

ing in increased tissue strain, followed by a buildup of cell and tissue debris. This initiates signaling
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Figure 1.1: Tissue response before and after probe insertion (Kozai et al. (2015a))

cascades responsible for in�ammation, which also prevents blood perfusion (Kozai et al. (2015a)).

In this instance, the microenvironment buildup of blood and debris blocks e�cient neurotransmis-

sion and perfusion loss occurs. During perfusion loss, damage-associated adenosine tri-phosphate

(ATP) is released which triggers an ATP gradient at the astrocytic processes, which is then sensed

by the P2Y purinoceptor 12 (P2RY12) of microglia (Li & Barres (2017).

1.2.0.2 Acitvated Microglial

Microglia comprise 5-10% of the cells of the central nervous system (CNS) (Li & Barres

(2017)). Given that the CNS is highly vascularized and circulates myeloid cells, dendritic cells,

granulocytes, classical monocytes (Ly6C16 in mice, CD14 hiCD16 in human) and non-classical

patrolling monocytes (Ly6Clow in mice, CD¸ hiCD16 in human) (Li & Barres (2017)) the reac-

tion to the damage-associated ATP gradient is almost instant. During BBB breach, or certain
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disease states,Ly6Chi sense signaling changes within the microenvironment, in�ltrate the brain

parenchyma, and di�erentiate into microglial-like cells. In this transition, environmental cues

determine which type of factors that are released; transforming growth factorV(TGFV) modulates

microglial activation and is released for anti- and pro-in�ammatory conditions (Li & Barres (2017)).

Under pro-in�ammatory conditions, microglia become perivascular macrophages, which downreg-

ulate microglial-speci�c transcription factor SALL1 and upregulate genes speci�c to perivascular

macrophages (Cd45, Cd206, and Cd74). In turn, these cells take a more active role in synapse

modulation (Li & Barres (2017)). Although microglial-synapse interactions are yet to be fully

understood, there is evidence that microglia are involved with synapse remodeling (Li & Barres

(2017); Liddelow et al. (2017)). Microglia are the only cells in the brain that express complement

component C1q (C1q) and complement receptors 3 and 5 (CR3, Cr5) (Li & Barres (2017)), which

tag weak synapses and phagocytose them.

1.2.0.3 Reactive Astrocytes

Astrocytes become reactive in concert with microglia and simultaneously sense microenviron-

ment changes through their end processes. Because there is an increase in ATP in the microen-

vironment, theWsubunits on G-coupled proteins become phosphorylated. This environmental

change outside of the cells, sends signals to phosphorylate, ubiquitinate and send parts of the factor

kappa-light-chain-enhancer of activated B cells (NF-^B) complex to a proteasome, freeing (NF-^B)

(Liu et al. (2017). Untethered inside of the cell, it can migrate to the nucleus, bind to DNA, and turn

on certain genes (Liu et al. (2017)). This particular activated path produces neuro-in�ammation

cytokine signaling. Based on the type of injury, astrocytes will either release neurotrophic factors

including basic �broblast growth factor (bFGF), vascular endothelial growth factor (VEGF), and

brain-derived neurotrophic factor (BDNF) or pro-in�ammatory factors including interleukin 1 beta

(IL-1V) tissue necrosis factor alpha (TNF-U) and nitric oxide (NO) (Li et al. (2019)). Since C1q and

C3 are only expressed in pro-in�ammatory microglia and pro-in�ammatory astrocytes (Liddelow &

Barres (2017)), this thesis will focus on the expression of the pro-in�ammatory astrocytes (termed
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�A1�) and the consequent signaling pathway of NF-^B activation that occurs when signal transducer

and activator of transcription 3 (STAT3) is downregulated. It is important to note that astrocytes

are heterogenous and exist in a mixture of �normal,� pro-in�ammatory, and anti-in�ammatory

populations at any given time, where the dominant expressed population is determined by brain

injury type (Li et al. (2019); Liddelow & Barres (2017)). With an upregulation of C3 associated

with A1 astrocytes, neurons release gliotransmitters which promote calcium channel activity at the

astrocytic end feet through increases of the expression of L-type voltage-gated calcium channels

(VOCCs). As in�ammation progresses from acute to chronic over time, there is an accumulation of

activated microglia sheath followed by an additional layer of pro-in�ammatory reactive astrocytes

(Kozai et al. (2015a)).

1.2.0.4 Neuronal Loss

Neurotoxic reactive astrocytes have lost the ability to support neuronal homeostasis and con-

tribute to neuronal death, potentially by releasing increasing amounts of glutamate in the microen-

vironment (excitotoxicity). Spillover of excess glutamate may also accompany glutamate receptor

desensitization and extracellular matrix (ECM) degradation of neuronal processes (Bikbaev et al.

(2015)). Glutamate receptor desensitization and ECM degradation a�ects the morphology and

�ring ability of neurons by causing an initial hyperexcitability response in �ring that eventually

leads to hypoexcitability (Bikbaev et al. (2015); Salatino et al. (2018, 2019)). To understand the

importance of circumventing neuronal loss and its role in enhancing chronic probe stability, as-

trocyte function must be understood and used to maintain healthy bi-directional communication

between neurons and astrocytes.

1.3 Astrocyte Function

1.3.1 Overview of Astrocyte Physiology

Astrocytes are the most abundant glial cell and play an important role in brain homeostasis.

Astrocytes dictate circuit remodeling and contain a large number of localized G-protein coupled
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receptors (GqGPCRs) on their processes that allows them to sense and react to exogenous agonists

(Agulhon et al. (2013); Porter & Mccarthy (1995a,b)) and neurotransmitters released from presy-

naptic clefts (Agulhon et al. (2013); Kang et al. (1998); Perea & Araque (2005,?)). These receptors

are organized as a trio of subunits, in which phosphorylation occurs on the gamma subunit by

adenosine tri-phosphate (ATP), changing the conformation of the receptors, which either allows

or prohibits a signaling cascade to occur in response to change in the astrocyte's microenviron-

ment. Gliotransmitters (ATP, glutamate, and D-serine) that are released from neurons, can cause

an increase in the internal calcium level in astrocytes, which then causes an increase in neuronal

ionotropic glutamate receptor (iGluR) activity on neurons from astrocytic-released glutamate (Ag-

ulhon et al. (2013)). Depolarization across the astrocytic plasma membrane causes an in�ux of

[Ca2¸ ], which activates voltage-dependent calcium channels.

The discovery of this feedback loop suggests that astrocytes modulate neuronal activity, support-

ing the tripartite synapse theory in which pre- and post-synaptic neuronal compartments combine

with the astrocyte to act as a single functional synapse. Even though there is evidence (Agulhon

et al. (2013); Perea & Araque (2005); Salatino et al. (2018); Shigetomi et al. (2010)) that supports

that astrocytic GqGPCR phosphorylation and activation by ATP increases intracellular astrocytic

calcium, the exact pathways in which astrocytes release gliotransmitters is unclear. It is possi-

ble that the gliotransmitters released by astrocytes act on either the presynaptic or extrasynaptic

ionotropic receptors of neurons (Agulhon et al. (2013)). However, it is evident that bidirectional

communication occurs between astrocytes and neurons and that the change of astrocytic [Ca2¸ ]

a�ects astrocytic function.

Activation of calcium sensitive enzymes and proteins manages the uptake and redistribution of

potassium (K¸ ), glutamate, GABA, glycogen metabolism and neuroactive substances that regulate

the neuronal microenvironment and a�ect neuronal synaptic activity. Evidence (Agulhon et al.

(2013); Kang et al. (1998); Porter & Mccarthy (1995a)) supports that change in [Ca2¸ ] a�ects

cytoskeletal structure, which has a downstream e�ect on astrocytic genetic expression. These

observations implicate that astrocytic calcium from activated calcium voltage channels mediate
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glutamic release, which e�ects long term excitotoxicity. It is possible that a change in calcium-

dependent astrocytic genetic expression may a�ect long-term neuronal health and synaptic activity.

To better understand the role of calcium channel activity in astrocytes, as it pertains to the health

and �ring of neurons, we must investigate the form and structure of activated calcium channels of

astrocytes.

1.3.2 Role and Classi�cation of [Ca2¸ ] Channels

Calcium is a ubiquitous second messenger involved in many signaling pathways including

membrane electrical currents and electrophysiology (Ben-johny & Yue (2014)). It also plays a

critical role in activation of astrocytes and consequent communication between astrocytes and

neurons. In order to properly identify the type of calcium channels that become upregulated in

the presence of reactive astrocytes, there must be an understanding of the di�erence in structure

and function of calcium voltage gated channels, especially since each family has di�erent channel

blockers. In the event that this body of work determines that the upregulation of calcium channel

expression does play a key role in the activation of astrocytes as it pertains to neurotechnology, it will

be important to know and understand the antagonists of the calcium channels responsible.Table 1

summarizes the genes, structure, function and antagonists of voltage gated calcium channels.

It is also important to note that spontaneous spikes in calcium concentration have occurred on

the soma of astrocytes in basal conditions, without the observation of elevated neuronal activity

(Agulhon et al. (2013)). Because this observation that calcium channels expressed on the soma of

astrocytes are not the channels responsible for communicating with neurons, but rather the channels

located on the astrocytic feet processes (Shigetomi et al. (2010)), it is important to identify L-type

calcium channels in cortical astrocytes on their processes. In the next section, I will further explore

the signi�cance of proper calcium channel identi�cation in astrocytes, as it pertains to the proteomic

shift from normal to reactive cytoarchitecture.
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Table 1.1: Summary of the types of Calcium voltage gated channels, involving structure and function. Hs
is Homo sapiens (human), Mm is Mus musculus (mouse), and Rn is Rattus norvegicus (rat) genes.

Channel
(U1 subunit
name)

Genes
(Catterall
et al., 2019)

Channel
Blocker
(Catterall
et al., 2019)

Type
(Catterall
et al., 2019;
Putney
et al., 2018)

Structure
(Putney
et al., 2018;
Zamponi
et al., 2010)

Location and
Function
(Talley et al.,
1999;
Zamponi et al.,
2010)

Cav1.1 CACNA1S
(Hs),
Cacna1s
(Mm),
Cacna1s
(Rn)

diltiazem,
verapamil

L-type,
long last-
ing, high
voltage
activated
(HVA)

U2X, V, W Hetero multimer
that uses the
U1 subunit as
its pore form-
ing unit, which
co-assembles
with the V, U2X
and sometimes
W units. The
Cav1.X family
is found in my-
ocytes, smooth
and skeletal
muscle, bone and
cardiac muscles.
They are also
found on the
dendritic spines
of neurons and
on the astrocytic
feet of reactive
astrocytes.

Cav1.2 CACNA1C
(Hs),
Cacna1c
(Mm),
Cacna1c
(Rn)

Cav1.3 CACNA1D
(Hs),
Cacna1d
(Mm),
Cacna1d
(Rn)

verapamil

Cav1.4 CACNA1F
(Hs),
Cacna1f
(Mm),
Cacna1f
(Rn)

diltiazem,
verapamil
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Table 1.1: (cont'd)

Channel
( U1 subunit
name)

Genes
(Catterall
et al., 2019)

Channel
Blocker
(Catterall
et al., 2019)

Type
(Catterall
et al., 2019;
Putney
et al., 2018)

Structure
(Putney
et al., 2018;
Zamponi
et al., 2010)

Location and
Function
(Talley et al.,
1999;
Zamponi et al.,
2010)

Cav2.1 CACNA1A
(Hs),
Cacna1a
(Mm),
Cacna1a
(Rn)

l -
conotoxin
MVIIC
(peptide)

P-type,
purkinjie,
HVA ;
Q-type,
HVA

U2X, V, pos-
sibly W

The Cav2.X fam-
ily is found in the
Purkinje neurons
in the cerebellum,
while Cav2.2 is
found throughout
the peripheral
nervous system.

Cav2.2 CACNA1B
(Hs),
Cacna1b
(Mm),
Cacna1b
(Rn)

l -
conotoxin
GVIA, l -
conotoxin
MVIIC
(peptides)

N-type,
neural,
HVA

U2X/V1,V3,V4,
possiblyW

Cav2.3 CACNA1E
(Hs),
Cacna1e
(Mm),
Cacna1e
(Rn)

Ni2+ R-type,
residual,
intermedi-
ate voltage
activated

U2X, V, pos-
sibly W
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Table 1.1: (cont'd)

Channel
( U1 subunit
name)

Genes
(Catterall
et al., 2019)

Channel
Blocker
(Catterall
et al., 2019)

Type
(Catterall
et al., 2019;
Putney
et al., 2018)

Structure
(Putney
et al., 2018;
Zamponi
et al., 2010)

Location and
Function
(Talley et al.,
1999;
Zamponi et al.,
2010)

Cav3.1 CACNA1G
(Hs),
Cacna1g
(Mm),
Cacna1g
(Rn)

Ni2+ T-type tran-
sient, low
voltage ac-
tivated

U2X, V, pos-
sibly W

Cav3.1 is found
in Inferior oli-
vary, thalamic
relay neurons,
thalamic reticular
neurons, Purkinje
cell layer of the
cerebellum, the
bed nucleus of the
stria terminalis,
the claustrum
subthalamic nu-
cleus, amygdala,
cerebral cortex,
rostral hypothala-
mus, brainstem,
and spinal cord.

Cav3.2 CACNA1H
(Hs),
Cacna1h
(Mm),
Cacna1h
(Rn)

Cav3.2 is found
in the sensory
ganglia, pituitary,
dentate gyrus,
granule neurons,
thalamic reticular
neurons, olfac-
tory tubercles,
and basal ganglia.

Cav3.3 CACNA1I
(Hs),
Cacna1i
(Mm),
Cacna1i
(Rn)

Cav3.3 is found
in thalamic retic-
ular neurons, sub-
thalamic nucleus,
and basal ganglia.
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1.3.3 Signaling Pathway Activation in the Identity of Reactive Astrocytes

In 2001, Kajihara et al. observed that when the brain was subjected to ischemic damage,

glycogen and glucose accumulated in the brain immediately after infarction, which was subse-

quently followed with the disappearance of glycogen stores, �bril scarring and the appearance of

a more hypertrophied morphology (Kajihara et al. (2001)). They concluded that injury type could

in�uence the cytoarchitecture of reactive astrocytes, and that there was more than one kind of

reactive astrocyte. Following this observation, it has been demonstrated that if STAT3 is deleted

in astrocytes, reactive gliosis results (Hashioka et al. (2011); Herrmann et al. (2008); Okada et al.

(2006)), reinforcing further in�ammation (Li et al. (2019)). Other studies have shown that the phos-

phorylation of NF-̂ B initiates CNS pathogenesis (Brambilla et al. (2009); Crosio et al. (2011);

Dvoriantchikova et al. (2009)), suggesting that the activation of STAT3 initiates the release of

neurotrophic factors and that NF-^B activation releases neurotoxic factors. In a separate study

where Cheli et al. subjected cortical astrocyte culture to mechanical trauma, their enzyme-linked

immunosorbent assay (ELISA) revealed the presence of chemokines IL-1V, IL4, IL6, IL10, IL12,

IL17A, IFN-W, TNFU, TGFV1, MCP-1, MIP-1a and MIP-1b in the culture supernatant (Cheli et al.

(2017)), implicating the phosphorylation of NF-^B (Li et al. (2019)) as a root mechanism (Liu et al.

(2017)). In conclusion, literature (Brambilla et al. (2009); Crosio et al. (2011); Dvoriantchikova

et al. (2009); Cheli et al. (2017); Hashioka et al. (2011); Herrmann et al. (2008); Kajihara et al.

(2001); Li et al. (2019); Liu et al. (2017); Okada et al. (2006)) suggests the hypothesis that the

type of damage that occurs at the implantation site of probes may initiate the NF-^B signaling

pathway that converts normal to neuroin�ammatory reactive astrocytes. Because Cheli et al. used

verapamil, consequently decreasing the in�ux of calcium in cortical astrocytes (Cheli et al. (2017)),

it has also been determined that these reactive astrocytes contain L-type voltage gated calcium

channels, because verapamil is the only calcium channel blocker that can act as an antagonist for

the�0 E1•- family (Catterall et al. (2019)). To further understand the impact of neuroin�ammatory

reactive astrocytes in the brain microenvironment, and the activated signaling pathways responsible

for its change, I will investigate the impact of genetic changes to neurotoxic reactive astrocytes.
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1.4 Evidence for Altered Gene Expression in Reactive Astrocytes

Astrocyte homeostasis is vital to neuronal function. When brain injury occurs, work from

Ben Barres' group suggests that astrocytes either become neurotoxic (A1) or neuroprotective (A2)

(Batlle & Labarta (2002)). A1 releases neurotropic factors such as BDNF, VEGF, but also in�am-

matory factors interleukin�1 beta (IL-1V), tissue necrosis factor alpha (TNFU), and nitric oxide

(NO), etc. One biomarker that Liddelow et al., discovered to be highly upregulated and unique to

the A1 phenotype, is complement component 3 (C3), (Liddelow & Barres (2017)) which has also

been observed to be upregulated surrounding implanted electrodes in our RNAseq data (Gregory

et al. (2021)). These extracellular molecules may activateCa2¸ channels as additional possible

biomarkers for device-reactive astrocytes, as they are known to contribute to many neurodegen-

erative diseases and alter synaptic transmission (Li et al. (2019)). Interestingly so, literature has

given evidence of altered gene expression of many commonly shared biomarkers concerning neu-

rodegeneration and probe implantation (Ereifej et al. (2011)). Ereifej et al.'s work established

di�erence in the amount of glia scarring between electrode materials, the di�erence of GFAP and

MAPK expression of these materials (Ereifej et al. (2011)) and highlighted that micropatterning

electrodes could decrease in�ammatory signaling and encourage directional growth (Ereifej et al.

(2013)). Our studies corroborate these �ndings upon observing a change in ion channel expression

and function pre and post implantation (Salatino et al. (2019)), while demonstrating change in gene

di�erential expression in tissue near and far from the probe (Thompson et al. (2021)). This leaves

unanswered questions about how tracking di�erential expression of explanted tissue could give

clues about FBR response to probes. It also suggests that monitoring astrogliosis biomarkers such

as glial �bril acid protein (GFAP) alone, is not enough.

1.5 Gaps in Existing Knowledge of Astrocytic Foreign Body Response to Implantable Neu-

rotechnology

Typically, GFAP or vimentin from post-mortem rat brain tissue, is used to measure FBR.

However, given that GFAP expression is mainly conserved in mammals with limited expression in

16



other species (Liddelow & Barres (2017)) and that it can be expressed under normal physiological

conditions (Boroujerdi et al. (2009)), literature (Liddelow & Barres (2017)) suggests that novel

biomarkers should be investigated. Since the 1970's, it has been discovered that reactive astrocytes

play an important role in most neurodegenerative diseases (Liddelow & Barres (2017)), and within

the last 20 years, researchers have characterized reactive astrocytes into distinctive phenotypes (Li

et al. (2019)). When the brain was subjected to injury that caused ischemia, Kajihara et al., observed

that astrocytes lost normal function, responding to the environment by releasing neurotrophic factors

(Kajihara et al. (2001)). Because of this and similar observations of �neuroprotective astrocytes�

that behaved di�erently from the type of reactive astrocytes that was initially observed, in 2012,

Zamanian et al., puri�ed reactive astrocytes, pro�ling two di�erent reactive phenotypes that were

induced by neuroin�ammation or cerebral ischemia (Zamanian et al. (2012)). Although Zamanian

et al. details an exhaustive transcriptome of these two reactive types, there is no known data

detailing the transcriptome of astrocytes in response to electrode materials. In addition, Cheli et

al., observed astrocytes exposed to high levels of glutamate,K¸ , and ATP, increased intracellular

calcium, consequently activating calcium channel expression. Silencing L type calcium channels,

using verapamil, attenuated these concentrations and astrogliosis, suggesting that these speci�c

Ca2+ channels play a critical role in the activation of astrocytic in�ammation signaling pathways

(Cheli et al. (2017)). Characterizing the reactive astrocyte response to probes will give the �eld new

insights about the characteristics of probe design which either minimize FBR or improve signal to

noise ratio (SNR).

In summary, this research is novel because it is:(1) bridging a knowledge gap about the func-

tional e�ects of astrocyte reactivity by assessing changes in gene expression in a model of the

tissue response to electrode materials; (2) potentially identifying uncovered biomarkers of

astrocyte reactivity that should be investigated to measure the FBR to probes via RNAse-

quencing; and (3) providing insight on how probe design features can impact astrogliosis,

potentially providing a new avenue to improve probe stability. The purpose of the work in

this dissertation is to elucidate the change in function and genetic identity of reactive astrocytes in
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