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ABSTRACT 

OPPORTUNITIES AND CHALLENGES OF INTEGRATED LARGE SCALE PFAS 

MODELING 

 

By 

Anna Raschke 

Perfluoroalkyl substances (PFAS) have been observed around the world in air, water, and 

soil. Recent research and monitoring studies have alluded to the widespread presence of PFAS, 

but most observe the impact of PFAS as a snapshot in time and space. In an effort to better 

understand PFAS fate and transport in the environment, computational models have been 

developed. For this study, we synthesized the model applications of PFAS fate and transport via 

water medium through surface water, vadose zone, groundwater, streamflow, as well as their 

uptake and accumulation in plants and aquatic organisms. In addition, the system under this study 

is permeable to incoming (sources) and outgoing (sinks) PFAS compounds. Ultimately, 

knowledge gaps in modeling PFAS for each subsystem (e.g., surface water) area were identified. 

From there, a case study was performed to highlight the shortcomings of widely used models for 

PFAS fate and transport within a large and complex watershed. With a large number of PFAS 

using industries, Michigan is at the forefront of PFAS sampling. Therefore, the study area chosen 

was the Huron River watershed, a highly PFAS impacted watershed in Southeastern Michigan. 

The results showed the importance of organized monitoring studies and model improvements to 

better understand PFAS fate and transport in a large watershed.    
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1 Introduction  

The staggering quantity of chemicals and nutrients found in the aqueous environment has 

been of increasing concern (Moody et al., 2003; Templeton et al., 2009). Pollution has a 

widespread adverse effect on human health (Kolpin et al., 2002a; Simon et al., 2019), aquatic 

organism fitness (Cui et al., 2017; Liu & Gin, 2018), and ecosystem makeup (Rodriguez-Moza & 

Weinberg, 2010a; Zhu & Kannan, 2019). There are many persistent organic pollutants of concern; 

however, one of the largest groups of emerging contaminants is poly- and perfluoroalkyl 

substances (PFAS), which have been produced in the U.S. since the 1940s (US EPA, 2018b). All 

PFAS are artificial and are characterized by a chain of fluorinated carbons (perFAS) or partially 

fluorinated carbons (polyFAS) connected to a functional group, giving them persistent, 

hydrophobic, and hydrophilic properties. Currently, the most commonly detected substances in the 

PFAS family are perfluorooctanoic acid (PFOA) and perfluorooctane sulfonate (PFOS) (US EPA, 

2018b), but over 9000 different chemicals have been identified and categorized as PFAS to date 

(EPA, 2021).  

PFAS provide the functioning of many goods regularly used, such as non-stick coating for 

cookware, rain repelling outerwear treatment, grease-free food packaging, aqueous film-forming 

foam, and chrome plating treatment suppressants (USEPA, 2017). PFAS have been found in 

organisms, soil, surface water, and groundwater all around the world (Boisvert et al., 2019). 

Observations from large scale blood sampling surveys, such as the C8 Health Project, suggest that 

all people on earth have some level of PFAS in their blood (Frisbee et al., 2009; Steenland et al., 

2010), but some geographical areas have higher exposure than others (Evans et al., 2020). Pockets 

of elevated PFAS soil and water contamination have been found to be especially common around 

the current and former industrial and military sites (Hu et al., 2016). 
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 The number of PFAS and their sources, fates, and avenues of transport is vast. With every 

new discovery, a new question arises on the impact it is having on the environment. Researchers 

are still unraveling the possibilities of how polar bears carry such high doses of PFAS in their liver 

(Boisvert et al., 2019). It is clear that these observations cannot be simply answered by in vivo 

samples and analytical tests. Computational models have been shown to be a powerful tool for 

identifying the pollution source, fate, and transport (Simon et al., 2019). Exposure pathways have 

been modeled to show how contaminations affect the organisms within an ecosystem over long 

periods of time (Ankley et al., 2010). Groundwater models have been used to show contamination 

transport and identify likely sources and fates (Metheny, 2004). The vadose zone has been modeled 

to show how contaminants can move through the soil into different exposure routes (Schaefer et 

al., 2019). The modeling of surface water has been used to show the transport of sediment and 

nutrients from agricultural fields to vulnerable areas (Arnold et al., 1998). Air deposition models 

have been used to show how particulates are transported and deposed or inhaled to contaminate 

people and the environment miles away (Tysklind et al., 1993). All of these types of models have 

been applied to PFAS, showing the movement within different environmental areas (Boisvert et 

al., 2019; Brusseau, 2020; Dauchy et al., 2019; Schaefer et al., 2019), but the small scale and 

incomprehensive nature of the models leave much of the PFAS story untold.  

Currently, many research limitations prevent us from painting the bigger PFAS picture. 

This study aims to summarize the current applications of computational models for PFAS and 

assess the potential opportunities and challenges of large-scale and integrated PFAS modeling. 

Through this study, an effective modeling procedure is developed, which can help with the 

development of large-scale mitigation strategies to address the PFAS problem.  

The specific objectives of this study are to: 
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• Review current literature on fate and transport of persistent organic pollutants.  

• Synthesize the current applications of PFAS transport models and their governing 

equations. 

• Summarize knowledge gaps and future work necessary to model PFAS on a large scale.  
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2 Literature Review 

2.1 Water contamination overview 

Anthropic practices have been adversely impacting ecosystems and human health for 

centuries, with many effects just now being linked and observed (Myers et al., 2013; Santos et al., 

2010). Chemical, biological, and physical introductions and changes have been heavily linked to 

both agricultural (Centner & Feitshans, 2006; Kasorndorkbua et al., 2005; Nygård et al., 2019; H. 

Zhang & J., 2014) and industrial (Ivleva et al., 2017; Jantzen et al., 2016; Kolpin et al., 2002b; 

Rodriguez-Moza & Weinberg, 2010a) sources. Contaminants are everywhere – on the food we 

eat, in the water we drink, and the air we breathe. Many of the long- and short-term effects of 

contaminants are unknown, such as pesticides and chemicals in the waterways, but technological 

and research advancements are discovering that our actions are causing greater human and 

ecological health problems than foreseen (Santos et al., 2010).  

2.1.1 Agricultural pollutants 

The world wars spiked US agricultural production in the early 1900s leading to the 

discovery and widespread use of chemical insecticides, such as dichlorodiphenyltrichloroethane 

(DDT) (Henderson et al., 2011), and synthetic nitrogen and phosphorus fertilizers (Brand, 1945; 

Lassaletta et al., 2014; J. Liu et al., 2010). Thinning eggshells were observed to be related to 

dichlorodiphenyldichloroethylene (DDE), one of DDT’s degrading products, and eventually led 

to the ban of DDT in the US and other countries around 1970 (Nygård et al., 2019; Ratcliffe, 1967). 

The observed effects of DDT on bird population were just one of a handful of human-related 

environmental effects that led to the formation of the United States Environmental Protection 

Agency (USEPA) in 1970 to drive and enforce environmental protection on a federal level (EPA 

History | US EPA, n.d.).  
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Other soil amendments, such as fertilizer, have also adversely impacted the ecosystem by 

polluting waterbodies and causing eutrophication (J. Liu et al., 2010). Over the past 20 years, 

research that focuses on developing best management practices (BMPs) and limitations for 

fertilizer applications has increased to reduce nutrient loading in waterways (Centner & Feitshans, 

2006; Jayasundara et al., 2007). There are many factors that go into farmer’s decisions about 

implementing different practices, but many are just starting to be addressed to help increase 

acceptance and implementation of BMPs (Erisman et al., 2008; Liu et al., 2018). Notoriously low 

fertilizer costs and low profits are two economic factors that have played a role in preventing the 

implementation of BMPs (Erisman et al., 2008) in addition to risk adversity (Liu et al., 2018). As 

a result, soil amendments continue to be applied in greater quantities than usable for the crops. It 

is estimated that global nitrogen use efficiency has dropped from about 68% in the 1960s to around 

47% in 2014 (Lassaletta et al., 2014). 

Excess nutrients, especially nitrogen and phosphorus, may be retained by the soil until 

used, but tilling, irrigation, and precipitation all degrade soil structure increases the chances of the 

nutrients leaching into runoff and groundwater (Liu et al., 2010). Synthetic fertilizers deliver 

nitrogen mostly in the form of ammonia generated through the Haber-Bosch process from 

dinitrogen, which is often overapplied, especially in countries without a lot of regulation, such as 

China (Glibert et al., 2014). The current staggering world population can be directly attributed to 

the implementation of the Haber-Bosch process and the use of synthetic fertilizers, but as with 

DDT, it has also had negative environmental impacts (Glibert et al., 2014). Increased nitrogen 

applications have been attributed to increased cases of methemoglobinemia, eutrophication, 

nitrous oxide emissions, and toxic algae blooms along coastal shores (Erisman et al., 2008).  
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Not only are we increasing the volume of fixed nitrogen on the Earth’s surface, but we are 

also changing topsoil structure and conditions through machinery induced compaction, crop 

rotations, and tillage (Sainju et al., 2012). Human impact on soil escalates changes in nitrogen 

forms by promoting aeration through tilling, which provides conditions for denitrification of fixed 

nitrogen into nitrous oxide, and anaerobic conditions through compact or water-logged soils to 

nitrogenate into nitrate and nitrite ions, which leach easily into groundwater since they have an 

affinity for water’s polar heads (Kanter et al., 2016; Mitch et al., 2003). With a global warming 

potential 298 times as potent as carbon dioxide and a long atmospheric lifetime, nitrous oxide has 

already had a significant impact on the environment and is predicted to increase with rising 

temperatures (Kanter et al., 2016; Skiba & Rees, 2014). Between 1979 and 1996, there were six 

methemoglobinemia attributed infant deaths reported in the national death certificate database 

maintained by the Centers for Disease Control and Prevention (CDC) in the US (Knobeloch et al., 

2000). Additional fatal and non-fatal cases in the US and around the world have been linked to 

nitrate contamination through drinking water from private wells in rural areas, all with 

concentrations between 22.9 and 27.4 mg/L. Not only does nitrate affect infants, but according to 

the World Health Organization (WHO), chronic exposure may pose significant health threats such 

as thyroid disease, birth effects, and type I diabetes (WHO/SDE/WSH, 2016). Standards for nitrate 

levels in drinking water have been limited to 10 mg/L or below by the (USEPA) to prevent 

inducing human health problems (Boards, 2006). 

Eutrophication of waterbodies due to increased levels of nitrogen and phosphorus promote 

algae blooms through increased aquatic primary productivity, reducing dissolved oxygen levels in 

the water to dangerously low levels, a condition known as hypoxia (Diaz & Rosenberg, 2008). 

Hypoxia has already increased in the last 20 years, posing a great economic threat due to impacts 
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on water quality altering ecosystems and contaminating drinking water, but will only become more 

common with global climate change (Rabalais et al., 2009).  

2.1.2 Industrial pollutants  

Nutrients are not the only accumulating pollutant in water; plastics are also posing a major 

threat to aquatic environments throughout the world (Sigler, 2014). Plastics have exponentially 

grown in population over the past half a century, with production exceeding 300 million metric 

tons annually (Law, 2017). Unfortunately, the increasing rates in production have not been paired 

with increasing recycling or reuse rates, leading to an accumulation of plastic litter. It is predicted 

that plastic materials make up approximately 60-80% of marine waste (Derraik, 2002; Law, 2017). 

The generally lightweight and durable properties of plastic make it easily transportable and non-

biodegradable: ideal for accumulation in a marine environment (Thiel et al., 2013).  

Long-chained hydrocarbons, which plastics are composed of, are most commonly derived 

from fossil fuels. Additives are integrated into the chemical compounds during plastic formation, 

depending on the final plastic properties desired (Law, 2017). As a result, there are many different 

makeups and sizes of plastics, some extremely large and dense others microscopic, with a variety 

of fates and environmental impacts when not recycled or disposed of properly (Thiel et al., 2013). 

One of the major problems with plastic accumulation in aquatic environments is ingestion and 

entanglement of marine wildlife leading to death through starvation or choking (Gregory, 1991). 

More recently, microplastics have been of great concern due to their increasing abundance and 

wide geographical impact (Green & Johnson, 2019). Shorelines of all continents and all oceans on 

the Earth have reported microplastic observations with many reports in freshwater systems as well, 

but they are not yet widely researched (Ivleva et al., 2017). Accumulation has been shown to be 

directly correlated with spatial distance to human sewage, with most of the microplastic 
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contamination coming from textile degradation (Browne et al., 2011). Not only does the 

accumulation pose a threat as a disturbance in sensitive habitats, microplastics also have the 

potential of carrying and distributing toxic chemicals, such as organotins, tributyltin, and 

triphenyltin (Fent, 1996). 

As society progresses, water quality is impacted by our actions. There are millions of 

environmental contaminants of biological, chemical, and physical nature, which are carried by 

water to every place on this Earth. Through time we have polluted the environment with 

concentrations of different microorganisms and chemicals and are now paying the consequences 

with continued pollution (Myers et al., 2013). Environmental contaminants do not have borders 

and their adversity is correlated with other aquatic stressors making their ‘safe dosage’ and long-

term impact difficult to predict. In order to accurately predict adverse outcomes of chemical 

contaminants, biological and physical stressors have to be taken into account as well. The 

following sections describe current knowledge of biological and chemical stressors and how they 

are impacting ecosystems and their movement is being modeled for effective remediation.  

2.2 Biological versus chemical contaminants 

 The anthropogenic world revolves around water – humans bathe in it, drink it, eat animals 

and plants that have consumed it, use it for cooling and heating as well as producing goods, but 

often it is taken for granted and disposed of after use without much thought into makeup and fate. 

Contaminants can impact an ecosystem in different ways, as previously discussed, but they all 

increase stress on the systems and organisms from both external and internal exposure. Biological 

contaminants have the potential to decrease the dissolved oxygen levels within the water (Glibert, 

2017; Weinke & Biddanda, 2018) and cause illness (Kasorndorkbua et al., 2005). Chemical 

contaminants also have the ability to deplete dissolved oxygen levels through chemical reactions 
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(Wei et al., 2019), change pH levels (Doney et al., 2009), bioaccumulate (Pajević et al., 2008), and 

disrupt pathways and functions within organisms (Keiter et al., 2012; Willi & Fent, 2018). Both 

biological and chemical contaminants come from anthropic sources and are a product of modern 

society.   

2.2.1 Biological Contaminants 

Biological contaminants come in many forms and are the cause of many acute human 

waterborne illnesses. Microbial contamination in water causes diarrheal diseases, which are a great 

threat to human health (Hasan et al., 2020). Even with modern technological advancements and 

increased knowledge on hygiene, a 2016 WHO report approximated a yearly death rate of 2 million 

attributed to waterborne illness (World Health Organization, 2016). There are trillions of different 

microorganisms on this Earth, but not all pose a risk to human health. According to (Dufour et al., 

2012), the most common human illness-causing zoonic pathogens include Cryptosporidium, 

Giardia, Campylobacter, Salmonella, and E. coli O157, which have been directly linked to animal 

waste. In addition to zoonic pathogens, viruses can be transmitted through animal waste 

(Kasorndorkbua et al., 2005). 

Daily animal-based protein consumption increased worldwide by 130% from 1961-2011 

with increased wealth and urbanization (Sans & Combris, 2015). As a result, there are over 1 

million animal farms in the US, producing over 1 billion tons of animal manure annually 

(Entertainment Close-up, 2011; H. Zhang & J., 2014). Many of these farms fall under the 

concentrated animal feeding operation (CAFO) category, which produce the most manure per unit 

area and are under strict regulation for disposal (Centner & Feitshans, 2006). Storage in lagoons 

or concrete holding tanks is a common solution for holding pathogen infested manure before it is 

land applied. Kasorndorkbua et al. (2005) performed a study on hepatitis E virus (HEV) in swine 
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manure in the US Midwest and found that fifteen of 22 tested farms had HEV-positive manure 

slurry. Heavy rainfall, cracks in storage tanks, and runoff from land-applied fields can all 

contribute to contamination of nearby waterways by pathogens found in fecal matter.     

In the US, most modern drinking water treatment technologies are capable of eliminating 

microbial contaminants before consumption, but contaminated drinking water is not the only 

method of exposure to biological pollutants. Reservoirs, bays, estuaries, and lakes are commonly 

used for recreational activities and have high chances of contamination, exposing bathers to 

pathogens (Fleisher et al., 2010). It is suggested that certain algae growth, such as Cladophora, 

which is commonly found along the shorelines of the great lakes, provides optimal conditions for 

a variety of multicellular organisms, including E. Coli (Vanden Heuvel et al., 2010). Cladophora 

thrives in phosphorus-rich shallow areas of the great lakes and has been a nuisance for decades 

(Auer et al., 2010). The green algae grow in mats, which have been observed to provide a suitable 

habitat for growth and reproduction of E. Coli bacteria, concentrating levels of pathogens at 

beaches and in bathing areas. USEPA uses E. Coli concentration as an indicator of fecal 

contamination in freshwater (Mclellan & Salmore, 2003). E. Coli is found in a healthy gut of most 

living mammals and aviators and it is commonly associated with other pathogens. Its ease of 

identification makes it a standard indicator for water quality with concentrations over 35 cfu/100 

mL deemed unsafe (Mclellan & Salmore, 2003; US EPA, 2012). Exposure through bathing in 

contaminated water has also been linked to skin sensitization, eye and ear irritation, and 

gastrointestinal irritation (Fleisher et al., 2010Heuvel et al., 2010).  

Additionally, the consumption of raw or improperly cooked contaminated aquaculture and 

animals can also lead to illness (Chanpiwat et al., 2016; Kasorndorkbua et al., 2005). Research is 

currently being conducted on the reduction and transport of these pathogens from excreta to 
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exposure sites as well as how the pathogens affect all wildlife in addition to humans (Al-Fifi et al., 

2019; Fleisher et al., 2010; Rodriguez-Moza & Weinberg, 2010b; Heuvel et al., 2010). The number 

of illness cases is slowly decreasing with increased knowledge, regulation, and the implementation 

of modern infrastructure. However, there is still a long way to go as many areas of the world still 

do not practice safe waste management or water treatment (United Nations Children Fund & World 

health Organisation, 2017).  

2.2.2 Chemical Contaminants 

 Over the past few decades, the amount of known chemical contaminants in water and 

aquatic ecosystems has dramatically increased (Kolpin et al., 2002a). New analyzing equipment 

and research has given light to many anthropogenic chemicals never seen before in the 

environment (Santos et al., 2010; Templeton et al., 2009). Recent research has suggested that even 

the most minute contamination can have adverse environmental health effects (Caldwell et al., 

2010; Rodriguez-Moza & Weinberg, 2010c). Sublethal health effects are being realized in both 

humans and wildlife, which are impacting chemical production and regulations (Rodriguez-Moza 

& Weinberg, 2010c). Chemical regulation is not global, instead by country/political region. In the 

US regulation is at the industry level, unlike the European Union, where regulation is led by the 

government (Report to Congressional Requesters, 2007). Consequently, many chemicals have 

been produced and released or leached in large doses without communication or a firm knowledge 

of short- and long-term environmental effects (Santos et al., 2010). Unlike regulating bodies, 

chemicals do not stay within geographical boundaries and can be carried and affect every 

ecosystem on the Earth. Antibiotics, pharmaceuticals, chemical additives, dioxins, polyfluoroalkyl 

substances (PFAS), and additional chemicals have all been detected in water and organisms all 
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around the world with linked environmental and drinking water impacts (Aminov, 2010a; 

Rodriguez-Moza & Weinberg, 2010c; Santos et al., 2010).  

Since ancient times antibiotics, such as tetracycline found in the bones of ancient Sudanese 

Nubia, are believed to have protected populations from detrimental diseases and infection 

(Aminov, 2010b). Jordanian red soil, among other natural sources of antibiotics, has led to the 

discovery of particular antibiotics, but the beginning of mass production and widespread use is 

known as the “antibiotic era” that has been attributed to Paul Ehrlich and Alexander Fleming 

(Aminov, 2010b). For the past century, antibiotics have not only been used as a treatment, but also 

as preventative measures in both human and animal medicine. Widespread use of antibiotics has 

led to increased concentrations in natural waterways and sensitive ecosystems (Kim et al., 2008). 

CAFOs use large volumes of antibiotics in low doses to control diseases within production 

facilities and ensure a safe food supply (Awad et al., 2014; Lathers, 2001). Antibiotic water 

contamination generates a plethora of concerns, including antibacterial resistance in the 

environment and biological wastewater treatment (Larcher & Yargeau, 2012). Research on short- 

and long-term effects of antibiotics is still in beginning phases, but the urgency for immediate 

action is being felt around the world as a result of the increasing number of antibiotic-resistant 

strains and accumulation potential (Kim & Carlson, 2006; Maclean & Millan, 2019).  

In addition to antibiotics, other pharmaceuticals are problematic for waterways. The human or 

animal body is not able to metabolize every ounce of active ingredients within a drug; what is not 

absorbed ends up in wastewater streams post excretion (Ternes, 1998). The fate of pharmaceuticals 

is dependent on many variables, such as prescription dosage, mineral or steroid makeup, use 

frequency, and wastewater treatment technology (Caldwell et al., 2010). Over the counter drugs 

tend to be found in greater concentrations than prescribed drugs, but exposure to even small 
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concentrations in aquatic environments can detrimentally impact organisms (Runnalls et al., 2010; 

Ternes, 1998). Wastewater treatment systems generally have the ability to partially remove 

pharmaceuticals from the effluent, but the removal does not always degrade the pharmaceutical 

(Gao et al., 2012; Ternes, 1998). Many of the removed pharmaceuticals are captured in the sludge 

in their full form, with the potential of either being released back into the water through equilibrium 

changes or land application (Gao et al., 2012). Additional exposure can come from consuming 

aquatic organisms; many pharmaceuticals have been readily detected in waterbed sediment and 

fish liver (Koba et al., 2018). 

The true dangers of pharmaceuticals in the greater environment are their long-term effects, 

often unforeseen and irreversible (Santos et al., 2010). Pharmaceuticals are readily discharged into 

the environment in very low quantities (Kümmer, 2010). Many have high bioaccumulation 

potentials, such as 17α-ethynylestradiol, which is an endocrine-disrupting chemical (EDC) and the 

main ingredient in birth control pills (Al-Ansari et al., 2010). EDCs mimic reproductive hormones 

disrupting the organisms' natural regulation and production of reproductive cells (Labadie & 

Budzinski, 2006).  

Not all EDCs are pharmaceuticals, though; there are many chemicals that have chemical 

structure and properties that mimic hormones. These chemicals then bind to proteins and affect 

hormone signaling and movement (Gore et al., 2015). Labadie and Budzinski observed high 

disruption potential of p-nonylphenol and bisphenol A (BPA), two xenoestrogens, on testicular 

steroid biosynthesis in male juvenile turbot. Rehan et al. (2015) observed a high affinity of BPA 

for the androgen and progesterone receptors, suggesting high potential for disrupting natural 

androgen and progesterone signaling and, therefore, reproductive function in humans. BPA is a 

chemical commonly added for polymer synthesis and is mainly used in products that are intended 
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for contact with food such as reusable bottles, baby bottles, plastic cutlery, and internal can 

coatings as well as building material and consumer plastic goods (Scippo, 2011). Elevated 

temperatures, pH differences, environmental impacts, and simple contact with food can lead to 

leaching of chemical substances from plastic. In 2008, Canada and some US states placed a ban 

on the use of BPA in baby bottle plastic followed by the EU three years later in response to a 

multitude of studies suggesting BPA adversely impacting endocrine functioning, having the 

potential to impact puberty, ovulation, and infertility (Huo et al., 2015; Keiter et al., 2012; Labadie 

& Budzinski, 2006; Matuszczak et al., 2019; Popovic et al., 2014; Scippo, 2011; Ullah et al., 2018).  

Reproduction is not the only organism function impacted by chemical exposure. Dioxins are a 

class of chemicals with high bioaccumulation potential and depending on their chemical structure, 

have highly toxic effects (Kulkarni et al., 2008). Two observed dioxins with high toxicity are 

polychlorinated dibenzo-p-dioxins (PCDDs) and polychlorinated dibenzofurans (PCDFs), which 

are distributed into the environment through combustion processes (Chang et al., 2016). Emissions 

from industrial processes, vehicles, forest fires, and landfill fires all spew dioxins into the 

atmosphere where they are either volatilized and photodegraded or deposited into the soil 

ultimately accumulating in aquatic sediment and organisms (Kulkarni et al., 2008; Tysklind et al., 

1993). Due to their structure and resistance to biodegradation, PCDDs and PCDFs are both 

classified as persistent organic pollutants (POPs), which have been commonly found in fatty 

tissues of both aquatic and terrestrial species (Kulkarni et al., 2008). A number of adverse health 

effects have been observed as a result of exposure to these chemicals, including chloracne, wasting 

syndrome, immunosuppression, reproductive function, and neuro function, among others (Mitrou 

et al., 2001). Due to their presence in soil and sediment, aquatic and grazing animals are directly 

exposed and have been observed to have elevated levels in their fat tissue (Chang et al., 2016; 
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Chen et al., 2003). The majority of human exposure then comes from fatty animal products such 

as fish, meat, milk, and vegetables, whereas air pollution is relatively minute in comparison (Beck 

et al., 1989; Chen et al., 2003).  

There are thousands of chemicals produced and discharged into the environment; it is 

impossible to measure the impact of each chemical specifically through an individual in vivo study 

(Villeneuve et al., 2019). New methods of classifying impacts are being developed to estimate 

results of exposure, influence regulation, and establish treatment methods (Wetmore et al., 2015). 

The development of validated high-throughput testing methods can help reduce production and 

contamination from potentially hazardous chemicals and promote the production of less impactful 

alternatives.  

 One of the most demanding areas for high-throughput testing is PFAS chemicals 

(Patlewicz et al., 2019). Thousands of chemicals fall into the PFAS category, but only a few have 

been researched for toxicity and long-term health effects (Simon et al., 2019). The USEPA is 

working with the National Toxicology Program to generate high-throughput screening assays for 

PFAS chemicals to increase knowledge on PFAS influence on the environment and develop less 

toxic compounds (Patlewicz et al., 2019). High-throughput screening is one step in ensuring a 

healthy environment in the future, but first, PFAS makeup, sources, and fates have to be fully 

understood (Simon, 2019).   

2.3 General PFAS 

 PFAS chemicals are used in a wide variety of products and have been manufactured for 

decades due to their unique oil and water repelling properties (Kotthoff et al., 2015). There are 

thousands of PFAS chemicals, but only a few have been thoroughly researched up to this point 

and shown to be highly toxic and ecologically diminishing (Simon et al., 2019). 3M and DuPont 
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were the largest PFAS manufacturers in the US and were the first to detect the adverse impacts of 

the chemicals on mammals (McCrystal, 2019). Through lenient manufacturing processes 

(Matheny, 2019) and consumer use (Kotthoff et al., 2015), PFAS chemicals have infected the Earth 

traveling through air (Armitage et al., 2009), soil (Washington et al., 2019), organisms (Bhavsar 

et al., 2014), and water (Moody et al., 2003) and continue to impact individuals and communities 

(USEPA, 2017). 

2.3.1 Dominant PFAS  

There are thousands of manmade molecules that fall into the PFAS group, which are highly 

fluorinated aliphatic molecules (USEPA, 2017). PFAS can be further broken down into two 

subgroups: per- and polyfluoroalkyl substances. Perfluoroalkyl substances include carbon 

compounds completely saturated with fluorine besides a functional group, whereas 

polyfluoroalkyl substances include compounds with a mixture of hydrogens and fluorine attached 

to the carbon molecules (Lindstrom et al., 2011). The carbon-fluorine bond is one of the strongest 

bonds found in nature, making PFAS chemicals very chemically and thermally stable and 

persistent (Park et al., 2020). In addition to the stability and persistence, PFAS chemicals have a 

hydrophobic-lipophilic nature promoting their production and use in a wide range of products such 

as carpet (Chen et al., 2020), textiles (Gremmel et al., 2016), food wrapping (Kotthoff et al., 2015), 

and cookware (Sajid & Ilyas, 2017) among other consumer goods (Matheny, 2019). Their 

widespread production and use have led to global contamination of air (Simon et al., 2019), soil 

(Moody et al., 2003), and water (Hu et al., 2016), in addition to organisms with long-chained PFAS 

molecules (8 or more carbons) bioaccumulating through food chains (Lindstrom et al., 2011) 

Two increasingly detected PFAS chemicals of concern are perfluorooctane sulfonate 

(PFOS) and perfluorooctanoic acid (PFOA), which are both 8-carbon perfluoroalkyl substances. 
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Both PFOA and PFOS have hydrophilic functional groups, which allow them to bind to proteins 

and bioaccumulate in higher protein areas such as the blood and liver (Houde et al., 2008). PFOA 

has a carboxylate functional group, while PFOS has a sulfonate (Lindstrom et al., 2011). Their 

widespread use, persistence, and affinity for protein have led to high levels of exposure, with 99% 

of American blood testing positive for PFAS chemicals (Matheny, 2019). PFOA is less studied in 

humans but has been linked to tumors and neonatal death in addition to immune, liver, and 

endocrine system disfunction (Lindstrom et al., 2011; Steenland et al., 2010). PFOS has been 

classified as a chemical toxic to mammalian species with links to developmental retardation and 

cancer (OECD, 2002). Most PFOA and PFOS exposure have come from soil and water 

contamination (Moody et al., 2003). 

In addition to PFOA, other long-chain polyfluoroalkyl carboxylic acids (PFCAs) are of 

great concern with both direct and indirect sourcing (Wang et al., 2014). All PFCAs are hydrophilic 

with a carboxylate functional group (Conder et al., 2008). Some longer chained PFCA molecules 

have been observed to degrade (Armitage et al., 2009). Since bioaccumulation potential is directly 

related to chain length, only PFCAs with greater than 7 carbon molecules are considered 

bioaccumulative (Conder et al., 2008). Direct sources of PFCA include manufacturer emissions 

and discharge, but PFCAs can also be formed through precursor degradation and impurities (Wang 

et al., 2014). Most PFCAs have been estimated to have been emitted from industrial manufacturers 

into the atmosphere, which distribute them around the world and eventually into water (Zhao et 

al., 2012). 

2.3.2 Sources of PFAS 

The stability of PFAS chemicals, especially PFOS and PFCAs, have allowed them to be 

identified from a multitude of both point and nonpoint sources (US Environmental Protection 



18 

 

Agency, 2019). PFAS manufacturing sites have been identified as point sources, such as 

perfluorobutane sulfonamide (FBSA) from the 3M plant in Decatur, Alabama into the Tennessee 

River (Hogue, 2019), PFOA from a fluorochemical facility in Washington, WV into the 

surrounding drinking water source (Hu et al., 2016), PFCA emissions from plants around the world 

(Wang et al., 2014), and underground PFAS contamination from footwear company Wolverine 

World Wide in Michigan (“Michigan Briefs,” 2018). In some cases, manufacturers waste was sent 

to a wastewater treatment plant instead of direct discharge, but most wastewater treatment plants 

do not have adequate technology for destroying PFAS chemicals fating them to either the main 

waterways through discharge, soil through land application of sludge, or the landfill (Mortensen 

et al., 2011). Manufacturers are not the only source of direct discharge, ground and surface water 

surrounding civilian airports and military sites have PFAS levels 3 to 4-fold higher than USEPA 

health advisory levels (Hu et al., 2016).  

Before 2001, PFOS was used as a main component in aqueous film-forming foam (AFFF) 

(USEPA, 2017). AFFF is heavily used at civilian airports and on military sites for firefighting 

training, which travels directly into the nearby waterways as runoff (Dauchy et al., 2019; Hu et al., 

2016). Even though AFFF is no longer manufactured using PFOS, the PFOS concentrations around 

these areas are still very high due to its bioaccumulation and persistent nature (Houde et al., 2008; 

Moody et al., 2003) and continued use of previously manufactured AFFF. 

 There are also many nonpoint sources of PFAS chemicals leaching low amounts into the 

environment every day, such as outdoor consumer products (Gremmel et al., 2016), aerosols 

(Kotthoff et al., 2015), and food wrappers (Rosenmai et al., 2016). Perfluoroalkoxy (PFA) 

chemicals are used to make outdoor wear and other outdoor products waterproof, which are 

exposed to friction during use, making them susceptible to breaking apart and being carried into 
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water (Sidebottom et al., 2018). Aerosols contain fluorotelomer alcohol (FTOH) molecules, which 

can biotransform into PFOA, putting those who work heavily with aerosols at increased risk 

(Nilsson et al., 2013). Finally, PFAS chemicals are widely used in food contact paper and their 

affinity for proteins and fats leads them to contaminate protein- and fat-rich foods (OECD, 2002). 

Continued research and awareness of chemical properties and sources can help to reduce exposure 

for both individuals and ecosystems (Simon et al., 2019). 

2.3.3 Fate of PFAS 

 Bioaccumulation has been of increasing concern for PFAS chemicals around the world, 

even in remote areas (Haukås et al., 2007). As previously discussed, exposure to PFAS chemicals 

can occur in many different ways PFOS and PFCAs, specifically PFOA, have been detected across 

the northern hemisphere (Haukås et al., 2007). Due to the stability and longevity of PFAS 

chemicals, they have the ability to accumulate within organisms and even biomagnify through 

food webs (Conder et al., 2008). PFOS and PFOA have been shown to preferentially bind to 

proteins and bioaccumulate in the bloodstream, liver, and kidney of both aquatic organisms and 

mammals (Jones et al., 2003; Mortensen et al., 2011). An affinity for protein differentiates PFAS 

from other persistent organic pollutants (POPs), which are generally lipophilic and bioaccumulate 

in adipose tissue (Baynes et al., 2012).  

 Adverse effects of PFAS chemicals have been observed in both aquatic organisms and 

mammals (Lindstrom et al., 2011). The unique properties of PFOS and PFOA have been observed 

to adversely alter vital proteins within organisms altering pathways and disrupting normal 

hormonal responses (Jantzen et al., 2016). The presence of PFAS chemicals in the bloodstream 

and protein affinity allow them to bioaccumulate and affect proteins in many organs within the 

organism, especially the pancreas (Cui et al., 2017), kidney (Keiter et al., 2012), and liver (Das et 
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al., 2017). Proteins and pathways can be unique to individual species (Nigam et al., 2015); 

therefore, PFAS chemicals can impact species in different ways leading to a diverse range of 

adverse outcomes (Behr et al., 2020; Cui et al., 2017). PFOA has been observed to proliferate 

peroxisome through activating the peroxisome proliferator-activated receptor α in marsupials, 

which is suggested to induce tumors and administer immune and hormonal alterations (Steenland 

et al., 2010). Cui et al. (2017) observed adverse alterations in lipid metabolism due to low level of 

chronic PFOS exposure within zebrafish.  

Since PFAS chemicals are persistent and species agnostic, it is important to analyze their 

impact on cross-species pathways. There are few pathways and proteins that are similar amongst 

species. Still, the hypothalamus-pituitary-adrenal (HPA) in mammals and hypothalamus-pituitary-

interrenal (HPI) axis in fish is observed as one of the most ubiquitous pathways as it is similar 

amongst many living organisms (Hawkley et al., 2012). The HPA/I-axis plays a major role 

in mediating stress responses (Lee et al., 2018) and is regulated by corticosteroid receptors (Norris 

& Hobbs, 2006). Both PFOS and PFOA have been observed to alter CR by causing an undesirable 

activation or deactivation of the HPA axis (Salgado-Freiría et al., 2018), leading to either 

upregulation or downregulation of a SR in an organism and eventually an adverse outcome (Ord 

et al., 2017). 

Chronic PFAS exposure is being observed across all species worldwide (Haukås et al., 

2007). Even though a great amount of research has already been conducted on the adverse effects 

of PFAS within organisms (Ge et al., 2016; Jantzen et al., 2016; Keiter et al., 2012; Mortensen et 

al., 2011), there is still a large data gap on the impact of PFAS with other chemicals (Keiter et al., 

2012), bioaccumulation (Wang et al., 2014), and biomagnification (Conder et al., 2008). With 

increasing knowledge of PFAS movement, receptor binding, and dose-responses across species, 
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proper regulation and mitigation techniques can be developed and implemented (Lindstrom et al., 

2011).  

2.3.4 Transportation of PFAS 

The unique properties of PFAS chemicals allow them to be transported via air (Nilsson et 

al., 2013), soil (Zhu & Kannan, 2019), and water (Hu et al., 2016). The physical-chemical 

properties of PFAS chemicals are not optimal for long-range atmospheric transport (Haukås et al., 

2007), but many can be transported short-range with the help of dust and high temperatures 

(Nilsson et al., 2013). Fluoropolymer manufacturing emits PFCAs as a byproduct and has 

historically been viewed as the single largest emitter of PFCA (Prevedouros et al., 2006). Recent 

research by Nilsson et al. (2013) has observed high levels of PFOA exposure for professional ski 

waxers when using aerosols and applying wax. PFAS chemicals are a component of the petroleum 

base of ski wax, which is heated to 130-220 °C when being applied, releasing gaseous forms of 

PFOA, among other organofluorine compounds, and fluorotelomer alcohols (FTOHs) (Hameri et 

al., 1996). FTOHs have been observed to degrade into PFCA products through a reaction with 

HOx in the atmosphere in the absence of NOx and biotransform within animals (Nilsson et al., 2013; 

Prevedouros et al., 2006).  

As aforementioned, military sites have been observed as a major source of PFAS exposure 

(Hu et al., 2016). Runoff from these military and firefighting training grounds is a main method of 

transportation for soil and water contamination in the surrounding area (Dauchy et al., 2019). 

Dauchy et al. (2019) suggest that the PFOS and PFCA remanence from AFFF can remain on 

military sites and be transported into nearby soil and water via runoff around a month or more after 

use. Moody et al. (2003) observed elevated PFOS and PFOA levels in the groundwater 

surrounding a retired firefighting training ground five years after use. 
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It is suggested that the affinity for soil versus water for particular PFAS chemicals is 

dependent on both the chain length and functional group (Zhu & Kannan, 2019). Zhu & Kannan 

(2019) detected both PFOS and PFOA in soil samples from a good field, with an average PFOA 

concentration 40 times higher than the average PFOS, suggesting that PFOS has a greater affinity 

for water and PFOA have a greater affinity for solids. Not only do PFOA molecules tend to 

accumulate in the soil, but research suggested that PFCAs, in general, have a higher solid affinity 

than PFOS (Dauchy et al., 2019; Plassmann & Berger, 2013; Zhu & Kannan, 2019). Particularly 

long-chained PFCA molecules have been observed to have a higher solid affinity, whereas short-

chained have a higher affinity for water (Plassmann & Berger, 2013).   

PFAS water contamination is of increasing concern (US EPA, 2016a). PFAS chemicals 

have been observed in both groundwater and surface waters with primarily long-chained molecules 

detected in groundwater, and primarily short-chained molecules detected in surface water (Hu et 

al., 2016), which follows the observations made by Plassmann & Berger (2013) showing that long-

chained PFAS molecules are more likely to move through the soil to reach the groundwater aquifer 

than short-chained molecules. Once in the water, PFAS molecules are suggested to be taken up by 

both plants and animals (Bhavsar et al., 2014; Lindstrom et al., 2011). A recent analysis of PFAS 

molecules in polar bears has suggested bioaccumulation and biomagnification as a major route of 

exposure to all animals in addition to contaminated water (Boisvert et al., 2019). 

2.4 Fate of PFAS in an aquatic environment 

 High levels of PFAS concentrations in water and sediment is not only of concern for 

humans but has the potential to adversely affect the populations of aquatic organisms (Jantzen et 

al., 2016; Martin et al., 2003) and entire food webs (Haukås et al., 2007). As previously discussed, 

many PFAS chemicals are bioaccumulative (Zhu & Kannan, 2019) and even toxic (Kotthoff et al., 
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2015). Both PFOS and PFCAs have been detected in water and sediment, inevitably fating aquatic 

organisms to contamination (Mussabek et al., 2019a).  

 A great amount of research has been conducted on PFAS in fish as a concentrated exposure 

route to humans (Bhavsar et al., 2014; Simon, 2019). Many POPs readily found in the aquatic 

environment tend to bioaccumulate in the lipid sections of organisms (Crane, 1996), which are 

either removed or cooked off during preparation (Bhavsar et al., 2014). Since PFAS chemicals 

have been shown to preferentially bind to proteins rather than fats, they are not as easily removed 

during the preparation process (Berger et al., 2009). PFAS concentrations, especially PFOS, have 

been observed to stay the same or increase through the cooking process (Bhavsar et al., 2014). Fish 

consumption has thought to be one of the greatest influences on individual human PFAS levels, 

especially PFOS and PFOA (Berger et al., 2009), but humans are not the only predatory species 

being affected (Haukås et al., 2007).  

 A recent study by Boisvert et al. (2019) observed a relationship between PFAS 

concentrations in ringed-seals and polar bears. They observed significant levels of both PFCAs 

and PFOS in the adipose tissue and liver of polar bears and seals, with increased concentration 

related to trophic level (Boisvert et al., 2019). High PFOS concentration in the liver is of growing 

concern, due to the potential for hepatocellular damage, amongst other organ damage (Gallo et al., 

2012; USEPA, 2017). Cui et al. (2017) observed liver damage in relation to high PFOS 

concentrations as well as alterations in lipid metabolism and transport within zebrafish. Keiter et 

al. (2012) also observed hepatotoxicity in PFOS and BPA exposed zebrafish in addition to 

alterations in vitellogenin, suggesting that PFOS could have a whole-body impact within aquatic 

species. 



24 

 

 PFOA has also been observed in high concentrations within aquatic species with negative 

impacts (Mortensen et al., 2011; Popovic et al., 2014). In the kidney and liver, both PFOS and 

PFOA have been observed to disrupt the cytochrome P450 (CYP) levels, which play a vital role 

in the oxidative metabolism of steroid hormones and other compounds within the body (Mortensen 

et al., 2011). Interestingly, PFOS and PFOA were observed to have significantly different 

influences on CYP expression within both the kidney and the liver of juvenile Atlantic Salmon, 

showing a need for species-specific and organ-specific research to fully understand the impact of 

PFOS and PFOA bioaccumulation (Mortensen et al., 2011). Popovic et al. (2014) also observed 

differences between the impact of PFOS and PFOA in relation to the organic anion transporting 

peptide (Oatp) expression, which regulates compound uptake into target tissues, within zebrafish. 

PFOS was observed to have a high affinity for the Oatp1d1 substrate, while PFOA was observed 

to be an uncompetitive inhibitor (Popovic et al., 2013).  

 Current findings are giving light to the potential impacts of PFAS compounds within 

aquatic species with adverse outcomes from the individual up to ecosystem level (Haukås et al., 

2007; Jantzen et al., 2016; Kotthoff et al., 2015; Martin et al., 2003; Zhu & Kannan, 2019). In 

order to best mitigate ecosystem level adverse outcomes, PFAS sources, transportation, and fate 

have to be analyzed together with the potential impact of PFAS molecules on individual pathways 

within organisms (Ankley et al., 2010). Modeling the movement of PFAS through watersheds is a 

vital component in developing knowledge and remediation techniques to ensure a healthy 

environment for all. The following section goes into detail on the different types of models used 

to simulate the PFAS movement.  
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2.5 Mathematical representations of PFAS fate and transport 

The following section reviews different models developed to better understand the 

implications of PFAS sources, transportation, and fate in the environment. Even though some 

PFAS chemicals have been phased out of production, they are continually detected in soil and 

water, posing a threat to ecosystem health. Overland, stream, groundwater, and conceptual models 

are being developed to assess PFAS contamination and formulate effective remediation 

techniques.   

2.5.1 Overland flow 

 A modified Saint-Venant equation (1) can be used as the governing equation to model 

overland flow over a uniform impervious slope (Heng et al., 2009). Equation (1) describes the 

relationship between rainfall intensity (P); water depth (h); and unit discharge (q): 

 𝜕ℎ

𝜕𝑡
+

𝜕𝑞

𝜕𝑥
= 𝑃 

(1) 

where q is calculated using the Manning’s equation 𝑞 =
√𝑆0

𝑛
ℎ5/3 with (𝑆0) accounting for the slope 

(𝑆0) and Manning’s roughness coefficient (n). As previously discussed, PFAS can be transported 

via water flowing overland into the soil (Nguyen et al., 2016; Xu et al., 2013) or directly into a 

waterbody (Ghiold, 2019; Li et al., 2017; Sharma et al., 2015). Studies have looked into the 

relationship between physicochemical properties of PFAS compounds and aqueous and solid 

compounds near contaminated areas to better understand transportation and fate (Nguyen et al., 

2016; Xu et al., 2013). Sorption to solids, as well as other physicochemical properties of specific 

PFAS compounds, are the basis of overland models to better understand transportation and fate in 

the environment (Nguyen et al., 2016; Xu et al., 2013).   



26 

 

 One of the most influential parameters for modeling PFAS overland fate and transport is 

the solid/liquid distribution coefficient (𝐾𝐷), which is derived from the organic carbon distribution 

coefficient (𝐾𝑂𝐶). The 𝐾𝐷 value for PFAS substances are variable in literature due to the influence 

of other components to adsorption (Brusseau & Van Glubt, 2019; Nguyen et al., 2016; Shin et al., 

2011).  Nguyen et al. (2016) derived the 𝐾𝐷 and 𝐾𝑂𝐶 values for PFOS, PFOA, and other PFAS 

compounds to observe their mechanism of transport and fate in relation to sediment: 

 
𝐾𝐷 =

𝐶𝑆

𝐶𝑎𝑞
 

(2)  

 
𝐾𝑂𝐶 =

𝐾𝐷

𝑓𝑂𝐶
 

(3) 

where, 𝐶𝑆 (ng/L) is the concentration in the solid phase; 𝐶𝑎𝑞 (ng/L) is the concentration in the 

aqueous phase; and 𝑓OC are the organic carbon fractions within soil and sediment. Commonly 

found PFAS compounds, such as PFOA and PFOS, were detected in water samples and their 

transport and fate as related to suspended solids were evaluated using equations (2) and (3) 

compared to the laboratory determined 𝐾𝐷 and 𝐾𝑂𝐶 values of suspended solids (Nguyen et al., 

2016). Observations showed differences between the fate of strongly hydrophobic PFAS 

compounds and less hydrophobic PFAS compounds. Strongly hydrophobic PFAS compounds 

were observed to be sorbed to suspended solids and accumulated in the bottom sediment, whereas 

the transportation of less hydrophobic PFAS compounds were observed to be less influenced by 

suspended solids. Most of the PFAS detected in field studies were observed accumulated in the 

sediment at the bottom of the waterbed, but the 𝐾𝐷values for PFOA and PFOS sorbing to the 

bottom were lower than the 𝐾𝐷 values of suspended solids (Nguyen et al., 2016). Distribution of 

PFOS, PFOA, and other highly accumulative PFAS compounds were consistent with previously 
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reported values, showing promise of determining the coefficients using equations (2) and (3). 

Accurate determination of 𝐾𝐷 and 𝐾𝑂𝐶 values will be helpful for optimizing transportation and fate 

dynamic models.  

 Receptor models were used by (Xu et al., 2013) to simulate the relationship between PFC 

compounds and sediment detected through a two-dimensional hierarchical cluster analysis (HCA) 

heat map of the Dianchi Lake in China. The three receptor models used were the principal 

component analysis – multiple-linear regression (PCA-MLR) model, positive matrix factor (PMF) 

model, and Unmix model, which can all be described by equation (4) : 

 

𝑥𝑖𝑘 = ∑ 𝑔𝑖𝑝𝑓𝑝𝑘 + 𝑒𝑖𝑘

𝑝

𝑗=1

 

(4)  

where 𝑥𝑖𝑘is the concentration of ith species for kth sample; 𝑓𝑝𝑘is the contribution of the pth source 

to the kth sample; 𝑔𝑖𝑝is the ith species concentration from the pth source; and 𝑒𝑖𝑘 is the error (Xu et 

al., 2013). Each model was observed to be statistically accurate, with comparable results between 

observed data and modeled outcomes (Xu et al., 2013). Through data analyzation and modeling, 

primary abundant PFAS chemicals found in sediment in the Dianchi Lake, PFOS and PFOA, and 

their various emission sources, electroplating factories or food-packaging processes industrial 

facilities, were identified (Xu et al., 2013). Successful calibration of the receptor models validated 

with a comparison to observed field data suggest the potential for such techniques to be applied to 

other areas for investigation in addition to the use of simulation results for better understanding 

PFAS fate and movement and developing remediation plans (Xu et al., 2013).  
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2.5.2 Groundwater flow 

 Groundwater is modeled as a single-phase fluid moving through a porous medium under 

Darcy’s law (Anderson et al., 2015). Darcy’s law (6) is used to describe the specific discharge (q) 

in relation to head (h) and the conductivity tensor (K). The water balance equation (5) is used to 

model water movement in relation to the representative elementary volume describing the recharge 

of water storage: 

 𝜕𝑞𝑥

𝜕𝑥
+

𝜕𝑞𝑦

𝜕𝑦
+

𝜕𝑞𝑧

𝜕𝑧
− 𝑊∗ = −𝑆𝑠

𝜕ℎ

𝜕𝑡
 

(5) 

where, 𝑞𝑥, 𝑞𝑦, and 𝑞𝑧 represent the specific flow rate of water in the x, y, and z direction, 

respectively; W* represents the volumetric inflow rate from sources and sinks; 𝑆𝑠 represents 

specific storage; and h is head. Since flow (q) is not practically measured in wells, the equation is 

written in terms of the head (h) from the (l) direction using Darcy’s law: 

 
𝑞 = −K

𝜕ℎ

𝜕𝑙
  

(6) 

Darcy’s law is first written in terms of specific flow in the x, y, and z direction, then substituted 

into equation (5) to generate a three-dimensional transient groundwater flow (7): 

 𝜕

𝜕𝑥
(𝐾𝑥

𝜕ℎ

𝜕𝑥
) +  

𝜕

𝜕𝑦
(𝐾𝑦

𝜕ℎ

𝜕𝑦
) +

𝜕

𝜕𝑧
(𝐾𝑧

𝜕ℎ

𝜕𝑧
) = 𝑆𝑠

𝜕ℎ

𝜕𝑡
− 𝑊∗ 

(7) 

which can be applied to heterogeneous and anisotropic conditions (Anderson et al., 2015). 

Computational models have been developed using equation (7) to simulate PFAS movement to 

groundwater (Brusseau, 2018; Brusseau et al., 2019; Guo et al., 2020; Schaefer et al., 2019). Before 

contaminating the aquifer, PFAS chemicals must make their way through the vadose zone, where 

different saturation conditions affect the speed at which movement occurs (Brusseau, 2018; 

Brusseau et al., 2019; Guo et al., 2020; Schaefer et al., 2019). Mathematical equations, such as the 



29 

 

Szyzkowski equation (8) (Brusseau et al., 2019) and Freundlich model (9) (Schaefer et al., 2019), 

have been used to simulate and better understand PFAS retardation in the subsurface environment:  

 
𝛾 =  𝛾0 [1 − 𝐵 𝑙𝑛 (1 +

𝐶

𝐴
)] 

(8) 

where, 𝛾 is the interfacial tension (dyn/cm or mN/m); 𝛾0 is the interfacial tension at [PFAS] = 0; 

C is the aqueous phase concentration (mol/cm3); A is the variable related to properties of the 

specific compound; and B is the variable related to properties of the homologous series.   

 𝛤 = 𝑘(𝐶𝑇)𝑛 (9) 

which describes the relationship between surface excess (𝛤) (mol/cm2) and the square mean of 

ionic activity (𝐶𝑇) ([mol/m3]2) using constants 𝑘 and n. The air-water and decane-water interface 

within soil has been shown to directly influence PFOS and PFOA retardation trends (Brusseau et 

al., 2019).  

 Brusseau et al. (2019) observed PFOS and PFOA movement through quartz sand and soil 

in both unsaturated- and saturated-water conditions. An extended conceptual model was developed 

using equations (8), (10), and (11) to calculate the retardation factor for aqueous-phase transport 

of solute with multiple compartments divided between source zones and plumes based on a 

previous model developed by Brusseau, (2018). The Szyszkowski equation (8) was used to unify 

the surface-tension and interfacial-tension data to obtain factors for equations (10) and (11). 

Adsorption quantities at the fluid-fluid interface were determined using equation (10) and (11): 
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𝛤 =  

−1

𝑥RT

𝜕𝛾

𝜕𝑙𝑛𝐶
 

(10) 

where 𝛤 is the surface excess (mol/cm2) of the compound; 𝛾 is the interfacial tension (dyn/cm or 

mN/m); C is the aqueous phase concentration (mol/cm3); T is the temperature (°K); R is the 

universal gas constant (dyne-cm/mol °K); and x is a coefficient equal to 1 for nonionic surfactants 

or ionic surfactants with excess electrolyte in the solution and equal to 2 for systems with ionic 

surfactants without excess electrolyte.  

 
𝐾𝑖 =  

𝛤

𝐶
 

 (11) 

where 𝐾𝑖  is the fluid-fluid interfacial adsorption coefficient between the fluid pair (cm); 𝛤 is the 

surface excess (mol/cm2) of the compound; and C is the aqueous phase concentration (mol/cm3). 

Various breakthrough curves from the different conditions and PFAS chemicals were compared, 

with noticeable differences between saturated- and unsaturated-water conditions and the 

chemicals. Within both mediums, unsaturated-water conditions promoted more retardation for 

both PFOS and PFOA, with PFOS having the greatest level of retardation in the sand (Brusseau et 

al., 2019). The model developed by Brusseau et al. (2019) uses adsorption at the air-water interface 

to accurately estimate the retardation factor for PFAS in source zones.  

 Mathematical models of PFOS movement through both sand and soil with the variably 

saturated flow were also developed by Guo et al. (2020) using equations (12) and (13). The 

Richards equation (Guo et al., 2020): 
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 𝜕𝜃

𝜕𝑡
−

𝜕

𝜕𝑧
[𝐾 (

𝜕ℎ

𝜕𝑧
− 1)] = 0 

(12) 

where, 𝜃 is the volumetric water content and is equal to ΦSw where Φ is the porosity of the porous 

medium and Sw is the water saturation; K is the unsaturated hydraulic conductivity (cm/s); h 

represents the water pressure head (cm); z is the special coordinate (cm); and t is time (s). Equation 

(12) was used to simulate the flow in the vertical dimension using 10-year data (replicated three 

times) from Arizona, USA and New Jersey, USA to represent semiarid and humid climates, 

respectively. Accusand and Vinton soil were used as the porous media simulated for both climates 

with variable PFOS concentrations and air-water interfacial adsorption (Guo et al., 2020). PFOS 

movement was described using an advection-dispersion equation (13) with adsorption terms: 

 𝜕(𝜃𝐶)

𝜕𝑡
+ 𝜌𝑏

𝜕(𝐾𝑓𝐶𝑁)

𝜕𝑡
+

𝜕(𝐴𝑎𝑤𝐾𝑎𝑤𝐶)

𝜕𝑡
+

𝜕

𝜕𝑧
(𝜃𝐷

𝜕𝐶

𝜕𝑧
) = 0 

(13) 

where, 𝜃 is the volumetric water content; C is the aqueous concentration (μmol/cm3); t is time (s); 

𝜌𝑏 is the bulk density of the porous medium (g/cm3); 𝐾𝑓 and N are fitting parameters to 

experimental data; 𝐴𝑎𝑤is the air-water interfacial area (cm2/cm3); 𝐾𝑎𝑤 is the air-water interfacial 

adsorption coefficient (cm3/cm2); D is the dispersion coefficient (cm2 /s); and z is the special 

coordinate (cm). Equations (12) and (13) simulated PFOS movement using both solid-phase and 

air-water interfacial adsorption processes, observing that PFOS migration is greatly influenced by 

adsorption at the air-water interface in the vadose zone. Observations from the simulation 

suggested that soils with higher water concentrations, such as clay, have lower PFOS retention 

rates than those with lower water, such as sand, increasing the rate of PFOS contamination in the 

groundwater (Guo et al., 2020).  
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 Schaefer et al. (2019) observed the best match is the Freundlich model (equation 9) for the 

movement of other PFAS compounds, such as PFAA, at the air-water interface when compared to 

results using the Langmuir model (equations(14) and (15).  

 
𝛤 =  

𝛤𝑚𝛼𝐶𝑇

1 + 𝛼𝐶𝑇
 

(14) 

 𝜎 = 𝜎0 − 𝑅𝑇𝛤𝑚𝑙𝑛 [1 + 𝛼𝐶𝑇] (15) 

Where, 𝛤 is the surface excess (mol/cm2) of the compound; 𝛤𝑚is the interfacial sorption capacity 

(mol/m2); 𝛼 is the adsorption affinity coefficient ([m3/mol]2); square mean of ionic activity (𝐶𝑇) 

([mol/m3]2); 𝜎0is the air-water interfacial tension without PFAS; R is the universal gas constant 

(dyne-cm/mol °K); and T is the temperature (°K). Predictions varied by orders of magnitude 

between the two models when modeling sorption trends with respect to PFOS concentration, with 

the Langmuir model underestimating interfacial sorption (Schaefer et al., 2019). Benchtop 

experiments were used to validate the model predicting the movement of PFAS with varying 

background NaCl concentrations. It was observed that the length of the PFAS compound was 

highly related to the interfacial uptake, with long-chained compounds having greater interfacial 

uptake than shorter-compounds (Schaefer et al., 2019). Observations from this study show that 

previous estimates of PFAS chemical uptake and retardation could be lower than actuality.  

2.5.3 Streamflow  

The movement of water allows oxygenation to occur and nutrients to be carried, but it also 

distributes POPs far from their source, promoting widespread contamination (Ghiold, 2019; Li et 

al., 2017; Sharma et al., 2015). It is important to model streamflow to understand the full impact 

of POPs and develop effective remediation techniques. The conservation law of water mass (16) 

and linear momentum (17) can be used as the governing equation for modeling streamflow in a 
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1D river/stream (Yeh et al., 1998). Equation (16) represents a continuity equation showing the 

relationship between time (t); river/stream cross sectional area (A); river/stream flow rate (Q); and 

various sources (S): 

𝜕𝐴

𝜕𝑡
+

𝜕𝑄

𝜕𝑥
= 𝑆𝑠 + 𝑆𝑅 − 𝑆𝐼 + 𝑆1 + 𝑆2 

(16)  

where 𝑆𝑠 is the man-induced source; 𝑆𝑅is the source due to rainfall; 𝑆𝐼 is the sink due to infiltration; 

and 𝑆1 and 𝑆2 are the source terms contributed from overland flow (Yeh et al., 1998). The 

momentum equation (17) describes the relationship between water depth (h); river/stream velocity 

(u); gravity (g); bottom elevation (𝑍0); momentum flux due to eddy viscosity (𝐹𝑥); and shear stress 

(T): 

𝜕𝑄

𝜕𝑡
+

𝜕𝑢𝑄

𝜕𝑥
= −𝑔𝐴

𝜕(𝑍0 + ℎ)

𝜕𝑥
+

𝜕𝐹𝑥

𝜕𝑥
+ 𝑢𝑟𝑆𝑅 − 𝑢𝑖𝑆𝐼 + 𝑢𝑌1𝑆1 + 𝑢𝑌2𝑆2 +

𝑇𝑠 − 𝑇𝑏

𝜌
 

(17) 

where ur is the rainfall velocity in the direction of the river/stream; ui is the infiltration velocity in 

the river/stream direction; uY1 and uY2 are the velocities of water from overland to the river/stream 

along the river/stream direction; ρ is the water density; and Ts and Tb are the surface and bottom 

sheer stress respectively (Yeh et al., 1998). Models have been developed using equations (16) and 

(17) to better understand and predict PFAS movement and contamination in flowing water (Li et 

al., 2017; Sharma et al., 2015).  

 Li et al. (2017) used the MIKE-11 model with both hydrology and advection-dispersion 

modules to simulate PFOS and PFOA movement through the Daling River network. Simulations 

were conducted using three scenarios based on measured surface water concentrations: time 

changing concentrations, constant max loads, and continuous constant loads required for reaching 

harmful concentrations (Li et al., 2017). Through data analyzation and simulation results, it was 
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apparent that PFOS and PFOA concentrations varied depending on the season, with PFOS having 

highest concentrations in the spring and PFOA with the highest concentrations in the summer, due 

to fluctuating flow rates and fluorinated chemical production (Li et al., 2017). Great differences 

between simulated and observed results were apparent, especially between PFOS and PFOA, 

where PFOS had less accuracy than PFOA, but the differences were not significant enough to 

deem the model irrelevant (Li et al., 2017). Critical loads for PFOS and PFOA were determined 

for the Daling River through the third simulation scenario (Li et al., 2017), but they did not take 

other chemicals and stressors into account. The simulation by Li et al. (2017) successfully modeled 

PFOS and PFOA movement through the Daling River and observed possible impacts of the 

chemicals in Seas further downstream. 

 A study performed by Sharma et al. (2015) on PFAS in the Ganges River basin observed 

the effects of different PFAS sources on river contamination. The Ganges River basin is an area 

with an emerging industrial economy, including over 400 million people, with PFAS 

contamination from both volatile PFAS compounds, such as FTOHs and 

perfluoroctansulfonamida (PFOSAs), degraded at the air-water interface as well as direct PFOS 

and PFOA discharges (Sharma et al., 2015). The integrative INCA-Contaminants model was used 

to simulate the complex hydro biogeochemical processes and PFAS contamination fate in the 

Ganges River system (Sharma et al., 2015). Both organic carbon and suspended settlement 

dynamics were included in the model in addition to climate data. Specific PFAS physicochemical 

properties, emission scenarios, and initial PFOS and PFOA atmospheric concentration and wet 

deposition were all used to parametrize the model (Sharma et al., 2015). Direct PFOS and PFOA 

discharges were estimated by the model through running it in “reverse-mode” and using a Monte 

Carlo frame to derive a distribution of subbasin specific discharges to the river. Simulation results 
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suggested strong correlation between both the urban population and total population with PFOS 

and PFOA emissions (Sharma et al., 2015). 

2.5.4 Conceptual system models 

 It is apparent that PFAS compounds are mobile through air, soil, and water systems 

(Brusseau, 2018; Brusseau et al., 2019; Guo et al., 2020; Schaefer et al., 2019), therefore, 

representative system models, which include all three systems are being developed for fully 

understanding and predicting PFAS movement and contamination (Barr, 2017; Shin et al., 2011; 

Simon et al., 2019). Only a couple of conceptual models have been successfully developed for 

PFAS movement and published to this date, due to their complex construction and computation 

(Barr, 2017; Shin et al., 2011; Simon et al., 2019). Continued research on PFAS compounds has 

observed increased sources and transportation mechanisms than before, providing ever higher 

motivation for the development of conceptual models (Barr, 2017; Shin et al., 2011; Simon et al., 

2019; Zhu & Kannan, 2019) 

Bennington, Vermont is an area with many PFAS sources and observed elevated PFOA 

concentrations in soil, surface water, groundwater, and private wells (Barr, 2017). Barr (2017) 

identified numerous different previous sources, including PFOA emissions from two former 

Chemfab lab facilities, contaminate landfill leachate, contaminated land applied wastewater 

treatment plant sludge and other commercial discharge. Numerical models in series have been 

developed to simulate all modes of transportation from the various sources to best assess the 

groundwater contamination potential (Barr, 2017). PFOA transportation through air was modeled 

using AERMOD developed by the USEPA. Individual air dispersion models were created for the 

various sites, with some emissions data estimated due to a lack of data (Barr, 2017). The Soil-

Water Balance model was used to calculate infiltration rates based on daily hydrological data with 
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the monthly output grids used for the groundwater flow and unsaturated zone modeling, which 

was simulated using the MODFLOW-NWT and unsaturated zone flow and unsaturated zone 

transport packages from the MT3D-USGS codes (Barr, 2017). HYDRUS-1D database was used 

to describe linear water movement through a varied unsaturated zone thickness (Barr, 2017). The 

source and fate of PFOA were simulated using the model described above to provide a 

conservative estimate of PFOA concentrations in the groundwater and private wells. Results from 

the simulations were comparable to observed data in private wells in North Bennington, but were 

not comparable for wells located south of the Bennington landfill (Barr, 2017). More data and 

calibration are necessary to better simulate and predict PFOA movement and fate in private 

drinking water wells in Bennington, Vermont.   

Shin et al. (2011) also developed a conceptual model on PFOA movement and fate through 

air, surface water, groundwater, and municipal wastewater treatment systems in West Virginia 

around the Washington Works Plant. The model was developed using AERMOD, PRZM-3, 

BreZo, MODFLOW, and MT3DMS calibrated using historical emissions rates from the plant, 

wastewater treatment water quality data from six municipal treatment plants, physicochemical 

PFOA properties, and geologic and meteorological data from the area (Shin et al., 2011). Results 

from the model were similar to observed concentrations in public well water and showed that the 

groundwater around the facility might remain contaminated for another decade, depending on the 

public well-pumping rates, which were observed to greatly influence groundwater contamination 

levels (Shin et al., 2011). Accuracy in results was limited by both observed data and long 

simulation time, which prevented the use of a Bayesian model optimization with water 

concentration data (Shin et al., 2011). Additional processing power and data on private wells, 

landfill seepage, and PFOA particle size distributions could help reduce the output uncertainties.  
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2.6 Limitations and goals of research 

 The limitations of the current studies and the goals of this research study are described 

below. 

2.6.1 Limitations and recommendations 

 Previous studies have helped develop a better understanding of the sources and 

transportation of PFAS through the environment, but there are still many gaps, such as:   

• Environmental mobility due to little knowledge on sorption/non-sorption to soils and 

sediment (Nguyen et al., 2016; Schaefer et al., 2019; Shin et al., 2011; J. Xu et al., 2013) 

• Aquatic ecosystems modeling as regard to PFAS are in their infancy (Gallo et al., 2012; C. 

Liu & Gin, 2018) 

• Studies have focused on lethal rather than sublethal effects (SETAC, 2019; Simon et al., 

2019) 

• Develop models in series to simulate movement through air, soil, and water and unveil the 

complexity of PFAS contamination (Barr, 2017; Shin et al., 2011; Simon et al., 2019). 

• Research different sources, ecosystems, and PFAS compounds to prevent long-term 

contamination and associated adverse outcomes (Jantzen et al., 2016; Simon et al., 2019) 

• Much of the current research focuses on PFOS and PFOA, but the transport and fate of 

their short-chain alternatives has not yet been observed nor modeled in detail (Brusseau & 

Van Glubt, 2019; Li et al., 2017; Shin et al., 2011) 

• Future research on the movement of other PFAS chemicals as well as the impact of PFAS 

in relation to other POPs within flowing water systems will be needed to better predict 

long-term impact of the chemicals (Brusseau & Van Glubt, 2019; O’Driscoll et al., 2013) 
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2.6.2 Goals 

 The goal of this study is to develop a conceptual hydrodynamic model to simulate the fate 

and transport of PFAS through the Huron River watershed. The hydrodynamic model will be used 

to identify potential reservoirs for more directed sampling and informed management decisions. 

Finally, this model will be used in conjunction with experimental data on exposure, 

bioaccumulation, and effects of PFAS mixtures to better inform future monitoring efforts and 

recommendations for next steps.   
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3 Introduction to the Methodology 

This thesis comprises two research papers that have been submitted to scientific journals. 

The first paper is a comprehensive literature review of  PFAS fate and transport modeling. Over 

100 references from the past two decades were synthesized the model applications of PFAS via 

water medium through surface water, vadose zone, groundwater, streamflow as well as their 

uptake and accumulation in plants and aquatic organisms. Ultimately, knowledge gaps in 

modeling PFAS for each environmental area were identified. 

The second study aims to assess the capabilities and shortcomings of widely used models 

to study large-scale PFAS fate and transport. A surface water model (Soil and Water Assessment 

Tool-SWAT), a groundwater model (modular finite difference model-MODFLOW), and a 

streamflow model (Water Quality Analysis Simulation Program-WASP) were set up and 

integrated to simulate PFAS fate and transport in a large watershed. The study area was the 

Huron River watershed, a highly PFAS impacted watershed in Southeastern Michigan.   
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4 Opportunities and Challenges of Integrated Large Scale PFAS Modeling Part I: 

Overview of Modeling, Applications, and Knowledge Gaps 

 

4.1 Introduction 

Chemicals have extended the average human lifespan, increased agricultural yields, and 

transported goods and services on a global scale, but they have also adversely impacted our 

environment, health, and wellbeing (Glibert et al. 2014; Pajević et al. 2008; Runnalls et al. 2010). 

One of the most ubiquitous and persistent artificial chemicals apparent today is per- and 

polyfluoroalkyl substances (PFAS), encompassing over 9000 different fluorocarbons (US EPA 

2021). PFAS are characterized by the number of carbons within the chain and their functional 

group, giving PFAS their unique hydrophilic and hydrophobic properties (Simon et al. 2019) and 

their toxicity (Frisbee et al. 2009; Simon et al. 2019). These unique properties have been applied 

to many convenience items such as nonstick cookware coatings, weatherproofing outerwear, and 

stain proofing carpet (Kotthoff et al. 2015) and safety items, such as a chemical fume suppressant 

for the chrome plating industry and aqueous film forming foam (AFFF) fire suppressant for oil 

fires (Hu et al. 2016; ITRC 2018). Due to the strong nature of the carbon-fluorine bond, PFAS 

have estimated half-lives of hundreds (precursors) to thousands of years (ITRC 2020a). The bond 

strength with historic worldwide manufacturing and usage have led to PFAS being detected 

worldwide (EEA 2019; US EPA 2019; IPEN 2019).  

In 2005, the C8 Health Project was the first large-scale blood survey that gave light to the 

health implications of perfluorooctanoic acid (PFOA) exposure (Frisbee et al. 2009). The main 

exposure route observed by Frisbee et al. (2009) was contaminated drinking water in six water 

districts, which all stemmed from the DuPont Washington Works facility. Survey results observed 
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a strong connection between high blood PFOA concentrations and major health implications such 

as heart disease, cancers, neurologic disorders, inflammatory and autoimmune disorders, and 

pregnancy complications for all ages and demographics (Frisbee et al. 2009). Although the C8 

Health Project focused primarily on PFOA, it led to additional research on other PFAS, identifying 

the class of perfluoroalkyl acids (PFAA), which includes perfluorooctane sulfonate (PFOS), as a 

toxic group of PFAS molecules with serious adverse effects for both humans and aquatic species 

(Tsuda 2016; USEPA 2017). Thus, the C8 health project highlighted the implications of drinking 

water contamination and water and aquatic species’ ability to create an extensive breadth of 

exposure (Ahrens & Bundschuh 2014; Borthakur et al. 2021; Nguyen et al. 2016). 

From 2013-2015, the USEPA led a drinking water sampling study to prevent PFAS 

contamination around the country (US EPA 2019). Additional large-scale studies were performed 

in other parts of the world, such as Italy (Mastrantonio et al. 2018), China (Liu et al. 2021), and 

Australia (Toms et al. 2019). These sampling efforts have identified high-risk areas and have led 

to more in-depth health studies. Through the sampling studies, PFAS compounds have been 

observed in surface water (Borthakur et al. 2021; Li et al. 2017), groundwater (Guelfo & Adamson 

2018; Mahinroosta et al. 2021), aquatic ecosystems (Aherne & Briggs 1989), air (Nilsson et al. 

2013), plants (Gassmann et al. 2020; Ghisi et al. 2019), and soil (Høisæter et al. 2019; Schaefer et 

al. 2019). Among these PFAS exposure routes, the highest concentrations have been recorded in 

drinking water and aquatic organisms (ATSDR 2020), given the bioaccumulation and 

biomagnification patterns of PFAS in aquatic species (Ahrens & Bundschuh 2014).  

Multiple computational models have been developed from experimental studies to improve 

the understanding of PFAS fate and their spatiotemporal transport within an environment (Ahrens 

& Bundschuh 2014; Gomis et al. 2015; Lyu et al. 2018). Although these studies have provided 
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greater insight into the environmental factors driving PFAS transport, they focus on isolated 

components of the system rather than illustrating the connectivity of PFAS fate and transport 

across the entire system of exposures. Therefore, the overall goal of this study is to synthesize the 

potential opportunities and challenges of large-scale and integrated PFAS modeling. This will 

allow policymakers to better develop mitigation strategies to holistically address the environmental 

and social difficulties caused by the introduction of PFAS and the widespread usage of this 

compound. In order to achieve this goal, two objectives were sought including, 1) synthesizing the 

literature and identifying the governing equations that describe the fate and transport of PFAS 

compounds within different mediums and 2) identifying the knowledge gaps and future 

experimental and modeling research needs as related to the PFAS fate and transport.  

4.2 Overview of PFAS transport 

To describe the fate and transport of PFAS compounds within different mediums, 

published manuscripts were summoned via Google Scholar and Web of Science using over 50 

different search terms. The top ten terms used were “PFAS”, “perfluoroalkyl substances”, 

“mechanistic”, “model”, “uptake”, “transport”, “contaminant”, “PFOS”, “PFOA”, and “organic 

pollutant”. Under each major search term, sub terms were also considered for a more 

comprehensive search. We also limited the period of search to literature published in the last two 

decades. The literature suggested a strong connection between PFAS chemistry and environmental 

fate and transport. Therefore, the literature summarization begins with an overview of the 

environmental drivers influencing PFAS within the soil and water mediums. With the 

environmental factors established, the paper traces PFAS transport through the surface water, 

vadose zone, and groundwater. Governing equations for each environmental media with 

corresponding limitations were identified and described.  
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A boundary condition was established to describe the modeling processes (Figure 1). The 

boundary condition encompasses the vadose zone, groundwater, and surface water (overland flow 

and streamflow) environment for this study. Meanwhile, the control volume is permeable to 

incoming (sources) and outgoing (sinks) PFAS compounds.   

 

Figure 1. Schematic presentation of PFAS sources, sinks, and transport elements within the 

environment. 

 Following the connections observed in Figure 1, PFAS is introduced to the overland 

portion of the system boundary via nonpoint sources (e.g., biosolids, wet, and air depositions) and 

point sources (e.g., landfill and wastewater). From there, PFAS percolate through the soil layers, 

disperses in the vadose zone, and finally leaches into the groundwater. PFAS can also be attenuated 

within the vadose zone and saturated zone via chemical and geochemical retention processes. 

PFAS can be taken up and removed from the control volume by natural (e.g., plant) or artificial 

(e.g., pumping) actions herein called sinks, or be transported within the control volume (e.g., from 
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lateral groundwater flow to streams and lakes). After discussing PFAS fate and transport 

mechanism through the subsurface and surface environment, the needs for additional experimental 

and modeling research were identified and summarized.  

4.3 Environmental factors affecting PFAS transport 

PFAS characteristics, such as functional group and chain length, influence PFAS transport 

through soil and water. The PFAS functional group often has an ionic charge, which influences 

the PFAS’ affinity for charged substances. One of the main ionic subsurface components is organic 

matter, which has both neutral and charges sites. Organic matter is comprised of anionic 

compounds, such as phenolic hydroxyl groups and carboxyl groups, which provide cationic 

binding sites for positively charged species (Wei et al. 2017). Other soil constituents can provide 

anionic binding sites, which become stronger with a decrease in soil pH (Bolt 1976). Through 

contact with water, PFAS can become anionic via deprotonation, which depends on the acidity of 

the functional group represented by the acid dissociation constant (pKa) (Vierke et al. 2013). Two 

common deprotonating functional groups are sulfonic acid and carboxylic acid, which have 

different anionic strengths given their negative charge distributions; the sulfonic acid can distribute 

the negative charge across three oxygens as opposed to two oxygen in carboxylic acid (Bedford 

2003). In the example of PFOS and PFOA, the PFOS would be more readily available to bind in 

acidic soil than PFOA due to the sulfonic acid’s low pKa or strong acidity (ITRC 2020c). 

Additionally, chain length has been directly correlated with the sorption coefficient of PFAS, with 

the longer chained PFAS having a stronger sorption affinity than the shorter chained (Higgins & 

Luthy 2006). This is due to the longer-chained PFAS having larger hydrophobic tails available for 

interactions with organic carbon, a neutrally charged constituent of organic matter (Borthakur et 

al. 2021).  
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The PFAS not adsorbed onto the soil is available for either dissolving in the percolating 

water (Brusseau & Chorover 2019) or migrating through plant roots (Mei et al. 2021), depending 

on their structure and charge. Plant roots are composed of a phospholipid bilayer, allowing other 

hydrophobic molecules to pass through (Mei et al. 2021). Therefore, the chain length phenomenon 

also holds true for root uptake, with longer chains having a higher chance of making it into the 

plant than shorter chains. In unsaturated soil, the hydrophobic compounds compete between the 

soil particles and the root phospholipid bilayer, whereas in saturated environments, there are fewer 

soil binding sites for the PFAS to attach to, so they are more likely to make it into the plant (Wang 

et al. 2020b). Cationic PFAS can also make their way into plants via anionic soil minerals, which 

travel through anion channels in the phospholipid bilayer via cation exchange (Wang et al., 2020b). 

Finally, the dissolved PFAS are available for root uptake of plants or gravitational mobility to the 

groundwater.  

4.4 Sources of PFAS 

Without a source, PFAS would not be found on Earth; this summary aims to outline the 

major sources of PFAS in both the soil and water environments. One of the major nonpoint sources 

of PFAS in the soil environment is the use of AFFF for aviation and vehicle firefighting (Brusseau 

et al., 2020; Guelfo et al., 2020; Moody et al., 2003). Because AFFF is the most effective method 

of containing oil and gas fires, it has been widely used on military installations (ITRC, 2018). 

Additionally, the application of biosolids, a solid byproduct of wastewater treatment, is another 

nonpoint source of contamination in the soil environment. Due to the rich-nutrient content of 

biosolids, they have been used as a fertilizer on agricultural fields for decades (US EPA, 2021). 

Recently, high concentrations of PFAS have been detected in  biosolids (Arcadis, 2020; Brusseau 

et al., 2020; Winchell & Propato, 2019). Biosolids tend to be landfilled when they cannot be land 
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applied. The landfill then receives PFAS contamination from biosolids as well as consumer 

contamination which can potentially leach into groundwater aquifers (ITRC, 2020). Moreover, the 

air emissions from PFAS manufacturing sites deposit onto the surrounding region, serving as an 

additional source of PFAS in the soil environment. (Nilsson et al., 2013; Shin et al., 2011). 

 Wind can transport PFAS attached to particulates to the most remote locations and deposit 

on soil and on surface water (Åkerblom et al., 2017). Also, industries discharge their PFAS 

contaminated effluent either directly into surface water bodies or to a wastewater treatment plant 

(WWTP), which finally reach the surface water (EGLE, 2019a; Möller et al., 2010). Runoff can 

transport dissolved and particulate PFAS in the soil to downstream waterbodies (Borthakur et al., 

2021; Codling et al., 2020). Further on, PFAS leaching from the vadose zone can contaminate 

groundwater aquifers and consequently diffuse within the system and become another source of 

PFAS for the surface waterbodies  (Hu et al., 2021; Shin et al., 2011). These sources are not all 

alike though, WWTP and industry effluent are point sources of PFAS to water bodies, AFFF, 

biosolids, and landfills are nonpoint sources to the vadose zone and wind, air, and runoff are 

nonpoint sources to the physical environment.  

4.5 Overland flow and streamflow models  

Given the plentiful above-ground production and uses of PFAS, it is predicted that almost 

all surface water has been contaminated (Åkerblom et al., 2017). Many software platforms have 

been developed to simulate the transport of chemicals within surface water, but only a few have 

been applied to PFAS to date. The Delft3D model suite calculates non-steady flow and transport 

via hydrodynamics in both 2D and 3D (Deltares, 2021). The spatially and temporally resolved 

exposure assessment model for European basins (STREAM-EU) applies a fugacity approach to 

estimate organic contaminant transport via water and sediment (Lindim et al., 2016). The 
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multimedia, multipathway, and multireceptor risk assessments (3MRA) model performs risk 

assessment and uncertainty analysis using air, soil, surface water, groundwater, and plant fate and 

transport pathways (Marin et al., 2010). In addition, the BreZo model is a finite-volume 2D 

transport model for simulating wet and dry periods in shallow-water flow (Begnudelli & Sanders, 

2006). Surface water transport of PFAS has been simulated using the Delft3D, STREAM-EU, 

3MRA, and BreZo models based on different applications of the following governing equations. 

4.5.1 Governing equations of overland flow and streamflow 

During and after a storm event, water runs across the Earth’s surface towards a stream or 

waterbody, otherwise known as overland flow, or percolates into the subsurface. Runoff has been 

notorious for carrying nutrients, sediment, and other pollutants into nearby streams and 

waterbodies (Diaz & Rosenberg, 2008). Recently, PFAS has been observed to be adsorbed onto 

suspended particles carried by runoff, especially in urban areas (Borthakur et al., 2021; Codling et 

al., 2020). To estimate the amount of runoff from a rainstorm, the overland flow has been modeled 

using two different methods. The first is through the soil conservation service (SCS) curve number 

(CN) method, which estimates runoff based on the volume intercepted by the plants and soil type 

as seen in Equation (18): 

 
𝑄 =

(𝑃 − 𝐼𝑎)2

(𝑃 − 𝐼𝑎) + 𝑆
 

(18) 

where, 𝑄 is the runoff (L), 𝑃 is the precipitation (L), 𝐼𝑎 is the initial abstraction (L), and 𝑆 is the 

potential maximum retention after runoff begins (L) (USDA, 1986). Through the maximum 

retention value, runoff is correlated with the groundcover CN through the following relationship:  

𝑆 =
1000

𝐶𝑁
− 10. For agricultural areas with high canopy interception and variable root systems, this 

equation provides a good estimate of runoff flow.  
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Rather than estimating runoff volume via plant coverage, the second method uses soil 

physics to calculate the amount of water available for overland flow. Through the overland slope, 

flow direction and magnitude can be estimated. Soil friction then refines the speed of overland 

water flow. Together, a modified diffusive wave equation is developed for horizontal overland 

transport (Equation (19)):  

 
𝑄 =

𝐾∆𝑥

∆𝑥1/2 √𝑍𝑢 − 𝑍𝐷 ℎ𝑢
5/3

 
 (19) 

where, 𝐾 is the Strickler roughness coefficient or Manning M, ∆𝑥 is the horizontal distance (L), 

𝑍𝑢 is the higher water level from datum (L), 𝑍𝐷 is the lower water level from datum (L), and ℎ𝑢 is 

the depth of water free for overland flow (L) (DHI, 2017). Equation (19 was built for the finite 

difference method and therefore can be easily integrated into most watershed models, whereas 

Equation 18 is better suited for lumped solvers. Although both Equation 18 and Equation (19(18are 

well established and have been used in multiple watershed scale models, neither have been 

modified to account for PFAS transport to date.  

Once the water enters the stream via runoff, direct discharge, or baseflow, it moves around 

and over obstacles while carrying sediment and contaminants. Though the complexities of surface 

water transport have yet to be successfully modeled through the Navier Stokes Equations, the 

models described above have successfully applied the continuity equation (Equation(20) to simply 

describe water transport based on the conservation of volume:  

 𝜕𝑄

𝜕𝑥
+

𝜕𝐴

𝜕𝑡
= 0 

(20) 

where, 𝑄 is volumetric flow (L3/T), 𝑥 is the direction (L), 𝐴 is the cross-sectional area (L2), and 𝑡 

is time (T) (Ambrose & Wool, 2017). Through modification, Equation (20 can be applied to any 
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water transport scenario from shallow streams to deep oceans (Aly et al., 2020; Shin et al., 2011). 

For simplified models, Equation (18 is applied to the entire stream or water body. In an effort to 

capture some of the heterogeneities of water flow, a modified version of Equation (18 can be 

applied to different vertical or horizontal segments of the simulated study area (Deltares, 2021).  

Within rivers and streams, water flow is also impacted by frictional forces on the riverbed 

and walls. To encompass the complexities associated with water flowing through a channel, flow 

can be calculated through a relationship between surface roughness, slope, and area, such as in the 

Manning’s equation (Equation (21): 

 

𝑄 =
1

𝑛

𝐴
5
3

𝐵
2
3

√𝑆0 

(21) 

where, 𝑛 is the Manning friction factor, 𝐴 is cross-sectional area (L2), 𝐵 is the width (L), and 𝑆0 is 

the bottom slope (Ambrose & Wool, 2017). Not only is the flow of water affected by moving 

across rough surfaces, but contaminant transport is too.  

As previously discussed, contaminants have varying affinities for water and sediment 

depending on their chemical structure (Brusseau & Chorover, 2019). Polar chemicals have been 

observed to be soluble in water and are driven by a gradient in concentration, otherwise known as 

diffusion (Brusseau & Chorover, 2019). Non-polar molecules tend to move with sediment where 

contaminant transport occurs in conjunction with the sediment particle, which moves at various 

velocities within the water body via settling, deposition, erosion, and resuspension (Ambrose et 

al., 2017). Finally, advection explains the bulk transport of all contaminants via water (Ambrose 

& Wool, 2017). Therefore, the advection-dispersion-diffusion equation (Equation (22) can be 

implemented to model contaminant transport through water bodies: 
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𝜕𝐶

𝜕𝑡
= −𝑢𝑥

𝜕𝐶

𝜕𝑥
+ 𝐷

𝜕2𝐶

𝜕𝑥2
− 𝑘𝑑𝐶 −

𝑣𝑠

𝐻
𝐹𝑝𝐶 +

𝑣𝑟

𝐻
𝐶𝑠𝑒𝑑 +

𝑣𝑑

𝐻
(𝐹𝑑𝑠𝑒𝑑𝐶𝑠𝑒𝑑 − 𝐹𝑑𝐶) + 𝑆 

(22) 

where, 𝑢𝑥 is the velocity of water in the x-direction (L/T), 𝐷 is the dispersion coefficient (L2/T), 

𝑘𝑑 is the decay rate (1/T), 𝑣𝑠 is the sediment settling velocity (L/T), 𝐻 is the water depth (L), 𝐹𝑝 is 

the particulate fraction, 𝑣𝑟 is the sediment resuspension velocity (L/T), 𝐶𝑠𝑒𝑑 is the contaminant 

concentration on the sediment (M/L3), 𝑣𝑑 is the diffusion velocity (L/T), 𝐹𝑑𝑠𝑒𝑑 is the dissolved 

fraction of contaminants in the sediment, 𝐹𝑑 is the dissolved fraction of contaminants in the water, 

𝑆 are the external contaminant sources (M/L3/T) (Wool et al., 2020). When coupled together, 

Equations (21 and (22 can simulate contaminant transport through many different water body 

scenarios. The following summarized applications show how these equations have been applied to 

PFAS transport.   

4.5.2 Applications of PFAS in overland and streamflow models 

Aly et al. (2020) applied the Delft3D model suite to the Galveston Harbor to simulate PFAS 

transport due to wind and waves after a major oil fire using Equations (20 and (22. The Delft3D 

model did not account for sediment transport or sorption, but rather estimated the movement of 

PFAS solely from dispersion within water (Aly et al., 2020). The model was calibrated using 

oceanic current observations from the same season as the firefighting spill and followed similar 

trends to PFAS sampling observations (Aly et al., 2020). Delft3D was also applied by Hodgkins 

et al. (2019) to the Halifax Harbor, simulating ocean surface PFAS contamination transport via 

waves using the same equations. The Delft3D model was calibrated and validated using observed 

wind and wave data from an offshore smart buoy and simulated tides (Hodgkins et al., 2019). Short 

PFAS contamination events were simulated based on known naval ship fire extinguishing events 

using AFFF in the top water column without accounting for reaction, sorption, or volatilization 
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and were not compared to observed concentrations or other similar simulations (Hodgkins et al., 

2019). 

Lindim et al. (2016) developed the STREAM-EU, a river catchment model for simulating 

the fate and transport of PFAS in eleven major European rivers. The STREAM-EU model divides 

each river catchment into homogeneous subbasins as the spatial unit, including air, soil, surface 

water, and groundwater. Lindim et al. (2015) estimated PFAS input to water and soil for the 

Danube River using a fugacity approach based on wealth, population, land and water areas, a 

constant rate of atmospheric deposition, and the coverage of wastewater treatment systems of each 

subbasin, and modeled PFAS streamflow transport via advection. The oversimplified structure of 

the STREAM-EU model includes the inability to consider environmental factors and the system's 

connectivity and heterogeneity. Therefore, the STREAM-EU estimations for PFOA concentration 

in some catchments within the Danube River were significantly higher than previously recorded 

levels. As a result, the model's accuracy could not be guaranteed due to the significant 

uncertainties.  

In a risk assessment study, the 3MRA model was applied to three study areas within the 

Cape Fear Watershed by Redmon et al. (2019) to assess PFAS contamination in drinking water. 

Redmon et al. (2019) built a watershed scale model to estimate both the aquatic ecosystem and 

human exposure to PFAS. Model complexity varied between the study areas depending on 

available observed data, with the most complex system including overland flow, groundwater – 

surface water interaction, air deposition, and vadose zone transport (Redmon et al., 2019). An 

uncertainty analysis was performed on simulated outcomes and used to suggest improvements in 

PFAS sampling (Redmon et al., 2019). 
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Shin et al. (2011) developed an integrated air-groundwater-surface water model of the C8 

Health Project study area. Shin et al. (2011) simulated the long-term transport of PFOA from the 

Washington Works Plant in West Virginia into residential drinking water through the integration 

of the American Meteorological Society/EPA Regulatory Model (AERMOD), MODFLOW, 

PRZM-3, and BreZo models. The BreZo model used a simplified approach, similar to (Aly et al., 

2020), using Equations (20 and (22 only accounting for dispersion and one primary source  (Shin 

et al., 2011). Due to the extensive computational requirements of the model (about a week per 

run), they calibrated the model only for the PFOA soil-water partition coefficient rather than 

streamflow transport (Shin et al., 2011). Therefore, even though Shin et al. (2011) accounted for 

air, groundwater, and surface water, the models were not linked, oversimplified, and unvalidated 

transport estimation. Though there have been a few applications of PFAS transport via surface 

water, many of them are simplistic and spotlight the knowledge gaps within this area of PFAS 

research.   

4.6 Vadose Zone 

The vadose zone functions as the pathway between the atmosphere and groundwater 

system Hopmans & van Genuchten (2005) and is exposed to many sources of PFAS. This review 

identified five widely used models capable of simulating complex biological, physical, and 

chemical interactions between substances within the vadose zone. HYDRUS is a finite-element 

model used for simulating 1D, 2D, and 3D water, heat, and solute transport through both 

unsaturated and saturated media (Šimůnek et al., 2016). GeoStudio is a commercial numerical 

modeling software developed by GEO-SLOPE International Ltd. for simulating heat and mass 

transfer through both unsaturated and saturated subsurface flow (GeoStudio, 2021). The US 

Environmental Protection Agency (USEPA) pesticide root zone model (PRZM) and European 
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Commission pesticide leaching model (PELMO) simulate the movement of water and solute (i.e., 

pesticides) through the soil via a 1D finite difference method (Carsel et al., 1985; Klein et al., 

1997). Also, the MACROpore flow (MACRO) model uses a simplified capacitance-type approach 

to simulate water and contaminant flow through soil macropores (Jarvis & Larsson, 2001). 

4.6.1 Governing equations for the vadose zone 

In general, contaminant transport through the vadose zone is driven by multiple kinetics, 

including sorption, advection, dispersion, and diffusion (Patil & Chore, 2014; Šimůnek et al., 

2011). Sorption drives contaminant transport via solids, while advection, dispersion, and diffusion 

drive the transport via fluids (Brusseau & Chorover, 2019). In addition, certain PFAS can 

volatilize, degrade, and react with other contaminants (Sima & Jaffé, 2021). Given the wide range 

of PFAS characteristics, contaminant transport kinetics of all three physical media should be taken 

into account when modeling. Therefore, in order to simulate PFAS transport through the vadose 

zone, solid, fluid, and contaminant transport must be integrated (Šimůnek & Bradford, 2008). The 

upcoming governing equations are the most common and widely applied forms of transport 

equations for modeling the vadose zone.  

The concentration of adsorbed chemicals onto solids within the vadose zone is highly 

dependent upon the characteristics of the contaminant (Brusseau & Chorover, 2019). Temporal 

sorption curves can be linear or nonlinear and often specific to a solid and contaminant pair. PFAS 

can also have nonlinear adsorption isotherms (Guelfo et al., 2020; Lyu et al., 2018). The nonlinear 

Equation (23 describes a general adsorption isotherm that can be applied to any PFAS (Šimůnek 

et al., 2011):  
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𝑠𝑘 =
𝑘𝑠,𝑘𝑐𝑘

𝛽𝑘

1 + 𝜂𝑘𝑐𝑘
𝛽𝑘   𝑘𝜖(1, 𝜂𝑠) 

𝜕𝑠𝑘

𝜕𝑡
=

𝑘𝑠,𝑘𝛽𝑘𝑐𝑘
𝛽𝑘−1

(1 + 𝜂𝑘𝑐𝑘
𝛽𝑘)2

𝜕𝑐𝑘
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𝜕𝛽𝑘
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(23) 

where, 𝑠 and 𝑐 are the solute concentrations in the solid (M/M) and liquid (M/ L3) phase, the 

empirical coefficients are 𝑘𝑠,𝑘 (L3/M), 𝛽𝑘, and 𝜂𝑘  (L3/M), which change with temperature but are 

independent of concentration (Šimůnek et al., 2011). By modifying the empirical coefficients, 

Equation (23 can be used to represent the Langmuir, Freundlich, or linear sorption relationship. 

The concentrations of chemicals not adsorbed onto the solids are available for transport via fluids 

through advection and dispersion mechanisms (Brusseau & Chorover, 2019).  

Rather than adsorbing to solids, some chemicals dissolve completely in fluids and are 

transported via fluid flow. This process of dissolved solids moving with fluids is known as 

advection, but does not account for the mixing of concentrations, or dispersion, that also occurs in 

subsurface systems (Patil & Chore, 2014). Therefore, the movement of contaminants via fluids in 

subsurface systems is described by a combined advection-dispersion Equation (24: 

 
𝐷𝑥

𝜕2𝐶

𝜕𝑥2
− 𝑣̃𝑥

𝜕𝐶

𝜕𝑥
=

𝜕𝐶

𝜕𝑡
 

(24) 

where, 𝐷𝑥 is the coefficient of hydrodynamic dispersion (L2/T), 𝐶 is the concentration (M/L3), 𝑥 

is the coordinate plane along which the average linear velocity (𝑣̃) (L/T) occurs, and 𝑡 is time (T) 

(Patil & Chore, 2014). Equation (24 can be expanded to represent 2-dimensional flow by adding 

corresponding 𝑦 or 𝑧 terms to the left side. Given the complex air-water interface and porosity of 
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the vadose zone materials, estimating fluid flow velocity is dependent on available information, 

assumptions, and simplifications (Weill et al., 2009).  

The simplest way to model flow through the vadose zone is via Darcy’s law. Darcy’s law 

(Equation 25) relates flow (𝑞) in saturated media to the hydraulic head (ℎ): 

 
𝑞 = −𝐾

𝜕ℎ

𝜕𝑙
 

(25) 

where, 𝑞 is flow (L3/T), ℎ is hydraulic head (L), 𝑙 is the coordinate direction (L), and 𝐾 is hydraulic 

conductivity (Anderson et al., 2015). Darcy’s law can only be applied to steady-state saturated 

flow since it does not account for the air-water interface or time variability. The Richards equation, 

which is based on Darcy’s law, represents the relationship between time variable volumetric water 

content and unsaturated hydraulic conductivity (Richards, 1931).  

The Richards equation has been adopted around the world to simulate unsaturated water 

flow through porous media (Weill et al., 2009; Zha et al., 2019). A modified version of the 

Richards Equation (26 (Šimůnek et al., 2011), which can be applied to one-, two-, or three-

dimensions, mathematically represents the water movement through the air-water interface: 

 𝜕𝜃

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
[𝐾 (𝐾𝑖𝑗

𝐴
𝜕ℎ

𝜕𝑥𝑗
+ 𝐾𝑖𝑧

𝐴)] − 𝑆 
(26) 

where, 𝜃 is the volumetric water content (L3/ L3); 𝑆 is the sink term (L3/ L3/T), 𝐾 is the unsaturated 

hydraulic conductivity (L/T), ℎ is the hydraulic head (L), 𝐾𝑖𝑗
𝐴 are the components of the anisotropic 

tensor 𝐾𝐴, and 𝑡 is time (T) (Richards, 1931; Šimůnek et al., 2011). Additionally, fluids can be 

transported out of the subsurface system via plant uptake and volatilization, which would be 

considered by 𝑆 in Equation (26.    
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4.6.2 Applications of PFAS transport in vadose zone models 

Vadose zone models have been applied to a variety of observed situations around the world. 

To date, most vadose zone models have been built to simulate PFOS, due to its solubility in water, 

high toxicity, and presence in a variety of contamination sources (US EPA, 2016b). Both 1D and 

2D computer models have been developed to simulate the vadose zone using the Richards 

Equation (26 and the advection-dispersion Equation (24 simultaneously. A simple 1D model was 

developed in HYDRUS by Silva et al. (2020) following the column experiment performed by Lyu 

et al. (2018) of PFOA transport through unsaturated quartz sand. Model results followed the 

observations of Lyu et al. (2018) under similar conditions Silva et al. (2020). Additional conceptual 

models were developed in HYDRUS simulating 2D transport of both PFOS and PFOA through 

various media (Silva et al., 2020), but were not validated due to a lack of physical observations. 

Guo et al. (2020) also used HYDRUS to develop transient flow 2D simulations of PFOS under 

both semiarid and humid conditions. The HYDRUS model used Equations (24, 25, and 26 with an 

added surface tension component (Guo et al., 2020). Only one model was close enough to an 

experiment for validation, which had good agreement between the breakthrough curves of the 

simulated and observed data (Guo et al., 2020).  

Mahinroosta et al. (2021) used the GeoStudio software to simulate temporal 2D advection, 

dispersion, adsorption, and decay transport of PFOS through a study area under 100 years of 

climate conditions. The 2D model simulated different scenarios of transport retardation and was 

validated against water quality samples within the simulated study area. Both short and long-

chained PFAS were simulated by McLachlan et al. (2019) using the PELMO model, which 

included losses to both root uptake of crops and evapotranspiration. The simulation suggested high 

retention (>90%) of PFAA in the soil, whereas the lysimeter observations suggested that only a 
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small fraction (<5%) was retained in the soil. They attributed this to the controlled lab PFAS 

application (McLachlan et al., 2019). Both the experiment and simulation observed more 

movement of shorter chained PFAS out of the vadose zone into plants or groundwater and 

retardation of longer-chained PFAS molecules due to strong sorption onto organic matter 

(McLachlan et al., 2019). 

The USEPA PRZM model was used to simulate the impacts of field applied PFOS and 

PFOA contaminated biosolids in Maine for a long-term period (Winchell & Propato, 2019). Even 

though Winchell & Propato (2019) included both sorption and plant uptake in the model, it 

continued to overestimate leaching when validated against comparable field observations. Shin et 

al. (2011) also applied the PRZM model to estimate PFOA transport through the soil. More 

specifically, the surface soil concentration, subsurface soil concentration, storage in soil column, 

and the recharge flux to groundwater were all estimated for PFOA transport by (Shin et al., 2011). 

Given the consistent sampling data for the study area, Shin et al. (2011) were able to optimize the 

soil-water partition coefficient and organic carbon partition coefficient via annually observed 

PFOA data in six municipal water wells. Even though the parameters were optimized, the 

dominant processes determining the PFAS fate and transport as well as the source of errors could 

not be identified through this modeling framework (Shin et al., 2011).  

Gassmann et al. (2020) used the MACRO model to simulate PFAA transport and plant 

uptake across an active, annually cropped field. Gassmann et al. (2020) compared their modeling 

results with a lysimeter experiment carried out by Stahl et al. (2013) and found that the simulation 

overestimated PFAA leaching into the groundwater from the vadose zone. Additionally, plant 

uptake values were overestimated for PFOS and underestimated for PFOA (Gassmann et al., 

2020). The model inaccuracies were attributed to the use of similar kinetic parameters for all PFAA 
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compounds rather than individual parameters in addition to a lack of understanding of the non-

extractable residues formation, which Gassmann et al. (2020) observed to be an important 

component for PFAA fate and transport. To a certain extent, these models increased the 

understanding of PFAS movement in the vadose zone and provided new insight into the knowledge 

gaps in PFAS movement with the subsurface flow.   

4.7 Groundwater models 

 The saturated zone beneath the vadose zone is made up of heterogeneous and stratified 

layers of porous materials that comprise the groundwater aquifer systems (Alley, 2009). Within 

the US, groundwater provides domestic water for over half of the population (US EPA, 2018a), 

yet is one of the main exposure routes of elevated PFAS concentration (Guelfo & Adamson, 2018; 

Hu et al., 2016). The following review highlights both widely used and up-and-coming methods 

for estimating the movement of PFAS through the groundwater network.  

The US Geological Survey (USGS) MODFLOW is a fully distributed physically-based 

model for simulating groundwater layers  (USGS, 2021). MODFLOW packages such as MT3D 

and MODPATH have been developed to simulate particle flow paths and solute transport, which 

already have been applied to simulate PFAS fate and transport in the groundwater systems (Goode 

& Senior, 2020; Persson & Andersson, 2016; Pettersson, 2020).  

4.7.1 Governing equations for groundwater flow 

Groundwater can move through both unsaturated and fully saturated conditions (Alley, 

2009). Therefore, groundwater transport can be estimated through the relationship between the 

pore space and fluid pressure (Harbaugh, 2005). Contaminant transport is driven by advection and 

dispersion kinetics, with adsorbed concentrations being transported via particles (Bedekar et al., 
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2016). Contamination transport through the groundwater system is similar to transport through the 

vadose zone, with a few key differences highlighted in the following general equations.   

As forementioned, Darcy’s law Equation (25 describes saturated flow through porous 

media and is, therefore, the basis of every groundwater transport model. In order to simulate the 

three-dimensional movement of groundwater, Darcy’s law can be expanded (Equation (27): 

 𝜕

𝜕𝑥
(𝐾𝑥𝑥

𝜕ℎ

𝜕𝑥
) +

𝜕

𝜕𝑦
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) +

𝜕

𝜕𝑧
(𝐾𝑧𝑧

𝜕ℎ

𝜕𝑧
) + 𝑊 = 𝑆𝑠

𝜕ℎ

𝜕𝑡
 

(27)  

where, 𝐾 is the hydraulic conductivity along the respective coordinate axis (L/T), ℎ is the 

potentiometric head (L), 𝑊 is the volumetric flux per unit volume (1/T), 𝑆𝑠 is the porous media’s 

specific storage (1/L), and 𝑡 is time (T) (Harbaugh, 2005). Even though Equation (27 provides a 

concise mathematical representation of groundwater flow through three-dimensional space, it is 

nearly impossible to solve analytically. Therefore, numerical methods have been developed to 

computationally simplify Equation (27 while still holding the model integrity. The numerical 

methods such as finite element and finite difference are widely used, dividing the study area into 

a finite number of cells. The flow into and out of each cell can be represented by a relationship 

between storage, head, and volume in a combined Darcy’s law and continuity equation (Equation 

(28): 

 
∑ 𝑄𝑖 = 𝑆𝑠

∆ℎ

∆𝑡
∆𝑉 

(28)  

where, 𝑄 is the flow rate into the given cell (𝑖) (L3/T), 𝑉 is the cell volume (L3), and ∆ℎ is the 

change in head observed over the time difference (L) (Harbaugh, 2005).  
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In the unsaturated conditions of the vadose zone, contaminants have been observed to 

either sorb onto solids (Equation (23) or dissolve into fluids (Equation (24). Under the saturated 

groundwater conditions, the sediment surface is covered by a layer of water, which changes the 

sorption mechanisms for contaminants (Brusseau & Chorover, 2019). Therefore, sorption is driven 

by a first-order reaction (Equation (29):  

∑ 𝑅𝑛 = −𝜌𝑏

𝜕𝐶̅𝑘

𝜕𝑡
− 𝜆1𝜃𝐶𝑘 − 𝜆2𝜌𝑏𝐶

𝑘
 

(29) 

where, ∑ 𝑅𝑛 is the term for reaction rate (M/L3/T), 𝜌𝑏 is the bulk density (M/L3), 𝐶̅𝑘 is the sorbed 

concentration (M/M), 𝑡 is time (T), 𝜆1 is the dissolved phase first-order reaction rate (1/T), and 𝜃 

is the porosity (Zheng & Wang, 1999). Once the concentration sorbed onto the particle surfaces is 

identified, the amount dissolved can also be estimated. Together, sorbed and dissolved 

contaminant transport is driven by advection, dispersion, and reaction. Even though a general 

advection-dispersion was mentioned in the previous section (Equation(24), Equation (30 

highlights the movement of both adsorbed and dissolved contaminants through the saturated zone:  

𝜃
𝜕𝐶𝑘

𝜕𝑡
+ 𝜌𝑏

𝜕𝐶
𝑘

𝜕𝑡
=

𝜕

𝜕𝑥𝑖
(𝜃𝐷𝑖𝑗

𝜕𝐶𝑘

𝜕𝑥𝑗
) −

𝜕

𝜕𝑥𝑖
𝜃𝑣𝑖𝐶𝑘 + 𝑞𝑠𝐶𝑠

𝑘 − 𝑞𝑠
′ 𝐶𝑠

𝑘 − 𝜆1𝜃𝐶𝑘 − 𝜆2𝜌𝑏𝐶
𝑘
 

(30) 

where, 𝜃 is the porosity, 𝐶𝑘 is the dissolved contaminant concentration (M/L3), 𝜌𝑏 is the bulk 

density (M/L3), 𝐶 is the sorbed contaminant concentration (M/M), 𝑥𝑖 and 𝑥𝑗 are distances along 

their respective Cartesian coordinate axes (L), 𝐷𝑖𝑗 is the dispersion coefficient (L2/T), 𝑣𝑖 linear 

velocity of water through pores (L/T), 𝑞𝑠 source or sink volumetric flow rate per unit volume (T), 

𝐶𝑠
𝑘 source or sink contaminant concentration, 𝑞𝑠

′  water storage change per unit volume (1/T), 𝜆1 

first order reaction rate dissolved phase (1/T), and 𝜆2 is the first-order reaction rate for the sorbed 
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phase (1/T) (Bedekar et al., 2016). Through the parallel application of the finite difference method 

(Equation (28) and the saturated condition specific advection-dispersion-reaction equation (30), 

contaminant transport through the groundwater aquifer network can be estimated.  

4.7.2 Applications of groundwater models for PFAS transport  

The application of groundwater transport models on the movement of PFAS is a very recent 

endeavor. Persson & Andersson (2016) applied the MODPATH and MT3DMS modules to 

simulate PFOS transport from a former fire drill site (Equation (28). Groundwater movement was 

calibrated against observed groundwater heads (Persson & Andersson, 2016). Even though PFOS 

contamination sites were integrated with observed initial concentrations, transient PFOS transport 

data were not available for calibration or validation of PFOS movement through the study area 

(Persson & Andersson, 2016). Concerning PFOS retention, the observed data was too limited to 

support the validation exercise within the study area. Pettersson (2020) also used MODFLOW 

with the MT3DMS module to develop a conceptual model of PFOS, perfluorobutyrate (PFBA), 

and perfluoro-n-pentanoic acid (PFPeA) transport through a contaminated esker. Similar to 

Persson & Andersson (2016), Pettersson (2020) calibrated the groundwater simulations against the 

observed concentrations of the three PFAS molecules. The observed concentrations were used to 

establish initial conditions in the MT3DMS model, while transport kinetics were obtained from 

the literature (Pettersson, 2020). The model simulation results showed the varying transport 

distances between the PFAS types, but no data were available to validate the observations 

(Pettersson, 2020). Advective PFOA transport was also modeled using the MODFLOW and 

MT3DMS pair in groundwater using Equation (30 without the adsorbed components that were 

used by (Shin et al., 2011). Shin et al. (2011) linked the PRZM model and a surface water model 

with MT3DM in MODFLOW to predict PFOA concentrations in municipal well water. As 
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forementioned, the transport coefficients related to both the vadose zone and groundwater were 

optimized during a model calibration even though a formal sensitivity analysis for the parameters 

was performed (Shin et al., 2011).  

A three-dimensional steady-state model was developed for a contaminated site (retired air 

force base and surrounding residential areas) using Equation (30 in MODPATH (Goode & Senior, 

2020). Within the model, changes in both the number and the pumping rate of public supply wells 

were accounted for (Goode & Senior, 2020). The model was fitted with speculated PFAS sources, 

then calibrated using observed PFAS concentrations in shallow wells from 2014-2017 (Goode & 

Senior, 2020). Even though the model was not validated formally, it was observed to follow the 

general trends of sampling observations to date (Goode & Senior, 2020). In addition to the 

traditional transport models, machine learning techniques have been applied to preliminary 

sampling studies, of potential sources and contaminated drinking water wells, for predicting 

exposure (Hu et al., 2021). The preliminary PFAS data collected by the state of New Hampshire 

was analyzed by Hu et al. (2021) using both linear regression and random forest classification 

methods. Both machine learning techniques were applied to estimate the high-risk areas of PFAS 

from point sources and potential sources, given New Hampshire’s environmental conditions. 

Rather than using governing equations, statistical relationships were observed between geological 

properties and PFAS concentrations, which followed literature findings (Hu et al., 2021). Hu et al. 

(2021) suggest that the random forest technique has higher prediction accuracy than linear 

regression due to PFAS’s nonlinear transport characteristics and there is potential for using 

machine learning as a prediction tool so long as sources are well known. The model applications 

show the importance of sufficient monitoring data for high-quality groundwater modeling of PFAS 
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and the potential for identifying high-risk areas using the MODFLOW packages and machine 

learning techniques.  

4.8 Sinks of PFAS 

Although we have named seven major sources and modes of transport of PFAS, there are 

major sinks of PFAS in each environmental media as well. Within the soil environment, plants can 

take up PFAS through their root systems (W. Wang et al., 2020). Macroorganisms within the 

subsurface environment have also been sampled with high PFAS content, suggesting that they can 

absorb a high amount of the contaminant in the soil (Zhu & Kannan, 2019). In addition, percolated 

water from the vadose zone into the groundwater aquifers can carry certain PFAS and contaminate 

the system (Schaefer et al., 2019; Shin et al., 2011). Pumped groundwater for drinking and 

irrigation reduces the amount in the groundwater system (Hu et al., 2021; W. Wang et al., 2020). 

Algae and riparian plants have been demonstrated to act as sinks for PFAS in the aquatic 

environment (Penland et al., 2020). Benthic organisms and other aquatic species have had some 

of the highest observed PFAS concentrations to date, reducing the PFAS concentration in the 

sediment and surface water (Fisk et al., 2001; Glaser et al., 2021). Contaminated sediment from 

runoff or erosion can settle at the bottom and remain undisturbed for centuries, sinking PFAS 

contamination from surface water (Clara et al., 2009; Nguyen et al., 2016). Finally, Humans are 

also a sink for contaminated drinking and cooking water, which our bodies filter and store (Behr 

et al., 2020; US EPA, 2018b). 

4.9 Plant uptake models 

Given the application of biosolids and contaminated irrigation water on agricultural fields, 

plant uptake is a prevalent sink of PFAS (Brusseau et al., 2020; Costello & Lee, 2020). Most of 

the research to date has focused on intraplant PFAS trends rather than mechanisms of uptake 
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(Costello & Lee, 2020; Mei et al., 2021; Wang et al., 2020a). In addition to overall uptake, the 

translocation of PFAS from the soil to different plant components has been studied (Costello & 

Lee, 2020; Mei et al., 2021; Wang et al., 2020a; Zhang et al., 2019). The previous studies have 

shown concentrations of PFOA and PFOS in plants as high as 7.52 mg/kg dry weight (DW) and 

254 mg/kg DW (Ghisi et al., 2019). These findings indicate that plants have high accumulation 

potential (Wang et al., 2020b). In addition, numerous studies investigated the physicochemical 

properties of the soil on PFAS translocation. For example, Zhao et al. (2018) has shown that 

PFCAs in wheat root and shoot increased with increasing salinity and temperature. However, the 

studies on PFAS translocation are limited to a few PFAS compounds. The scope of this work is to 

show the impact of plants on PFAS soil contamination; therefore, only the mechanistic models 

were reviewed. A first-order kinetic model has been applied to show the uptake of PFOS and 

PFOA into plants (Wang et al., 2020b; Wen et al., 2013). On a finer scale, the Michaelis-Menten 

equation has shown the effect of concentration on PFAS plant uptake (Costello & Lee, 2020; Wen 

et al., 2013).   

4.9.1 Governing equations for plant uptake  

 Contaminant uptake into plants depends on the water's dissolved concentration and the 

contaminant structure (Huang et al., 2021; Wang et al., 2020a). The roots and shoots of plants are 

specially designed to drive the upward movement of water towards the leaves. This direction of 

movement provides water for photosynthesis and nutrients to support metabolic needs. Plants 

within contaminated soil or water have been observed to uptake dissolved contaminants in addition 

to nutrients, which can be estimated via a first-order kinetic equation (Equation (31): 

 𝑄𝑡 = 𝑄0 +
𝛼

𝑘𝑒

(1 − 𝑒−𝑘𝑒𝑡)   (31) 
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where, 𝑄𝑡 is the total contaminant concentration in the plant at time t (M/M), 𝑄0 is the initial 

concentration of contaminant in the plant (M/M), 𝛼 is the uptake flux constant (M/M/T), and 𝑘𝑒 is 

the constant rate of excretion (1/T) (Wen et al., 2013). The rate of contaminant uptake in Equation  

(31 has been observed to be dependent on the concentration within the solution (Wen et al., 2013). 

Zhan et al. (2010) observed increasing uptake with increasing concentration following the 

Michaelis-Menten Equation 32:  

 
𝛼 =

𝛼𝑚𝑎𝑥𝐶

𝑘𝑚 + 𝐶
  

 (32) 

where, 𝛼𝑚𝑎𝑥 is the maximum uptake rate (MM/T) and 𝑘𝑚 is the Michaelis-Menten rate constant. 

Through the integration of Equations (31 and(32, PFAS uptake of plants can be estimated with a 

known concentration of dissolved PFAS in the subsurface system. Estimating the overall uptake 

rate is useful for analyzing which plants would be best suited for phytoremediation of a 

contaminated area Huang et al. (2021) and estimating the amount taken up versus migrating 

towards the groundwater. The applications of these equations are described in the following 

section. 

4.9.2 Applications of plant uptake models 

 The uptake of PFOS and PFOA by maize was assessed by Wen et al. (2013) through 

inverse modeling of Equations (31 and(32 using their observations. Through parameter 

optimization, both Equations (31 and (32 closely represented the observations (R2 > 0.97), showing 

the importance of the soluble fraction concentration on plant uptake (Wen et al., 2013).  To 

accomplish high accuracy, each PFAS type was fitted to its own equation since PFOS was 

observed to have higher uptake than PFOA (Wen et al., 2013). Similarly, (Wang et al., 2020b) 

fitted Equations (31 and(32 to PFOS and PFOA uptake within wetland plants with R2 > 0.97. 
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Uptake was observed to only occur with the soluble fraction of PFOS and PFOA passing through 

the cell walls (Wang et al., 2020b). Effective plant modeling can help design effective 

phytoremediation strategies and improve groundwater contamination predictions from 

contaminated topsoil.   

4.10 Aquatic Ecosystems Models 

Around the globe, water quality standards are set to prevent adverse impacts on human 

health even though humans are not the only organisms affected by water pollution (World Health 

Organization, 2018). Aquatic ecosystems have been increasingly impacted by changes in water 

quality, which has motivated a more robust evaluation of water quality and stream health through 

aquatic ecosystems models (Abouali et al., 2016; Torres-Olvera et al., 2018). PFAS bioaccumulate 

and biomagnify within aquatic organisms, resulting in negative toxicological effects (Ahrens & 

Bundschuh, 2014; Groffen et al., 2021; Rahman et al., 2014). Models have been developed and 

employed in an effort to predict the potential impacts of PFAS contamination on aquatic 

ecosystems. Biomagnification models have been developed to observe relationships between 

trophic levels and pollutant concentrations (Haukås et al., 2007; Penland et al., 2020). Species-

sensitivity distribution curves have been developed to estimate species highly impacted by PFAS 

contamination (Salice et al., 2018). Mass-balance models have been developed to estimate PFAS 

movement within aquatic organisms (Glaser et al., 2021). In addition, the USEPA aquatic 

ecosystem model (AQATOX) 3.1 has an integrated PFAS component to comprehensively model 

water and sediment exchanges within the aquatic environment, but has not yet been applied in a 

peer-reviewed publication (Park & Clough, 2014). Though these models have different 

applications, they all are important for improving our understanding of PFAS present and extent 

in the aquatic environment.  
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4.10.1 Governing equations for PFAS fate and transport in aquatic organisms 

Given the numerous external influences on aquatic organisms and the overall health of 

aquatic ecosystems, it is difficult to draw a clear relationship between the organism and pollution 

source (Ankley et al., 2010). One of the most prevalent sources of PFAS within the aquatic 

ecosystem is food, which has been determined by the growth of PFAS concentration throughout 

the food web. The enduring properties of PFAS allow it to bioaccumulate and biomagnify in 

aquatic species (Boisvert et al., 2019; Conder et al., 2008; Martin et al., 2003). To estimate the 

PFAS fate through the aquatic ecosystem, the trophic levels of each studied species are initially 

determined through a linear relationship between stable nitrogen isotopes of the consumer and 

producer (Fisk et al., 2001). Next, a biomagnification factor can be calculated for each trophic 

level using Equation (33, which shows the relationship between concentration and trophic level:  

 
𝐵𝑀𝐹 =

𝐶𝑝2/𝐶𝑝1

𝑇𝐿𝑃2 − 𝑇𝐿𝑃1
 

(33) 

where, 𝐶𝑝2 is the concentration in the predator (M/L3), 𝐶𝑝1 is the concentration in the prey (M/L3), 

𝑇𝐿𝑃2 is the trophic level of the predator, 𝑇𝐿𝑃1 is the trophic level of the prey, and 𝐵𝑀𝐹 is the 

biomagnification factor (Haukås et al., 2007). The biomagnification factors can then be used to 

estimate the amount of PFAS uptake from food versus the environment of different species.  

The BMF can be used to identify species with high PFAS concentrations but does not 

account for the sensitivity of species to the different concentration levels. To better understand the 

impact of various PFAS concentrations on different fish species, a distribution curve can be 

developed, highlighting the 95% lower confidence limit and the 5% hazardous concentration 

calculated from toxicology observations. Different distribution curves will simulate various data 
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trends in aquatic ecosystem toxicology (Salice et al., 2018; Xu et al., 2015). One of the most 

common distribution curves used for PFAS is the log-normal distribution, as seen in Equation (34:  

 
𝐹(𝑥) =

1

2
(1 + erf (

log(𝐶) − 𝜇

𝜎√2
)) 

 (34) 

where, 𝐶 is the toxicant concentration, 𝜇 is the population mean, and 𝜎 is the standard deviation 

(Xu et al., 2015). Through Equation (34, species with high sensitivity can be estimated for further 

study.  

To calculate PFAS uptake from a whole organism perspective, the distribution of PFAS 

within the aquatic organism and the rate of discharge must be considered (Martin et al., 2003; 

Popovic et al., 2014). A mass balance approach can be applied to calculate the total amount of 

PFAS being taken up by an aquatic organism. Calculating the uptake rate gives the basis for how 

much PFAS is leaving the streamflow system and the amount impacting the aquatic organism's 

food web. The relationship between both intake and output of contaminant concentration can be 

modeled using Equation (35: 

 
𝑑𝑀

𝑑𝑡
= [𝑘1𝐶𝑤 + 𝑘𝐹𝐶𝐹]𝑊 − [𝑘2 + 𝑘𝐸 + ∑ 𝑘𝑀,𝑖

𝑛𝑇

𝑖=1

] 𝑀 

(35) 

where, M is the mass of a chemical in the entire body (M), 𝐶𝑤 is the concentration of contaminant 

in water (M/L3), 𝑘1 is the contaminant uptake rate for water (L3/M), 𝐶𝐹 is the concentration of 

contaminants in food (M/M), 𝑘𝐹 is the contaminant uptake rate from food (M/M), 𝑊is the body 

weight (M), 𝑘2 is the rate constant for contaminant lost at the gills (1/T), 𝑘𝐸 is the fecal elimination 

rate constant (1/T), 𝑘𝑀,𝑖 is the rate constant for the metabolic transformation of contaminant (1/T), 

and 𝑛𝑇 is the number of metabolic transformations (Glaser et al., 2021).  
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Equations (33, (34, and (35 can also be applied to better understand the extent of PFAS 

contamination within the aquatic ecosystem and the impact of aquatic organisms on PFAS 

concentration within the environment. Determining organism level PFAS contamination avenues 

(Equation (35) can help to improve our understanding of species sensitivity (Equation 34), which 

can, in turn give more context to the biomagnification factors (Equation (33). These equations 

have been applied to PFAS transport in various aquatic ecosystems, summarized in the following 

section.  

4.10.2 Applications of aquatic ecosystem models 

The biomagnification factor of eight different PFAS compounds and other organic 

contaminants were observed by (Haukås et al., 2007) in four aquatic species across an arctic food 

web using Equation (33. Not all PFAS were quantifiable in each of the four species; therefore, 

BMFs were only calculated for PFOS (Haukås et al., 2007). Both trophic levels of the various 

species and calculated BMFs for PFOS were validated against another comparable study in the 

Canadian Arctic food web (Haukås et al., 2007). Additional statistical analysis was performed 

against other persistent organic pollutants, where PFAS were not observed to behave similarly 

between the proteins, but were observed to bioaccumulate and biomagnify through an arctic food 

web in statistically comparable quantities (Haukås et al., 2007). Penland et al. (2020) also applied 

biomagnification factors to assess the transport of ten different PFAS compounds through aquatic 

ecosystem in a river. Unlike Haukås et al. (2007), Penland et al. (2020) analyzed PFAS 

concentrations in plants, water, sediment, and biofilm within the aquatic ecosystem as the base 

food for the lowest trophic level. The observed BMFs calculated by Penland et al. (2020) were 

compared to recent literature (Kidd et al., 2019; Simmonet-Laprade et al., 2019) and were stated 

to be ‘relatively similar’, but were not directly validated. Within the study, the highest PFAS 
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concentrations were observed in insects, which are suggested to be a major food source and 

transporter of PFAS throughout the food web (Penland et al., 2020), but more research is necessary 

to validate this observation.  

Rather than presenting a food web analysis, Salice et al. (2018) performed a risk assessment 

of PFOS in aquatic species within a contaminated bayou using Equation (34. The confidence 

intervals calculated for PFOS concentrations in sampled species were in agreement with previous 

studies (Salice et al., 2018). Each location within the study area was categorized by quantitative 

habitat quality and species abundance values (Salice et al., 2018). Finally, a risk assessment was 

performed for each location based on the number of species, surface water PFOS concentration, 

and toxicity levels established for aquatic ecosystems (Salice et al., 2018). Salice et al. (2018) 

noted that there was high uncertainty with both the surface water concentrations and the toxicity 

data due to the short sampling period for the surface water and small sample size for determining 

toxicity levels. To help better understand PFOS accumulation in aquatic species, Glaser et al. 

(2021) used Equation (33 to model PFOS precursor biotransformation and accumulation in 

different fish tissues. The model was calibrated using observations of three similar experiments, 

then validated using other concentration data reported in the literature (Glaser et al., 2021). Better 

predictability was observed for studies with large amounts of data and specifics on sampling 

conditions rather than studies with less sampling specifics, showing the importance of 

comprehensive data availability on PFOS bioaccumulation predictability (Glaser et al., 2021). 

Further analysis was performed by Glaser et al. (2021) using Equation (33 to calculate BMFs of 

PFOS and its precursors. By accounting for various avenues of PFOS exposure and the impacts of 

different environmental conditions on bioaccumulation and biomagnification of PFAS through 
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aquatic species, the mass balance approach by Glaser et al. (2021) has the potential to be a robust 

model for predicting PFOS accumulation in aquatic organisms.  

4.11 Knowledge gaps of PFAS fate and transport modeling 

 To explore PFAS within the environment, a boundary condition was set for the surface and 

subsurface system with sources and sinks putting PFAS into and out of the system (Figure 1). Our 

literature review revealed many fate and transport models had been established for legacy 

contamination, whereas others have tried to predict the sources or fate given a monitored 

application rate. Table 1 summarizes the models applied to PFAS fate and transport to date which 

were evaluated in the literature review. 
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Table 1. Models applied to PFAS fate and transport to date. 

Area Model Overall purpose Type Scale 
Spatial 

unit 
Reference 

Overland 

flow and 

streamflow 

Delft3D Flow and solute 

transport 

Physically 

based 

River, Ocean, 

Estuarine 

3D Aly et al. (2020) 

Hodgkins et al. (2019) 

Vadose Zone 

STREAM-EU Surface hydrology Process-based Catchment 2D Lindim et al. (2015) 

3MRA Indicator and risk 

assessment 

Process-based Field & Catchment N/A Redmon et al. (2019) 

BreZo Surface 

flow/runoff 

Physically 

based 

Field & Catchment 2D Shin et al. (2011) 

PELMO Pesticide fate and 

tranport 

Physically 

based 

Field 1D McLachlan et al. (2019) 

MACRO Pesticide fate and 

tranport 

Physically 

based 

Field 1D Gassmann et al. (2020)  

      

Groundwater MODFLOW Groundwater flow Physically 

based 

Field & Catchment 3D Shin et al. (2011) 

MT3DMS Solute transport 

and fate 

Physically 

based 

Field & Catchment 3D Persson & Andersson 

(2016) 

Pettersson (2020) 

MODPATH Particle tracking Physically 

based 

Field & Catchment 3D Goode & Senior (2020) 

Machine 

Learning 

Risk Assessment Statistical Field & Catchment N/A Hu et al. (2021) 

Plant uptake First order 

kinetic model 

Contaminant 

uptake rate 

Process-based Plant specific N/A Wen et al. (2013) 

Wang et al. (2020a) 

Michaelis-

Menten 

equation 

Contaminant 

uptake rate 

Process-based Plant specific N/A Wen et al. (2013) 

Wang et al. (2020a) 
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Table 1 (cont’d) 

 

Aquatic 

ecosystems 

Mass Balance Accumulation 

potential 

Process-based Organism specific N/A Glaser et al. (2021) 

AQUATOX Indicator/risk 

assessment/biomas

s model 

Process-based Stream, small 

rivers, ponds, 

lakes, reservoirs 

and estuaries 

N/A Park et al. (2007) 
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As PFAS fate and transport changes in different mediums, the subsurface system was categorized 

further into the vadose zone and groundwater and the surface system covered both overland flow 

and streamflow models. Major PFAS sinks were also discussed, but specifically within the vadose 

zone, plant uptake influences the amount of PFAS retained and transported downwards. Water 

withdrawal for irrigation or human consumption in the groundwater system is the major sink, while 

within surface water, bioaccumulation of PFAS in aquatic organisms has been considered. Table 

2 summarizes the knowledge gaps of modeling PFAS within each environmental medium and sink 

and suggests future work to overcome each shortcoming.  
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 Table 2. Summarized knowledge gaps of PFAS application environmental models. 

Subsection Knowledge gap References Suggestions 

Vadose zone • PFAS have been 

modeled individually 

with focus on PFOS and 

PFOA. 

Guo et al. (2020),  

Mahinroosta et al. 

(2021), 

Shin et al. (2011),  

Silva et al. (2020) 

• Model multiple PFAS 

including short and long 

chain to show differences 

in transport. 

• The chemical 

interactions between 

PFAS and the 

competition among 

PFAS for adsorption 

and dissolving have not 

been considered. 

Guo et al. (2020), 

Mahinroosta et al. 

(2021), 

McKenzie et al. 

(2016), 

Silva et al. (2020) 

• Research the impact of 

variable PFAS 

concentrations as well as 

different types of PFAS 

on sorption and 

dissolving within the 

subsurface environment.  

• The only validated 

vadose zone models to 

date are 1D. 

Mahinroosta et al. 

(2021), 

Silva et al. (2020) 

• Monitoring studies should 

be organized to capture 

the transport of PFAS in 

both the horizontal and 

vertical direction of the 

subsurface environment 

to provide 

parameterization and 

calibration data for 2D 

models.   

• Most observations and 

experiments are 

performed on a short-

term basis (last 5 years), 

whereas PFAS 

contamination has been 

occurring since 1940s. 

Sander et al. (2017), 

Shin et al. (2021) 
• Organized long-term 

PFAS studies which 

account for seasonality 

are needed for model 

calibration and validation. 

• Plant uptake and 

volatilization are known 

PFAS sinks yet have not 

been widely adopted in 

subsurface models. 

Guo et al. (2020), 

Mahinroosta et al. 

(2021), 

Silva et al. (2020) 

• More research on the 

conditions required for 

plant uptake and PFAS 

volatilization should be 

conducted to provide 

model calibration and 

validation data. 

Groundwater • Organized monitoring 

data from PFAS sources 

and public exposure 

sites are not sufficient 

for developing a reliable 

transport model. 

Goode & Senior 

(2020), 

Hu et al. (2021), 

Shin et al. (2011), 

Engers et al. (2021) 

• Improve monitoring data 

protocols to match model 

calibration and validation 

requirements.  
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                                       Table 2 (cont’d) 

• PFAS physical 

interactions within the 

saturated system are 

widely unknown. 

Brusseau et al. 

(2019), 

Pettersson (2020), 

Sima & Jaffé (2021), 

• Research conditions and 

rates of PFAS sorption, 

adsorption, and leaching 

in saturated systems.  

• Major PFAS sources, 

including nonpoint 

sources and 

contamination sites, are 

still being identified. 

Goode & Senior 

(2020), 

Guelfo & Adamson 

(2018), 

Engers et al. (2021), 

Hu et al. (2021) 

• Model groundwater 

systems with forwarding 

and backwarding tracking 

capabilities, malleable to 

integrate new findings.  

Surface 

water  
• Runoff transport of 

PFAS has not yet been 

incorporated into 

surface water models. 

Borthakur et al. 

(2021), 

Charbonnet et al. 

(2021), 

Codling et al. 

(2020), 

Dauchy et al. (2019), 

Wood et al. (2020) 

• Modify existing runoff 

models to include PFAS 

transport. Additionally, 

organize monitoring 

regimes to correlate 

PFAS concentrations with 

landuse over time.  

• Simulations of PFAS 

transport within surface 

water often lack relevant 

transport mechanisms, 

such as sediment 

transport. 

Hodgkins et al. 

(2019), 

Nguyen et al. 

(2016), 

Shin et al. (2011) 

• Monitor PFAS sediment 

transport in different 

flows for parameter 

estimation in existing 

sediment transport 

models and calibration 

and validation. 

• Surface water models 

tend to be 

oversimplified and 

ignore flow diversions, 

such as weirs and dams. 

Lindim et al. (2016), 

Redmon et al. 

(2019), 

Shin et al. (2011) 

• Research the impact of 

hydraulic structures on 

sediment transport and 

deposition.  

• A lack of consistent 

observed data prevents 

adequate model 

calibration and 

validation. 

Aly et al. (2020), 

Hodgkins et al. 

(2019)  

• Organized long-term 

PFAS studies from both 

streamflow and 

sedimentation. 

• PFAS transport and 

deposition via air onto 

the surface of the water 

is still vastly unknown. 

Shin et al. (2011), 

Simon et al. (2019), 

Tysklind et al. 

(1993) 

• Monitoring studies on 

PFAS emissions and 

deposition are needed. 
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                            Table 2 (cont’d) 

Plant uptake • The mechanisms of 

PFAS uptake into plants 

are not yet well 

understood. 

Mei et al. (2021), 

Wang et al. (2020a) 
• More research focusing 

on the mechanisms and 

conditions driving plant 

uptake are required for 

accurate modeling.  

• Most plant uptake 

research to date has 

focused on the 

difference between 

PFAS molecules 

accumulation areas 

within various plant 

species rather than 

uptake rates. 

Lan et al. (2018), 

Navarro et al. 

(2017), 

Wang et al. (2020a) 

• Plant uptake integration 

and rate of removal 

should be considered in 

vadose zone models.  

• Plant uptake research 

has relied on species-

specific models, which 

can only be applied to 

one PFAS compound. 

Wang et al. (2020a), 

Wen et al. (2013) 
• Models which can be 

applied to a subset of 

plants rather than 

individual species should 

be developed for 

prediction modeling.  

Aquatic 

ecosystems 
• Sampling studies are 

often performed on a 

short-term scale with 

individual PFAS, which 

can hide the uptake 

variability of long-term 

exposure to a mixture of 

emerging contaminants 

as experienced in the 

environment. 

Ahrens & 

Bundschuh (2014), 

Glaser et al. (2021), 

Houde et al. (2008), 

Li et al. (2020) 

• Long-term uptake studies 

accounting for multiple 

emerging contaminants 

are necessary for 

determining variations in 

uptake rate and 

improving uptake 

modeling.  

• Methodology for 

determining 

biomagnification factors 

is based on trophic 

relationships where 

many of the predators 

are assumed to prey on 

only one species, which 

is rarely the case. 

Haukås et al. (2007), 

Mazzoni et al. 

(2020) 

• The fraction of PFAS 

uptake from food versus 

the environment should 

be estimated for each 

level in the aquatic food 

chain in effort to better 

model PFAS uptake rates 

within these systems.  
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                                        Table 2 (cont’d) 

• Risk assessments for 

PFAS in aquatic 

ecosystems are often 

based on toxic rather 

than chronic impacts. 

Ahrens & 

Bundschuh (2014), 

Ankley et al. (2021), 

Glaser et al. (2021), 

Sardiña et al. (2019) 

• Data and models should 

be built for long-term 

PFAS uptake rates and 

exposure effects, 

including toxic and 

chronic effects.  

 

Although we are familiar with many PFAS sources in the environment, new sources are 

being discovered with increased monitoring and technology. As a result, not all types of PFAS 

have been incorporated into models. In the subsurface environment, PFAS characteristics are 

influenced by specific constituents within the heterogeneous system. In addition, the lack of 

organized monitoring data makes modeling PFAS fate and transport a daunting task. Similarly, 

within the surface environment, PFAS are known to be attached to sediment and be influenced by 

temperature within the water, yet many monitoring studies have not observed sediment 

concentration or seasonal variability impacts on PFAS. Table 2 explains the importance of 

carefully organizing PFAS monitoring studies to capture PFAS concentrations in different media, 

seasonal variation, and the influence of chemical interactions for effective PFAS modeling. 

Additionally, PFAS uptake mechanics are still not well understood, and further research is 

necessary to comprehend characteristics driving and inhibiting PFAS movement into plants. 

Aquatic organisms are similar as many studies have been focused on differences in concentration 

between organism and water or food rather than the mechanics of PFAS uptake and 

bioaccumulation within the organisms (Table 2). In summary, accurate modeling of PFAS fate and 

transport requires a better understanding of PFAS uptake in the environment. This can only be 

accomplished through long-term monitoring of different and integrated media.  



79 

 

5 Opportunities and Challenges of Integrated Large Scale PFAS Modeling Part 2: A Case 

Study for PFAS Modeling at a Watershed Scale 

 

5.1 Introduction 

The staggering quantity of chemicals and nutrients found in the aqueous environment has 

been of increasing concern (Moody et al., 2003; Templeton et al., 2009). Pollution has a 

widespread adverse effect on human health (Kolpin et al., 2002; Simon et al., 2019), aquatic 

organism fitness (Cui et al., 2017; Liu and Gin, 2018), and ecosystem makeup (Rodriguez-Moza 

and Weinberg, 2010; Zhu and Kannan, 2019). There are many persistent organic pollutants of 

concern; however, one of the largest groups of emerging contaminants is poly- and perfluoroalkyl 

substances (PFAS), which have been produced in the U.S. since the 1940s (US EPA, 2018). All 

PFAS are artificial and are characterized by a chain of fluorinated carbons (perFAS) or partially 

fluorinated carbons (polyFAS) connected to a functional group, giving them persistent, 

hydrophobic, and hydrophilic properties. Currently, the most commonly detected substances in the 

PFAS family are perfluorooctanoic acid (PFOA) and perfluorooctane sulfonate (PFOS) (US EPA, 

2018), but over 9000 different chemicals have been identified and categorized as PFAS to date 

(US EPA, 2021).  

In order to better understand the PFAS fate and transport, monitoring and modeling should 

be conducted at different scales. Hundreds of lab and field experiments have been performed in 

the past 20 years to examine the PFAS fate such as conversion (Mei et al., 2021), degradation 

(Washington et al., 2019), uptake (Krippner et al., 2015), and bioaccumulation (Ahrens & 

Bundschuh, 2014; Wang et al., 2020a). Other studies have focused on the PFAS transport 

mechanisms in the air (Shin et al., 2011), water (Mahinroosta et al., 2021), and soil (Costello & 
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Lee, 2020) environments. These include advection (Mahinroosta et al., 2021), dispersion 

(Armitage, 2009), volatilization (Sima & Jaffé, 2021), sorption (Brusseau et al., 2020; Schaefer et 

al., 2019), and leaching (Borthakur et al., 2021; Høisæter et al., 2019). These experimental 

observations have improved our understanding of PFAS in the environment, but they only 

represent special case scenarios on a small scale. To gain a full picture, computational models with 

sufficient realism are needed to simulate contaminant transport – identifying high-risk areas and 

helping improve monitoring strategies (Anderson et al., 2020; Ekdal et al., 2011; Love & 

Nejadhashemi, 2011).  

After an exhaustive literature search (Raschke et al., 2022), only a few studies were found 

which tried to study PFAS transport through more than one environment (BARR, 2017; Shin et 

al., 2011; Winchell & Propato, 2019). In these studies, the transport of PFAS through multiple 

abiotic components were modeled. However, the linked modeling platform of air, water, and soil 

suffered from oversimplification, limitation in scale, and the lack of interactions among abiotic 

components. Meanwhile, due to the non-destructive nature of PFAS and their reversible sorption 

and interactions, PFAS contamination plumes exhibit unique characteristics and behaviors within 

different mediums. This means that the existing models require further developments to accurately 

evaluate PFAS fate and transport. Therefore, the next logical step is to identify knowledge gaps 

for developing the widely used surface water, groundwater, and water quality models. These 

models also need to be integrated to ensure consistency in evaluating the performances of 

mitigation strategies. The reason behind selecting the widely used models is that there is a higher 

probability of adaption and use for policymaking. In fact, many water managers are familiar with 

these models and probably have at least one set up for their region of interest. The goal of this 

paper was to develop a real-world scenario to identify the difficulties of model integration, the 
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shortcoming of existing models in handling PFAS fate and transport, and the next steps in the 

development of sub algorithms for these models to address the existing issues. In order to achieve 

this goal, two objectives were performed, 1) surface water, groundwater, and water quality models 

were parameterized and integrated and 2) evaluate the model for PFAS transport and suggest areas 

for technical improvement. The model integration was performed for the Huron River watershed 

in Michigan, US. This watershed was selected as high concentrations of PFAS were observed in 

surface water, groundwater, and aquatic organisms (EGLE, 2019a). In addition, due to the risk 

associated with elevated PFAS levels, it was selected as one of the first watersheds by the state 

water authorities for large-scale PFAS monitoring. 

5.2 Methodology 

5.2.1 Study area 

The Huron River watershed encompasses over 2300 square kilometers within the 

Southeastern corner of Michigan, US (Wittersheim, 1993). The hydrodynamics of the Huron River 

is characterized by a strongly connected surface water and groundwater system. Along the main 

stretch of the river are 16 major reservoirs (Figure 2), while over one hundred dams and 

impoundments regulate the surface water flow of the entire Huron River network, providing 

drinking water, irrigation, and hydropower for urban areas, agriculture and industries (HRWC, 

2021a).   
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Figure 2. Huron River watershed with USGS gaging stations and main dams. 

 The manufacturing plants discharge pollutants both directly into the Huron River and into 

its connected groundwater aquifers (HRWC, 2021b). Nutrient-rich, contaminated biosolids from 

wastewater treatment plants within the watershed have also been spread on agricultural fields as 

fertilizer, acting as a nonpoint source of pollution for the watershed (EGLE, 2020). The Huron 

River watershed was one of Michigan’s first watersheds chosen for PFAS investigation as a result 

of high concentrations of PFAS being detected in the city of Ann Arbor’s drinking water (EGLE, 

2019a). 

5.2.2 Introduction to integrated PFAS model  

 In the following sections, we describe the three major components of model development, 

including 1) synthesizing PFAS source data; 2) capturing relevant transport avenues in model 

development and parameterization; and 3) model calibration and validation using observation data, 

which are described in detail in the following sections. Together, this conceptual model provides 
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the basis for identifying simulation and monitoring data shortcomings for estimating large-scale 

PFAS fate and transport. 

5.2.3 PFAS sources within the Huron River watershed 

The Huron River watershed is home to seven WWTPs, industrial sites, an airport, landfills, 

and many unknown PFAS sources. Most of the sampling has been performed on PFOS and PFOA, 

which are simplified to PFAS for the remainder of the section unless otherwise stated. The cities 

of Ann Arbor, Brighton, Dexter, and Wixom all discharge their wastewater directly into the Huron 

River through its tributaries (EGLE, 2019b). All WWTPs have been observed to have detectable 

levels of PFAS, which have been under investigation since 2018. In Wixom, it was found that a 

chrome plating plant and another industrial plant outside of the watershed were discharging their 

effluent to the Wixom WWTP. In addition to the direct discharge from Wixom WWTP, 

contaminated biosolids were being applied annually on the surrounding farms, but farm application 

of biosolids ended in 2018 (EGLE, 2020). It can be assumed that the biosolids from Ann Arbor, 

Brighton, and Dexter WWTPs have been applied on agricultural fields as a soil amendment as 

well. Meanwhile, recent testing has indicated low levels of PFOS and PFOA within Ann Arbor 

and Dexter biosolids (MPART, 2021). Besides WWTP sourced contamination, the former Daimler 

Chrysler Scio Facility was found to have contaminated groundwater and stormwater, though the 

stormwater was within the drinking water standards (MPART, 2021). The Willow Run Airport 

and surrounding area were also found to have elevated PFAS concentrations within the 

groundwater and stormwater, which discharges partially into a tributary of the Huron River and 

the Rouge River watershed (MPART, 2021). Elevated PFAS levels have also been observed at 

other industrial sites, in the groundwater, stormwater, discharge, and retention ponds.  
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The source data available was not sufficient for generating the model initial conditions. To 

get over this obstacle, an example estimate was calculated based on the methods developed by 

(Lindim et al., 2015) for the Danube River. (Lindim et al., 2015) suggest that PFAS pollution is 

related to the population living within each area of the watershed, the economy, and the level of 

wastewater treatment available for both water (Equation (36) and soil (Equation (37): 

 
𝐸𝑤𝑎𝑡𝑒𝑟_𝑆𝐶 =

𝐺𝐷𝑃𝑆𝑏

𝐺𝐷𝑃̅̅ ̅̅ ̅̅
𝐻𝑅

𝑃𝑆𝑏 × 𝐸𝑖 + 𝐸𝐴𝑇𝑀 × 𝐴𝑤𝑎𝑡𝑒𝑟_𝑆𝑏 
(36) 

 
𝐸𝑠𝑜𝑖𝑙_𝑆𝐶 =

𝐺𝐷𝑃𝑆𝑏

𝐺𝐷𝑃̅̅ ̅̅ ̅̅
𝐻𝑅

(𝑆𝑙 × 𝑃𝑆𝑏 × 𝐸𝑖 +
𝐷𝑆

1 − 𝐷𝑆
𝑃𝑆𝐶 × 𝐸3) + 𝐸𝐴𝑇𝑀 × 𝐴𝑠𝑜𝑖𝑙_𝑆𝑏 

(37) 

where, 𝐺𝐷𝑃𝑆𝑏 is the average gross domestic product of the subbasin (USD); 𝐺𝐷𝑃̅̅ ̅̅ ̅̅
𝐻𝑅 is the average 

gross domestic product of the Huron River watershed (USD); 𝑃𝑆𝑏 is the population of the subbasin; 

𝐸𝑖 is the discharge per capita to the water for the i-th level of wastewater treatment (g/capita/d); 

𝐸𝐴𝑇𝑀 is the atmospheric deposition rate (g/m2/day); 𝐴𝑤𝑎𝑡𝑒𝑟_𝑆𝑏 is the subbasin surface water area 

(m2); 𝑆𝑙 is the fraction of WWTP total PFAS inflow retained in sludge; 𝐷𝑆 fraction of the discharge 

that goes onto land; and 𝐴𝑠𝑜𝑖𝑙_𝑆𝑏 is the subbasin soil area (m2). Although these equations estimate 

discharges into both water and soil, there are a few assumptions that differ from practices within 

the Huron River watershed. First, Equation (36(37 do not account for PFAS using industry, but 

rather have them solely based off of population use. Within the Huron River watershed however, 

it is apparent that these industries play a big role in contaminating the river (EGLE, 2019b). 

Additionally, the biosolids produced by the wastewater treatment plants are assumed to be spread 

within the same subbasin that the wastewater treatment plant is located in. This is often not the 

case since most of the wastewater treatment plants are located on the outskirts of urban areas and 
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provide biosolids for the neighboring agricultural lands. Even given these assumptions, this 

approach provides sufficient initial data for model initiation.  

5.2.4 Modeling the Huron River watershed 

In an effort to account for all the different transport avenues, a surface water, a groundwater 

model, and a streamflow water quality model were coupled together. The conceptual 

hydrodynamic model was produced through interconnecting the soil and water assessment tool 

(SWAT) (Arnold et al., 2012), modular finite difference model (MODFLOW) (Harbaugh, 2005), 

and the water quality simulation program (WASP) (EPA, 2019). The Soil and Water Assessment 

Tool (SWAT) model was developed by the United States Department of Agriculture Agricultural 

Research Service (USDA ARS) and has been used to simulate water quality and quantity for 

catchment systems around the world (Arnold et al., 1998; Einheuser et al., 2013; Gassman et al., 

2014; Zhang et al., 2008). MODFLOW was developed by the United States Geological Survey 

(USGS) and is considered an international standard for simulating groundwater aquifers (USGS, 

2021d). The WASP model was developed by the US EPA and has been widely used in the US and 

internationally for modeling pollutant transport (EPA, 2019).   

As discussed in section Part I of this study (Raschke et al., 2022), pesticide models can be 

applied to simulate PFAS fate and transport. SWAT has been frequently applied to investigate the 

fate and transport of pesticides in surface hydrology. The model can simulate 32 pesticide fate and 

transport processes in soil, river, and plants. According to the review by Payraudeau and Gregoire 

(2012), SWAT is the most comprehensive catchment simulation model for pesticide transport 

available in comparison to MIKE SHE ADM, LEACHM-runoff, GR5-pesticides, SACADEAU, 

STREAM-pesticide, FLOWT, VESPP, I-Phy-Bvci, and PHYLOU. Additionally, SWAT has been 

coupled with MODFLOW-RT3D to provide a comprehensive hydrogeochemical process for 
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simulating particle fate and transport in groundwater and surface water. The SWAT model’s 

pesticide fate and transport processes are similar to those required to simulate PFAS fate and 

transport; however, due to the unique characteristics of PFAS, simulating their fate and transport 

in SWAT requires additional model development. WASP was used to simulate the fate and 

transport of PFAS via streamflow. The WASP model was selected due to its ability to simulate 

multiple transport processes and its wide range of applications to date for successfully modeling 

water quality in streams. Additionally, it has the ability to simulate numerous constituents at the 

same time, for which specific reaction and transport mechanisms can be individually assigned 

(Camacho et al., 2018; Chueh et al., 2021; Han et al., 2019; Knightes et al., 2019; Lin et al., 2011; 

Shabani et al., 2021; Wool et al., 2020). 

5.2.5 Surface water model 

The SWAT model is a globally recognized soil and water transport model, which has been 

used to model watersheds in a variety of different regions around the globe (Arnold et al., 1998; 

Einheuser et al., 2013; Gassman et al., 2014; Zhang et al., 2008). SWAT is a computational model 

which uses user inputted geologic, climate, and land use data to estimate water and soil movement 

through a watershed via fundamental transport theories (Arnold et al., 2012). SWAT first 

delineates the watershed into many different subbasins with each river segment or reservoir having 

a unique subbasin. The subbasins are then further divided into individual hydrological response 

units (HRUs) identified by their unique combination of land use, soil, and slope class.  

For the Huron River watershed, a 10-meter resolution Digital Elevation Model (DEM) 

from the United States Geological Service National Hydrography Database (USGS NHD) 

determined the topography of the study area (USGS 2021a). The river reach file was burned into 

the DEM for higher accuracy (EPA 2007) and 16 of the reservoirs on the main stem of the Huron 
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River were modelled according to average volume and height (Hay-Chmielewski et al., 1995). 

These data were used to delineate 189 subbasins within the watershed. The 2019 Cropland Data 

Layer provided land use data at a 30-meter resolution for overland flow simulation (USDA, 2020), 

the STATSGO2 soil database provided soil data at a scale of 1:250,000 for subsurface flow 

estimation (NRCS, 2021), and 3 slope classes were identified based on the Jenks Natural Breaks 

classification method (Smith et al., 2020). Using these data, the subbasins were further delineated 

into 9452 HRUs. Finally, maximum and minimum temperature and precipitation data from 1999-

2020 from 3 national weather stations were used to establish the water coming into the system on 

a daily time step (NCDC, 2020). Daily river flow was simulated between 2002-2020, even though 

the model was run for the entire 1999-2020 time period, since the first 3 years were disregarded as 

the simulation warmup. 

5.2.6 Groundwater model 

We established the groundwater model for the Huron River catchment using the 

MODFLOW-NWT v.1.2.0 (Niswonger et al., 2011). First, the model domain was discretized into 

23,688 grid cells (141 rows and 168 columns) with a 500×500 m grid cell size. A 10 m Digital 

Elevation Model (DEM) was used to represent the surface elevation. Next, we interpolated the 

bottom depth of 78,000 water bores across the catchment to estimate groundwater bedrock 

elevation. The total estimated depth was equally discretized into three convertible hydro-

stratigraphic layers. The first layer of groundwater is divided into two zones to account for different 

hydraulic properties: 1) the groundwater aquifer zone with low transmissivity and 2) the 

groundwater zone with relatively higher transmissivity (Figure 3). No zonation was considered for 

the second and third layers. Unique hydraulic parameters, including vertical hydraulic 

conductivity, horizontal conductivity, specific yield, specific storage, and horizontal anisotropy 
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ratio, were considered for the first layer’s two zones and the second and third layers. Lakes and 

water bodies with considerable size within the catchment were also included in the MODFLOW 

model and modeled with Drainage Package. 

 

Figure 3. The groundwater model domain of the Huron River Watershed. 

5.2.7 Linking surface water and groundwater 

SWAT and MODFLOW have different spatial scales. Therefore, an internal mapping is 

required to accurately pass SWAT variables to MODFLOW grid cells and vice versa. This internal 

mapping and further coding for exchanging SWAT and MODFLOW output have been developed 

with excellent accuracy by Bailey et al. (2016). The procedure for linking SWAT and MODFLOW 

includes intersecting SWAT hydrologic response units (HRUs) and river networks with 

MODFLOW grid cells to generate Disaggregated HRUs (DHRUs). Then, the integrated SWAT-

MODFLOW uses the generated DHRUs to pass SWAT recharge and river stage to MODFLOW 
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grid cells and groundwater return flow from MODFLOW to SWAT river network. The entire 

procedure for generating DHRUs and linking SWAT and MODFLOW models is described by 

Bailey and Park (2019). However, to simulate chemical particle mass and exchange including 

dispersion, diffusion, and advection in the groundwater layers, Wei et al. (2019) coupled the 

SWAT-MODFLOW model with Reactive Transport in 3 Dimensions (RT3D) model. They also 

developed SWAT-MODFLOW-RT3D to simulate the exchange of nitrate and phosphorous 

between groundwater and surface water.    

5.2.8 Stream water quality model  

After calibrating and validating the SWAT-MODFLOW-RT3D model for regional 

hydrology in the Huron River catchment, the features of the surface water network were imported 

into the WASP model. These features include streamflow, length, width, slope, elevation, and 

Manning's roughness coefficient for every river segment in each subbasin. In addition, storage 

characteristics such as volume and surface area at normal and emergency levels, as well as shape 

coefficients, were also used to represent all reservoirs in WASP. The flowchart in Figure 4 

summarizes the decision-making algorithm followed for building the entire stream network in this 

model. 
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Figure 4. Flowchart describing WASP river network building. 

Based on the results of this algorithm, dispersion coefficients were computed for all river 

segments using Fischer’s equation (Equation 38) for average streamflow (Fischer et al., 1979):  

 
𝐸𝑥 =

0.011 ∗ 𝑈2 ∗ 𝐵2

𝐷 ∗ 𝑢∗
 

(38) 

where, Ex is longitudinal dispersion coefficient (m2/s), U is average streamflow speed (m/s), B is 

channel width (m), D is hydraulic radius (m2), and u is longitudinal speed (m/s) (Ramos-Ramírez 

et al., 2020). Segment lengths and simulation time steps were then approximated for each subbasin 

based on these coefficients and computational stability and accuracy criteria (Noorishad et al., 

1992). Using these lengths and timesteps, the one-dimensional stream network was then 
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configured in WASP employing kinematic wave and ponded weir equations to simulate river 

segments and reservoirs (Ambrose and Wool, 2017). An additional water balance element was 

connected to each segment, allowing rivers to receive surface runoff and sediments, and to 

exchange flow and chemicals with aquifers. Next, river inflows for each sub-catchment were 

obtained from SWAT-MODFLOW-RT3D and incorporated into WASP. The complete river 

network and the location of reservoirs, WWTP point sources, and PFAS observation points can be 

seen in Figure 5. Subbasins where hydrographs of the two models were compared are also 

highlighted in Figure 5. 

 

Figure 5. Stream network for WASP simulation, wastewater treatment plants, and PFAS 

observation sites. 

Once water transport was configured, fate and transport of PFOA and PFOS was simulated. 

In absence of measured sediment concentrations in the catchment, loads from SWAT-

MODFLOW-RT3D were imported through the water balance elements. This allowed a first 
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estimate of the portions of PFOA and PFOS moving in water both as a solute and adsorbed to solid 

particles. It was assumed that adsorption is only driven by partition coefficients in steady 

equilibrium conditions. Accordingly, the simulation included advection, dispersion, adsorption, 

and settling as main transport mechanisms (Ahrens and Bundschuh, 2014; Kwok et al., 2013; 

Winchell et al., 2022), while decay, volatilization, atmospheric deposition and diffusive exchange 

with sediments were not considered. This because of the persistence and low volatilization rates 

of the species of interest (Lampic and Parnis, 2020), and the absence of regional concentrations in 

air and sediments. According to these assumptions, Equation 39 shows the general transport 

equation considered for the simulation: 

𝜕𝐶

𝜕𝑡
= −𝑢𝑥

𝜕𝐶

𝜕𝑥
+ 𝐷

𝜕2𝐶

𝜕𝑥2
−

𝑣𝑠

𝐻
𝐹𝑝𝐶 + 𝑆 

(39) 

Where 𝐶 is the concentration of PFOA or PFOS at a given stream segment, 𝑢𝑥 is the velocity of 

water in the x-direction (L/T), 𝐷 is the dispersion coefficient (L2/T), 𝑣𝑠 is the sediment settling 

velocity (L/T), 𝐻 is the water depth (L), 𝐹𝑝 is the particulate fraction, and 𝑆 are the external 

contaminant sources (M/L3/T). 

5.2.9 PFAS monitoring within the Huron River watershed  

Although PFAS have been observed in air, soil, and water, within the Huron River 

catchment, surface water has been the main area of monitoring (EGLE, 2019a). To date, PFAS 

emissions in air have not been sampled, nor monitored for deposition (MPART, 2021b). Surface 

water has been sampled the most, since it was the goal of EGLE to use surface water monitoring 

data to identify sources (Figure A1) (EGLE, 2019b). Groundwater has been sampled, but only in 

select areas (Figure A1) over a short period of time (Table A1). These select areas can give insight 

into the movement of the contaminant plume within the monitoring areas, but do not show the 
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distribution of PFAS contamination within the groundwater within the watershed leaving the non-

point source distribution largely unknown. Unless on a contaminated site from industrial PFAS 

use or biosolid application from the Wixom WWTP, soil has also not been widely sampled within 

the Huron River catchment (Figure A2) (EGLE, 2020). Stormwater is similar with only select 

industrial sites being sampled (Figure A3). Drinking water intake from the Huron River at Barton 

dam and outflow from the Ann Arbor Drinking water plant have been sampled for PFAS on a 

biweekly basis (City of Ann Arbor, 2021). Finally, suspended sediment has not been tested within 

stormwater nor surface water for PFAS within the Huron River catchment.  

In summary, 30 surface water locations, 20 fish tissue locations, 17 groundwater locations, 

14 stormwater locations, and 6 soil locations have been sampled (EGLE, 2019b). All materials 

were sampled for PFAS by Test America or Eurofins laboratory, which follows the US EPA 

method 537 for quantifying 24 different PFAS (Eurofins, 2021). Groundwater has been sampled 

in 4 locations, although only one location was temporally sufficient (Table S1). Groundwater 

monitoring has been performed in areas with known PFAS contamination and suspected sources 

(MPART, 2020). Even though multiple sites have had detectable PFAS concentrations, they do 

not capture seasonal variation without regular monitoring within wet and dry periods. Soil 

sampling for PFOA, PFOS, and other PFAS occurred on six agricultural sites in the northeast 

corner of the Huron River catchment (Bogdan, 2021). In addition to the soil, biosolids were tested 

for both PFOA and PFOS. Although biosolids were reported to be used as a soil amendment on 

four of the field sites from 2010 to 2015 and the other two from 1995 to 2001, all soil locations 

were only tested once in 2018 (Bogdan, 2021). Unfortunately, monitoring data from one point in 

time only shows a snapshot in time rather than retention and mobility of PFAS within the 

environment.   
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As forementioned, surface water and stormwater have been sampled the most, but of the 

26 monitoring locations, only 18 have been sampled more than once and 7 have been sampled 

more than 4 times (Table S2). For water quality modeling, it is suggested to have at least 12 

sampling times for each location spanning over a wet period and dry period in areas with seasons, 

such as Michigan (Runkel et al., 2004). In addition to temporal data, it is important to sample a 

variety of spatial locations, including headwater, outlet, riffles, pools, and reservoirs, to ensure all 

steam habitats are considered (Olden et al., 2012). Therefore, even though there are two locations 

with enough temporal data, they are both point sources and do not eliminate the concentration 

differential within the river network. In terms of stormwater data, out of the 14 locations, two have 

been sampled more than once, but the two sampling locations with temporal data did not capture 

a wet and dry period.  

Bluegill, rainbow trout and other game fish have been tested for PFAS along the Huron 

River, especially within highly contaminated areas, and have been found to have elevated PFAS 

levels. Deer have also been tested for PFAS in high-risk areas, such as around the Willow Run 

airport, but have been observed to have low concentrations to no detect. PFAS awareness and 

regulations have motivated increased sampling and monitoring of water, aquatic organisms, and 

animals within the Huron River watershed. Fish tissue is similar to surface water with a large 

spatial distribution of samples without any replication, therefore the temporal requirements of 

using this monitoring data for modeling have not been met. To ensure monitoring data can be used 

for modeling and predictability purposes, a plan should be organized to capture all environmental 

media, special variation, and temporal variability (i.e., seasonality and wet and dry periods).  
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5.2.10 The integrated model calibration 

The general criteria for the model calibration/validation on a monthly basis include the 

Nash–Sutcliffe model efficiency coefficient (NSE) above 0.5, percent bias (PBIAS) below ±25%, 

and the ratio of the root mean square error to the standard deviation of measured data (RSR) less 

than or equal to 0.7 (Moriasi et al., 2007). The SWAT-MODFLOW model was calibrated for daily 

streamflow and baseflow for a five-year period (2015-2020) at two stations. The USGS 04173500 

station located in Mill Creek represented flow through agricultural portions of the watershed 

(USGS, 2021b), while USGS 04172000 station located on the main Huron River segment in 

Hamburg, Michigan was used to calibrate the rest of the watershed (USGS, 2021c). A combined 

version of mean squared error (MSE) and NSE were used as performance criteria. These error 

functions were also used in the objective function of our calibration algorithm. We carried out the 

automatic parameter calibration using the Multi-Memory Particle Swarm Optimization (Rafiei et 

al., 2022).  

Unfortunately, no streamflow data was available closer to the river outlet for the time-

period due to the number of reservoirs on the middle and lower portion of the Huron River. The 

results from flood modeling performed by Zajac et al. (2017) suggests that there is an increase in 

uncertainty of flow magnitude with closer proximity to reservoirs in hydrodynamic models. 

Therefore, the USGS station 04174500, which was the furthest downstream, was disregarded. 

Though flow was calibrated and validated against observed values, insufficient water quality data 

prevented calibration and validation of sediment and nutrient loads. It was assumed that the 

sediment load transport estimated by the modified universal soil loss equation (MUSLE) generated 

a realistic estimate through the use of current land use and soil data (Neitsch et al., 2011). It should 
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be noted that there was no daily groundwater head elevation recording for the catchment so that 

we could include it in the model calibration.  

We used different parameters to calibrate the integrated model. For the groundwater model, 

we included Horizontal Hydraulic Conductivity (HK), Vertical Hydraulic Conductivity (VK), 

Horizontal Anisotropy ratio (HAN), Specific Storage (SS), Specific Yield (SY), River 

Conductance (RC), and Riverbed (RB). We also included the following SWAT parameters for 

surface water: surface lag time (SURLAG), snow melting coefficient (TIMP), CN Coefficient 

(CNOEF), Manning’s Roughness in main and tributary channels (n). Regarding the 16 major 

reservoirs in the catchment, we included the following parameters for SWAT reservoir storage and 

discharge: reservoir weir discharge coefficient (weirk), maximum reservoir volume at the 

emergency pool (ResMaxVolume), the reservoir volume at the normal pool (RES_PVOL), 

reservoir groundwater conductance (RES_CON), and reservoir bottom percolation (RES_BOTE). 

For WASP, physicochemical properties, such as molecular weight, solubility, and partition 

coefficients to sediments, were obtained from related literature to parameterize transport equations 

for both PFOS and PFOA (Lampic and Parnis, 2020; Sima and Jaffé, 2021; Zhan et al., 2010; Zhou 

et al., 2021). Note that partition coefficients were specifically computed from the Freundlich 

adsorption isotherms developed with experimental data for both species (Zhou et al., 2021). 

Figure A4 shows the result of 3000 model evaluations (the vertical axis shows the objective 

function value and the horizontal axis is the range of parameters). The NSE criteria for monthly 

and daily baseflow for both stations are above 0.68 (Figure 6 and A5). For streamflow, NSE criteria 

for monthly is above 0.84 for both stations (Figure A6). For daily streamflow, the NSE is above 

0.69 (Figure 7). In a similar study with the SWAT model in the Huron River catchment, Xu et al. 

(2019) achieved an NSE of less than 0.60 for these stations for daily performance and less than 
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0.72 monthly performance. In addition, PBIAS and RSR values also met the Moriasi et al. (2007) 

model performance criteria. Therefore, based on the performance criteria and comparison with the 

previous study, we consider the model calibrated for reproducing streamflow and baseflow. The 

simulated annual groundwater water table was in reasonable agreement with the sparse head record 

that we had (Figure A7). However, further monitoring at daily steps are necessary to improve the 

groundwater head calibration.  

 

Figure 6. Daily baseflow rate simulated vs. observed. 
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Figure 7. Daily streamflow calibrated vs. observed. 

Noting these limitations and strengths of the calibration, it was possible to reproduce the 

hydrographs from SWAT-MODFLOW-RT3D in WASP as shown in Figure 8. It is worth 

mentioning that the magnitude of water exchanged from the main river to the aquifer was reduced 

in some segments to avoid the stream to dry out and stop the simulation. This was done manually 

to retain the relationship between the riverbed and underlying aquifer as closely as possible. 

Despite this additional process, results show that the streamflow computed in WASP followed the 

magnitudes from SWAT-MODFLOW-RT3D well. Specifically, an NSE of 0.85 or above was 

obtained in the three subbasins highlighted in Figure 4, representing the headwater, middle, and 

lower Huron River. In addition, an acceptable average NSE of 0.79 was obtained for all subbasins 
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in the main river, although performance decreases towards the outlet due to propagation of error 

and to the high number of reservoirs in this area. 

 

Figure 8. Comparison of hydrographs in SWAT and WASP: a) Headwaters (subbasin 8); b) 

Middle river (subbasin 69); c) Lower river (subbasin 132). 

Finally, PFOS and PFOA were incorporated into the model along with the previously 

imported sediment loads, noting that these PFAS species adsorb to solids and are the two most 

tested in the Huron River. For sediment transport, particle diameter and settling velocity were the 

two parameters included. In absence of detailed sediment information in the region, the first was 

set to 0.025 mm and the second to 28 m/day. Regarding PFAS transport, molecular weights and 

partition coefficients to sediments were the two parameters considered. Values of these parameters 

were 500.13 g/mol and 900 L/Kg for PFOS, and 414.07 g/mol and 200 L/Kg for PFOA (Lampic 

and Parnis, 2020; Zhou et al., 2021). Although further research and calibration of some of these 
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values is required to validate their actual regional magnitude, they allowed a first approach to 

simulate fate and transport of these two species in the Huron River Watershed. 

5.3 Evaluation of the integrated model for PFAS fate and transport  

As described earlier, the integrated model was calibrated and validated for groundwater 

and streamflow. However, the lack of PFAS monitoring data at a reasonable spatiotemporal 

resolution makes assessing model performance on PFAS concentrations impractical. Thus, we 

examined this performance at five monitoring sites qualitatively on the Huron River. These sites 

are shown in Figure 5, and more details on their available information are found in Table A2. 

Results for observed and modelled total concentration of PFOS and PFOA at all sites are presented 

in Figure A9, and more details on their concentration in water and sediments at the Strawberry 

Lake monitoring site are displayed in Figure 9. Being the only data available regionally, we 

considered the loads of PFOA and PFOS released by the four WWTPs shown in Figure 5 as the 

only sources of these contaminants during simulation.   
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Figure 9. Comparison between the results from the integrated model and observed values at the 

Strawberry Lake monitoring site: a) PFOS; b) PFOA. 

Results show that the integrated model was able to capture overall concentration trends 

from Strawberry Lake. Additional comparisons can be viewed in Figure A9, from Wixom to the 

Regan Drain Downstream when observations were available. Total concentrations of PFOS and 

PFOA were generally underestimated at these four sites, especially for PFOA, and completely 

disregarded in the first site at Wixom Rd. This suggests the model is conceptually consistent to 

describe the spatiotemporal variations of these concentrations to some extent, but still unable to 

reach observed magnitudes. Although there is a lack of calibrated rates, constants, and sediments, 

results suggest it is not possible to reach observed concentrations only accounting for the loads 

released by WWTPs. This is especially evident in the first site, where the lack of these plants 

results in a modelled concentration of zero, but observations suggest otherwise. Thus, additional 

PFAS sources must be considered to achieve a closer representation of reality. These sources 

include additional point discharges, diffuse sources, and potential exchanges with air, soil, and 
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sediments, and their legacy. This is apparent given the possible deposition of volatile species that 

could turn into PFOS and PFOA, the long half-life of these compounds, and the presence of 

multiple dams. These dams could release PFAS under circumstances promoting resuspension and 

diffusion, as they tend to accumulate sediments and the simulation suggests significant 

concentrations of PFAS species adsorbed to suspended solids.    

5.4 Technical gaps in simulating PFAS   

There are several critical processes for simulating PFAS that SWAT-MODFLOW-RT3D 

and WASP can carry out (Table 3). Several major knowledge and technical gaps for modeling 

PFAS fate and transport have been identified and discussed based on findings presented in Table 

3.  

Table 3. List of processes available in SWAT, MODFLOW-RT3D, SWAT-MODFLOW-RT3D, 

and WASP for simulating PFAS. – means that the model cannot simulate the process. √ means 

that the model can simulate the process. Ꝋ means that the model can potentially simulate the 

process but need further model development. 

Processes  SWAT  MODFLOW-RT3D  SWAT-MODFLOW-

RT3D  

WASP  

Air          

    Drift  −  −  −  −  

    Deposition  −  −  −  −  

Plant          

    Plant root uptake  √  −  √  −  

Soil (saturated)          

    Runoff  √  −  √  −  

    Lateral flow  √  −  √  −  
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Table 3 (cont’d). 

    Infiltration  √  −  √  −  

    Percolation  √  −  √  −  

    Volatilization  √  −  √  −  

    Degradation  √  −  √  −  

    Sorption  √  −  √  −  

    Erosion  √  −  √  −  

Aquifer          

    Advection  −  √  Ꝋ  −  

    Adsorption  −  √  Ꝋ  −  

    Degradation  −  √  Ꝋ  −  

   Aquifer-River 

   load exchange  

−  √  Ꝋ  −  

River          

   Deposition  √  −  √  √  

   Resuspension  √  −  √  √  

   Volatilization  √  −  √  √  

   Degradation  √  −  √  √  

   Advection  √  −  √  √  

   Dispersion  −  −  Ꝋ  √  

   Diffusion  √  −  Ꝋ  √  

   Adsorption  −  −  Ꝋ  √  

   Desorption  −  −  Ꝋ  √  
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Table 3 (cont’d). 

   Bedload movement  −  −  Ꝋ  √  

   River-Aquifer exchange  −  −  Ꝋ  √  

Wetlands/lakes/reservoirs          

   Deposition  √  √  Ꝋ  √  

   Resuspension  √  √  Ꝋ  √  

   Volatilisation  √  √  Ꝋ  √  

   Degradation  √  √  Ꝋ  √  

   Advection  √  √  Ꝋ  √  

   Dispersion  −  −  Ꝋ  √  

   Diffusion  √  −  Ꝋ  √  

   Adsorption  −  −  Ꝋ  √  

   Desorption  −  −  Ꝋ  √  

   Bedload movement  −  −  Ꝋ  √  

   Exchange with aquifers  −  −  Ꝋ  √  

1. SWAT can only simulate one type of pesticide/chemical at one time: This simplification results 

in the wrong estimation of PFAS transport via water and sediment due to multiple PFAS competing 

for sorption sites when coexisting together in the environment (Sima and Jaffé, 2020, Kah et al., 

2021). Therefore, the model should be modified to consider several major PFAS compounds since 

simulating all PFAS is not practical. Further studies should be undertaken to better understand the 

interaction among PFAS compounds and the impact of coexistence on PFAS sorption.  

2. Simulating PFAS sorption in soil environment using the SWAT model: Among the 455 PFAS 

discovered between 2009 and 2017, 45% were anions, 29% were zwitterions, 17% were cations, 
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and 8% were neutrals (Xiao et al., 2017). In geosorbents (soils/sediments/aquifer solids), the 

sorption isotherms of anionic PFAS and a few neutral PFAS have frequently been found to be 

linear or nearly linear. However, experimental evidence indicates that cationic and zwitterionic 

PFAS sorption in natural soils is highly nonlinear (Xiao et al., 2019). As a result, the Freundlich 

isotherm, Equation 40(, is commonly used to represent the nonlinear sorption coefficient:  

 
𝐾𝐹 =

𝑆𝑒

𝐶𝑤
𝑁

 
(40) 

where, 𝐾𝐹 (mg/kg)/(mg/L) and 𝑁 are the Freundlich constants, which vary significantly with the 

specific PFAS and the characteristics of the sorbent (Sima and Jaffé, 2020). Thus, the SWAT 

model should be amended to incorporate a similar nonlinear equation. However, the Freundlich 

equation is purely empirical and the 𝐾𝐹 and 𝑁 should be determined for each specific compound 

with respect to different geosorbents. Therefore, a more physically based approach to consider 

critical environmental factors such as the soil organic matter content, soil PH, and other 

physicochemical properties is required for accurate estimates of PFAS sorption in the soil.  

3. PFAS translocation: Because pesticides are applied as a nonpoint source via spraying on crops, 

SWAT assumes that plants intercept sprayed pesticides via their foliage. The pesticide interception 

is a function of the Leaf Area Index at the growing stage. In comparison, the nonpoint source of 

PFAS to the soil is via biosolids or irrigation. Thus, additional modifications to the SWAT source 

code are required to remove the foliage interception and consider PFAS application via biosolids 

or irrigation rather than spraying. Additionally, the current version of SWAT does not simulate 

plant uptake of pesticides from the soil environment. As a result, additional developments in the 

SWAT source code are required to simulate PFAS uptake by plants based on their type and 

biomass.   



106 

 

4. PFAS leaching to aquifer: in SWAT, the percolated pesticide from the previous year's spraying 

is lost from the system. This means that SWAT does not have an internal mechanism to track the 

percolated PFAS to groundwater. Additionally, return flow from polluted groundwater has been 

observed to contain PFAS, which should be considered in the model. Therefore, further 

modifications to the SWAT source code are required to simulate the exchange of PFAS between 

surface water and groundwater. This part can be implemented with a similar approach to the 

coupling of nitrate transport from SWAT with MODFLOW-RT3D.  

5. PFAS simulation in the interaction between surface water and groundwater: The SWAT model 

simulates pesticides in wetlands and ponds; however, similar to the land phase processes, the 

model is not able to simulate the interaction between groundwater and wetlands/ponds/reservoirs. 

Therefore, the pesticides leaving the waterbodies via percolation/seepage are considered a loss for 

the system. Further modifications to the source code are required to link SWAT reservoir/wetlands 

components with MODFLOW. This part cannot be easily performed since reservoirs and wetlands 

are not represented spatially in the SWAT model. Therefore, further modification is required to 

define a shared boundary condition for SWAT and MODFLOW to exchange flow and chemicals 

in wetlands/reservoirs. 

6. Replacing RT3D with MT3D: The RT3D generally has been recommended for simulating the 

fate and transport of biochemical particles such as nitrate and phosphorous, which does not require 

sophisticated sorption equations. RT3D can simulate mobile particles (i.e., nitrate) and immobile 

particles (i.e., phosphorous). However, MT3D can provide a detailed chemical mass balance 

equation with more details for simulating transport mechanisms, such as dual domain sorption. 

Therefore, replacing RT3D with MT3D would be more helpful for simulating PFAS fate and 



107 

 

transport in groundwater. This conversion can be easily performed as almost all of the RT3D 

module and MT3D module inputs are the same.  

7- Air drift and deposition: The SWAT model cannot simulate the fate of pesticide drifted by air 

and deposited to other parts of the catchment. However, SWAT has been recently coupled with 

AgDRIFT to simulate drift and deposition (Zhang et al., 2018). Through the coupled SWAT-

AgDRIFT model, the wind speed and direction can be used to simulate the amounts of pesticide 

moving offsite for each drift event and deposited as a point source to the receiving waters.   

8. Chemical interactions: The diversity of PFAS compounds and their chemical structures makes 

their reactions and transport mechanisms complex.  Evidence has shown that PFAS can be present 

in deposited sediment (Mussabek et al., 2019b), yet records on how PFAS species diffuse back to 

the water column under a concentration gradient is still limited. In addition, the PFAS release rate 

from foams to water is unknown and should be further studied. For the WASP model to improve 

PFAS transport simulations, reactions between different PFAS compounds should be considered. 

Additionally, competition for sorption sites on sediment particles should also be simulated, given 

the number of PFAS which have a high affinity for sediment. 

9. Technical gaps in linking WASP with SWAT-MODFLOW-RT3D: The connection between the 

coupled SWAT-MODFLOW-RT3D model and WASP has not been well established. There are 

limitations for transferring balances of water, sediments, hydraulic features, and PFAS 

contaminants from SWAT-MODFLOW-RT3D to the stream network. Additionally, sediment 

and PFAS loads from surface runoff, subsurface flow, soil, and groundwater aquifers cannot be 

easily linked with the WASP river network but rather need to be manually entered. To build an 

accurate water quality model, a direct link between the coupled SWAT model and WASP should 
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be established. Some possible solutions include adding the necessary equations to SWAT-

MODFLOW-RT3D coupled model to replace WASP altogether or designing procedures for the 

coupled model to interact with WASP through the hydrodynamic linkage module. 

5.5 Conclusion 

The aim of this study was to summarize potential opportunities and challenges of modeling 

PFAS within an integrated system at a large scale. To address this goal, three categories were 

established and assessed, namely PFAS sources, models, and monitoring for surface water, 

groundwater, and the vadose zone. For each category, suggested improvements and observations 

from the comprehensive literature review and case study were compiled. 

Sources: Point sources and nonpoint sources have been identified as polluting PFAS. Even though 

identification of major polluters in an area of interest area can be straightforward, the rate at which 

PFAS is released into the environment has not been tracked for all polluters. For many PFAS users 

or manufacturing locations and municipalities, the rate and concentration of PFAS within 

discharge and emissions have not been regularly measured. To better predict PFAS exposure sites, 

sampling needs to be conducted on soil, streams, vadose zone, groundwater, sediment, and runoff. 

The sediment trapped behind reservoirs can act as PFAS sources within the right conditions, with 

diffusion driving the PFAS into the water from the sediment or resuspension of contaminated 

sediment from turbulent flow. Groundwater is especially important since it is the main source of 

drinking water and irrigation for rural areas and can retain high concentrations of PFAS when 

contaminated. Additionally, air emissions must be monitored for better source load prediction.  

Modeling: Although there are many models which have been developed for simulating 

contaminant transport through the vadose zone, groundwater, and surface water, none of them are 

suited for simulating different compounds of PFAS transport. The unique characteristics of PFAS 
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allow them to travel through all media via a plethora of transport mechanisms. For this integrated 

model, sediment transport, advection, dispersion, adsorption, and settling were simulated and were 

all found to significantly influence PFAS transport within the Huron River. Unfortunately, not 

many existing models include all avenues of transport, especially from one environmental media 

(e.g., surface water) to the next (e.g., groundwater). Therefore, existing models must be improved 

to account for PFAS transport within and in between different media. This is especially important 

in areas with a large industrial presence and strong surface water-groundwater connections.  

Monitoring: The results from the literature review and the case study of the Huron River watershed 

showed that contaminated environmental media had not been monitored on a regular basis to 

provide temporal trends of PFAS movement over time. Currently, many of the monitoring sites 

have had a single observation, providing a snapshot in time and space. These observations can be 

useful for identifying areas of concern for follow-up monitoring but are not as useful for 

understanding PFAS fate and transport. To paint a better picture of PFAS movement in the 

environment, monitoring studies must be organized to cover both spatial and temporal variation. 

Surface water should be monitored to cover different flow regimes and periods (i.e., high flow and 

low flow). Sediment concentrations of PFAS must also be monitored, especially during intense 

storms and seasonal melting, to understand the connection between the overland and surface water 

environment and the impact of sediment resuspension and redistribution on dissolved PFAS 

concentration. Groundwater monitoring should capture the direction and magnitude of PFAS 

concentration and movement throughout a year, with more monitoring wells at plumes and less in 

lower impacted areas. Finally, soil should be monitored to capture the movement patterns between 

the stratified layers. Without these observations, dispersed non-point sources cannot be identified 

and PFAS models cannot be calibrated or validated, preventing them from being used as a 
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prediction tool. To fill gaps, the algorithm for population-based emissions can be used to estimate 

the magnitude of PFAS contamination within the watershed and identify high risk areas which 

should be more heavily monitored.  

 Despite the fact that many studies have been done to better understand and control PFAS 

in our environment, our level of knowledge of PFAS compounds fate and transport are limited. 

Therefore, future work should include improved source detection and monitoring, characterization 

of PFAS fate and transport mechanisms in models, environmental media integration, and goal-

oriented monitoring.  
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6 Overall Conclusion 

 PFAS are an emerging contaminant with a global footprint having been found in all 

environmental media. To better understand the fate and transport of PFAS within the environment, 

sampling and modeling strategies must be developed in order to generate effective mitigation 

strategies. The aim of this work was to summarize the potential opportunities and challenges of 

modeling PFAS on a large-scale. This requires that all modes of transport within different 

environmental mediums (e.g., vadose zone, groundwater, streamflow) be simultaneously 

considered within the area of interest.  Through literature review and a case study, many 

opportunities and challenges for large scale PFAS fate and transport modeling were identified that 

are summarized here:  

Sources 

• Discharge concentrations and rates from WWTPs, industry and residential areas are 

grossly unknown. In addition, many studies only provide individual snapshots in time 

or space at limited scales that are not appropriate for understanding the overall load 

situations within an area of interest.  

• To better predict PFAS exposure sites, sampling needs to be conducted on air, soil, 

surface water, groundwater, sediment, and runoff. Groundwater is especially important 

since it is the main source of drinking water and irrigation for rural areas and can retain 

high concentrations of PFAS when contaminated.  

• PFAS concentrations within air emissions from industry or incineration plants must be 

monitored to incorporate air deposition during dry and wet periods as a pollution 

source.  

Modeling 
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• Many models have been developed for simulating contaminant transport through the 

vadose zone, groundwater, and surface water, but none of them are ready to account 

for all forms of PFAS fate and transport. This can be accomplished by considering the 

unique characteristics of PFAS that allow them to travel through all media via a 

plethora of transport mechanisms.  

• The seamless integration of environmental models is challenging as different models 

require different inputs data while they come in varieties of special and temporal 

resolutions.  

Monitoring  

• Contaminated environmental media have not been monitored on a regular basis to 

provide temporal trends of PFAS movement over time.  

• To date, many of the monitoring sites have limited observations that are useful for 

identifying the point of concern. However, if it is not impossible, it is very difficult to 

draw conclusions or understand a large-scale system behavior from point observations. 

In addition, these data types are not helpful in environmental modeling as they do not 

provide minimal information for the model calibration/validation.  

• Monitoring studies must be organized to cover both spatial and temporal variation to 

generate a complete overview of PFAS fate and transport. Surface water should be 

monitored to understand PFAS concentrations and loads for different flow regimes and 

periods (e.g., high flow and low flow). This effort should also measure PFAS 

concentrations in contaminated sediment under suspension and deposition conditions. 

In addition, groundwater monitoring should capture the direction and magnitude of 

groundwater movement during wet and dry periods, and soil should be monitored to 
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capture the PFAS movement patterns between the stratified layers. Without these 

observations, PFAS models cannot be calibrated or validated, preventing them from 

being used as prediction tools.  
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7 Future Research Recommendations 

This work highlighted major knowledge gaps within the current research on modeling PFAS 

fate and transport through the environment. In general, future research should address three major 

issues with PFAS studies that include source identification, models integration and 

parametrization, and model calibration through goal-oriented monitoring. Regarding PFAS source 

data identifications, it is suggested that PFAS producers and consumers are required to report their 

production and consumption to regulatory agencies.  

To effectively understand PFAS transport within the environment, more effort needs to be put 

into identification and monitoring of sources, model development, and monitoring of 

environmental media. Although many PFAS sources have been identified, the rate and history of 

PFAS contamination remains unknown preventing accurate predictions of high-risk areas. 

Additionally, the PFAS fate and transport modeling research has mainly been represented within 

one environmental media rather than accounting for others through an integrated system. Plus, the 

most widely used models have limited contaminant transport capabilities, as related to the PFAS 

compounds. Finally, current monitoring data tends not to be sufficient for model calibration or 

validation given the low number of data points at a certain location or not accounting for seasonal 

variation. To bridge these gaps, sampling improvements and modeling improvements are required 

with our suggestions summarized below into sources, modeling, and monitoring.  

Sources: 

• Sample PFAS within the different environmental media, such as surface water, 

groundwater, soil, sediment, and runoff. 

• Identify source rate of PFAS emissions or discharge and seasonal variability.  
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• Compute average source emission rates for well-known PFAS sources, such as WWTP, 

specific industry, and military grounds.  

Models: 

• Modify existing widely used models to include PFAS fate and transport mechanisms. 

• Establish the average and range of values for different parameters that have been used to 

study PFAS fate and transport in various environmental media through research synthesis.   

Monitoring: 

• Organize sampling studies for long-term site investigation covering different media and 

seasonal variability.   

• Provide complete sampling data (i.e., spatial and temporal information) to modelers under 

a memorandum of understanding if necessary.  
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Table A1. Groundwater sampling locations and frequency of PFAS within the Huron River 

Watershed. 

Location PFOS PFOA ΣPFAS Date Range 

Proud Lake Rec Area 9 9 0 4/2019 - 10/2019 

Former Chrysler Scio Facility 65 65 520 5/2018 - 8/2020 

Willow Run Airport 12 12 324 9/2020 - 11/2020 

Glengary Elementary/WLS 3 3 66 4/2019 - 9/2019 
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Table A2. Surface water sampling locations and frequency of PFAS within the Huron River 

watershed. 

Location PFOS PFOA ΣPFAS Date Range 

Ann Arbor WWTP 15 15 0 11/2/2018 - 4/14/2021 

Brighton WWTP 9 9 0 3/20/2019 - 2/23/2021  

Dexter WWTP 6 6 0 8/14/2018 - 11/19/2020 

Wixom WWTP 37 37 0 6/14/2018 - 4/6/2021 

Argo Pond 2 2 48 9/28/2018 - 6/4/2020 

Base Line Lake 1 1 28 8/13/2020 

Behind Edgelake Drive 1 1 22 4/30/2019 

Chrysler SCIO 1 1 28 8/4/2020 

Regan Drain downstream 2 2 53 10/14/2020 

Flat Rock Impoundment 2 2 56 8/4/2020 - 8/25/2020 

HR at Burns Rd 6 6 139 7/24/2018 - 8/3/2020 

HR at Central Rd 1 1 22 7/24/2018 

HR at Delhi Rd 1 1 22 7/24/2018 

HR at E Huron River Dr 3 3 73 7/24/2018 - 8/4/2020 

HR at GM Road 2 2 44 8/30/2018 - 10/30/2018 

HR at McCabe Rd. 1 1 22 10/30/2018 

HR at N Territorial Rd 2 2 44 7/24/2018 

HR at Rawsonville Rd 1 1 22 7/24/2018 

HR at Stark Strasse 1 1 22 7/24/2018 

HR at White Lake Rd 1 1 22 7/24/2018 

HR at Wixom Rd 6 6 139 7/24/2018 - 8/3/2020 

HR Barton Pond 2 2 42 7/24/2018 - 9/28/2018 

HR DS Base Line and Portage 

Lakes 
4 4 100 7/24/2018 - 8/4/2020 

HR US Strawberry Lake 3 3 67 7/24/2018 - 4/30/2019 

Hubbell Pond 1 1 22 10/2/2018 

Huron River at Benstein Rd. 1 1 22 8/30/2018 

Kent Lake 2 2 48 10/29/2018 - 6/14/2020 

Kent Lake at W. Buno Rd 1 1 22 10/30/2018 

Regan Drain upstream 3 3 81 8/25/2020 - 10/14/2020 

Zeeb Rd 2 2 56 8/4/2020 
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Figure A1. Groundwater, fish, and surface water PFAS sampling sites in the Huron River 

watershed. 
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Figure A2. Soil sampling locations of PFAS within the Huron River watershed. 
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Figure A3. Stormwater PFAS sampling locations within the Huron River watershed. 
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Figure A4. Parameters value vs. objective function. The parameter value with index r__ shows 

relative change to the original value. The values in the horizontal axes for HK, VK, SS, and SY 

are the exponent of 10. Co stands for confined aquifer in the first layer; Un stands for the 

unconfined aquifer. Par1, Par2, Par3 stand for the layers of the groundwater. 
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Figure A5. Monthly simulated vs. observed baseflow. 
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Figure A6. Monthly streamflow simulated vs. observed. 
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Figure A7. Simulated a) annual cell-by-cell groundwater water table and b) annual cell-by-cell 

recharge. 
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Figure A8. Model samples in relation to observations from groundwater wells within the study 

area. 
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Figure A9. Huron River observations and model results for PFOS and PFOA at a) Wixom Rd, b) 

Burns Rd, c) Strawberry Lake, d) Base Line and Portage Lakes, and e) Regan Drain 

Downstream. 
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