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ABSTRACT 
 

CHARACTERIZATION OF BROADLY CONSERVED AVCID TOXIN-ANTITOXIN 
SYSTEM AND ITS MECHANISM TO INHIBIT PHAGE BY DISRUPTING NUCLEOTIDE 

METABOLISM 
 

By 
 

Brian Yifei Hsueh 

The prevalence of antiphage defense systems, which have recently been shown 

to be located on mobile genetic elements in bacteria, have sparked interest to 

understand the coevolutionary arms race of bacteria and bacteriophage (phage). 

Bacteria and phages have coexisted for billions of years, and phages are widely 

distributed in different environmental niches populated by their bacterial hosts, including 

the human intestine and marine environment. The evolutionary pressure imposed by 

phages have led bacteria to evolve diverse strategic systems to protect themselves 

from phage predation, including CRISPR-Cas, restriction-modification, and abortive 

infection. Recent studies have begun to reveal that toxin-antitoxin (TA) system are 

associated with antiphage defense systems. Vibrio cholerae El Tor, the causative agent 

of current cholera pandemics, has acquired two unique genomic islands of unknown 

origins, known as Vibrio Seventh Pandemic Islands 1 & 2 (VSP-1 & 2). It is 

hypothesized that the acquisition of VSP islands increase environmental fitness of El 

Tor. While both islands encode approximately 36 open reading frames, yet many 

remain largely uncharacterized.  

In this work, I characterize a novel TA antiphage system encoded on VSP-1 of V. 

cholerae, here named AvcID. Chapter 2 describes the biological function of AvcD toxin 

by which it possesses deoxycytidylate deaminase (DCD) activity and produces dUMP 



as the final product. Further experiments identify the AvcI antitoxin as a small RNA and 

determine that it post-translationally inhibits the activity of AvcD. Moreover, AvcD 

consists of two domains—a N-terminal P-loop NTPase and a C-terminal DCD—and 

mutations in conserved features of each domain abrogate its activity. AvcD is widely 

conserved across kingdoms, and virtually all bacteria that encode AvcD also have AvcI 

homologs. Notably, chromosomal AvcID can solely be activated by transcriptional 

shutoff in V. cholerae, demonstrating that AvcID is a type III TA system. Unlike 

canonical type III TA systems, in which the toxin is an endoribonuclease, the AvcD toxin 

is a deaminase. Importantly, the AvcID system provides antiphage defense in 

Escherichia coli that lacks this system by corrupting nucleotides for phages to utilize to 

reduce coliphage replication efficiency.  

In Chapter 3, I explore the activation mechanism of the AvcID system as well as 

the consequences to phages after encountering AvcID. During infection, virtually all lytic 

phages induce transcription shutoff of the host by hijacking host transcription machinery 

to make virion progeny. I uncover that phage-induced transcriptional shutoff leads to 

turnover of labile AvcI antitoxin and concomitantly activates the deaminase activity of 

AvcD, leading to a disruption of nucleotide levels. This disruption of nucleotide levels is 

shown in both susceptible phages (ex. T5) and resistant phages (ex. T7). Through an 

unknown mechanism, AvcID also increases the abundance of defective phages that are 

susceptible to AvcID. In summary, this work has made contributions in the field of TA 

systems and its association with the antiphage defense paradigm by uncovering the 

biological function and mechanism in response to phage infection.   
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CHAPTER 1 – Introduction of Vibrio Seventh Pandemic Islands in Vibrio cholerae 
El Tor 

 

 

 

 

 

 

 

 

 

 

 



2 
 

Horizontal gene transfer (HGT) is frequently mediated by mobile genetic 

elements (MGEs), which may result in the acquisition of genes that contribute to 

bacterial fitness, diversity, and evolution [1–3]. The genes encoded on MGEs not only 

encode virulence factors and antimicrobial resistance but also antiphage defense [3–6]. 

Some refer to these bacterial antiphage defense systems as the prokaryotic “immune 

system.” Different MGEs from various bacteria encode distinct sets of antiphage 

defense systems. These defense systems frequently cluster in the vicinity of one 

another and are commonly known as “defense islands” [7–9]. Vibrio cholerae, the 

etiological agent of cholera, is a Gram-negative, rod-shaped pathogen that is enriched 

with prophages and MGEs on its chromosomes [10]. Out of more than 200 serogroups 

of V. cholerae, only the serogroups O1 and O139 have been the causative agents of 

current cholera epidemics, and specifically serogroup O1 V. cholerae is the major 

infectious agent [11]. Serogroups are further subclassified into two major biotypes: 

classical and El Tor. The first six pandemics of V. cholerae from the years 1817 to 1921 

were most likely caused by the classical biotype, whereas the seventh and current 

pandemic that began in 1961 was caused by the El Tor biotype [12]. Virtually all 

modern-day cholera infections are caused by El Tor, and environmental sampling 

identifies only El Tor, suggesting that the classical biotypes are no longer prevalent [13]. 

One of the major genetic differences between the classical and El Tor biotypes is El Tor 

has acquired two unique genomic islands of unknown origins, named the Vibrio Seventh 

Pandemic Islands 1 and 2 (VSP-1 and 2) [14, 15]. This led to the hypothesis that the 

two VSP islands played a crucial role in El Tor’s evolution to pandemicity and the 

displacement of the classical biotype in modern cholera infections [16].  
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VSP-1 and -2 are encoded on chromosome I of V. cholerae. VSP-1 is integrated 

into the site between vc0174 and vc0186 and VSP-2 is integrated into the site between 

vc0489 and vc0517 [14, 17]. Unlike VSP-1, VSP-2 is integrated at a tRNA-methionine 

locus and is flanked by direct repeats. However, both VSP islands encode either an 

integrase or transposase. The association with the tRNA gene, direct repeats and the 

presence of integrase and transposase are all features of MGEs [18–20]. Moreover, it 

was demonstrated that both VSP islands are capable of excising themselves, 

dependent on their cognate integrase, from the chromosome and forming circular 

intermediates, which is likely a first step in their horizontal transfer, whether by 

transformation, conjugation or transduction [4, 17, 21, 22].  

VSP-1 and VSP-2 account for approximately 39 kilobases (kb) of DNA and 

encode nearly thirty-six putative open reading frames (ORFs), many of which remain to 

be characterized. It is hypothesized that the biological functions they encode may 

contribute to environmental persistence and/or the pathogenicity of El Tor infections [23, 

24]. In 2012, the Mekalanos group was the first to link the connection between toxin-

coregulated pilus (TCP) pathogenicity island and VSP-1 and later discovered that VSP-

1 encodes a dinucleotide synthase named DncV that synthesizes the novel second 

messenger cyclic GMP-AMP (cGAMP) from ATP and GTP [24]. The expression of dncV 

is negatively regulated by a transcriptional regulator encoded upstream of dncV termed 

VspR [24]. VspR is not only a negative regulator of dncV but also the genes upstream 

and downstream of dncV, vc0178 and vc0180, respectively [24]. Additionally, DncV 

contributes to colonization in an infant mouse model through an unknown mechanism 

[24]. In 2018, the Ng and Waters groups demonstrated that cGAMP can allosterically 
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activate a phospholipase encoded by the gene VC0178, now named CapV, to degrade 

the host membrane [25]. Like DncV, capV expression is also modulated by repressor 

VspR [24]. Another V. cholerae virulence regulator, ToxR, was also shown to directly 

negatively regulate capV expression [26]. In addition to transcriptional regulation, DncV 

has been co-crystalized with folate-like molecules that serve as inhibitors by modifying 

its active site conformation and preventing it from synthesizing cGAMP [27].   

Though the VSP-2 island is much larger and encodes more ORFs than VSP-1, 

its link to host fitness is still poorly understood. Up until 2020, the function of only two 

ORFs on VSP-2 had been validated; vc0516, an integrase, and vc0503, a 

peptidoglycan endopeptidase [17, 28]. In 2020, the Dörr group uncovered a 

transcriptional network encoded by the vc0513-vc0515 operon that is induced under 

zinc-deprivation [29]. The operon encodes a transcriptional activator, VerA, that 

increases expression of VSP-2 chemotaxis and motility-related genes, including the 

AerB chemotaxis receptor, which mediates oxygen-dependent congregation and energy 

taxis, under zinc-deprived condition, implicating the roles of VSP-2 in response to the 

environment. While both islands are unique to V. cholerae El Tor, VSP-2, however, has 

several variations in other El Tor strains. For instance, C6706, a Peruvian strain, lacks 

vc0511-vc515, which encodes the Zur (zinc uptake regulator)-regulated chemotaxis 

pathway, while a strain isolated from the recent Haitian outbreak lacks vc0495-vc0512, 

which encodes part of the chemotaxis pathway and several putative proteins, including 

a transcriptional regulator (vc0497), a ribonuclease H (vc0498), a type IV pilin (vc0502), 

and a DNA repair protein (vc0510) [29]. The variations in the VSP-2 island among the El 
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Tor strains may be a beneficial adaptation in the ever-changing environments where 

these strains reside.  

One challenge that bacteria encounter under both host and environmental 

conditions is bacteriophage infection. The relationship between bacteriophages 

(henceforth phages) and bacteria has been studied extensively for decades mainly 

because bacteria constantly face challenges from phages, as they are outnumbered 

approximately 10:1 [30]. As the Red Queen Hypothesis posits, this has led to a 

coevolutionary arms race that resulted in tremendous diversity in both bacterial and 

phage defensive and offensive strategies [6, 8, 31, 32]. V. cholerae is endlessly being 

challenged by phages in the environment, leading to hypotheses stating that the 

displacement of the classical biotype and the emergence of El Tor biotype may have 

been driven by phages by selecting the phage-resistant strains [33, 34]. In 2019, the 

Sorek group discovered that the operon encompassing the genes capV, dncV, vc0180 

(E1-E2) and vc0181 (Jab) is an antiphage defense system, now recognized as the 

cyclic-oligonucleotide-based antiphage signaling system (CBASS) [7, 35]. Upon phage 

infection, CBASS is activated and limits phage invasion of bacterial populations via 

abortive replication [7, 24, 25]. Though the activation mechanism of CBASS is still under 

investigation, CapV and DncV were shown to be indispensable for this system to 

provide phage defense. Despite their putative accessory role to CapV/DncV signaling, 

the contributions of VC0180 and VC0181 to CBASS function remains mysterious. 

Interestingly, when testing the V. cholerae CBASS system for phage infection in a naïve 

laboratory strain of Escherichia coli MG1655, it solely conferred phage resistance 

against two out of ten E. coli phages while the CBASS derived from E. coli TW1168 
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provided resistance to six [7]. This discrepancy is partly due to the lack of the regulatory 

factors from V. cholerae needed to properly function in E. coli. Similarly, the Kranzusch 

group found that DncV-like enzymes belong to a large family of cyclic-

nucleotide/oligonucleotide cyclases and are capable of synthesizing diverse sets of 

cyclic-oligonucleotide molecules, including aforementioned cGAMP, as well as cyclic 

UMP-AMP, cyclic-di-UMP, and even cyclic trinucleotide AMP-AMP-GMP [35]. More 

importantly, the CBASS operons were also found to be frequently clustered in the 

vicinity of known antiphage defense systems, such as CRISPR-Cas or Restriction 

Modifications (RMs) [7].  

To expand the current understanding of VSP islands, we collaborated with Eva 

Top’s group at the University of Idaho where they developed a bioinformatics analysis 

pipeline that determined the co-occurrence of gene networks within the VSP islands 

across sequenced bacterial genomes. The results indicate that along with the previously 

described CBASS system, dncV not only co-occurs in bacterial genomes with capV, 

vc0180, and vc0181, but also with vc0175, renamed herein as antiviral-cytidine 

Deaminase (avcD), suggesting a shared biological purpose. Enzymes of the deaminase 

superfamily are widely conserved in all kingdoms in diverse biological contexts. We 

demonstrated AvcD exhibits deoxycytidylate deaminase (DCD) activity, catalyzing the 

deamination of cytidine-containing bases to uridine-containing bases. DCD is part of the 

broader Zn-dependent cytosine deaminase (CDA) family of enzymes, which are 

primarily involved in the pyrimidine and purines salvage metabolism pathways [36–38]. 

The activity of DCD enzymes play an important role in the de novo synthesis of 

deoxythymidine triphosphate (dTTP) by supplying the dUMP required by thymidylate 
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synthase (TS) to yield deoxythymidine monophosphate (dTMP), the building block for 

dTTP synthesis [36]. Besides their role in homeostatic regulation of dNTP pools, CDA 

enzymes are implicated in other biological functions. For instance, unlike AvcD, the 

APOBEC (Apolipoprotein B mRNA editing enzyme catalytic polypeptide-like) family 

plays a vital role in viral immunity in eukaryotes where their catalytic activity is 

deaminating minus-strand DNA of retroviruses, leading to viral genome instability [39–

42]. While the regulation of the APOBEC family is poorly understood, AvcD activity is 

post-translationally inhibited by a unique sRNA named AvcI (AvcD Inhibitor), which is 

encoded immediately upstream of the avcD locus in a manner that is similar to the Type 

III TA systems. 

 The central aim of my thesis is to understand the function of AvcID and the 

activation of AvcID in response to phage infection. In Chapter 2, I found that AvcD 

consists of two domains—a P-loop NTPase and a DCD domain— both of which are 

required for the deamination of dCTP and dCMP. Overproduction of AvcD results in a 

cell filamentation phenotype and requires conserved features of both domains. AvcD-

induced filamentation can also be abolished in the presence of the sRNA AvcI in a post-

translational manner. Furthermore, AvcID forms a novel class of Type III TA system, 

unlike most proteinaceous toxins in Type III TA systems which are endonucleases, and 

I demonstrated that the AvcID system confers phage protection. In Chapter 3, I explore 

the mechanisms by which AvcID is activated upon phage infection and find that AvcD is 

released from AvcI inhibition and thereby depletes dC pools and increases the dUMP 

level. The exhaustion of nucleotides by AvcD demonstrates this biological utility as a 

combat strategy against phage infection.  
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2.1: PREFACE 

The content of this chapter is in preprint at biorxiv (2021.03.31.437871) and the 

manuscript is accepted at Nature Microbiology as of 04/07/2022. Dr. Severin and I 

contributed equally to this work. Mr. Clint Elg from Dr. Eva Top group and Dr. Benjamin 

Ridhenhour developed and performed the correology bioinformatic pipeline. Dr. Janani 

Ravi performed the phylogenetic tree and domain analysis of AvcD and homologs. Dr. 

Evan Waldron and Dr. Abhiruchi Kant from Dr. Matthew Neiditch’s group purified AvcD 

and performed EMSAs. Dr. John Dover and Dr. Kristin Parent provided insights for 

phage experiments. Alex Wessel made plasmids for Figure 2.5 and Christopher 

Rhoades made VSP island knockout strains in V. cholerae.  

 

2.2: ABSTRACT 

The El Tor biotype of Vibrio cholerae is responsible for perpetuating the longest cholera 

pandemic in recorded history. The genomic islands VSP-1 and -2 are understudied 

genetic features that distinguish El Tor from previous pandemic V. cholerae. To 

understand the role of VSP genes, we calculated the co-occurrence of VSP genes 

across bacterial genomes. This analysis predicted that the previously uncharacterized 

gene vc0175, herein renamed anti-viral cytidine deaminase (avcD), is in a gene 

network with dncV, a cyclic GMP-AMP synthase involved in phage defense. AvcD 

consists of two domains; a P-loop NTPase and a deoxycytidylate deaminase, both of 

which are required for the deamination of dCTP and dCMP. We found that homologs of 

avcD are broadly conserved across the three domains of life. Additionally, AvcD activity 

is post-translationally inhibited by a unique noncoding RNA named AvcI located 



10 
 

immediately upstream of the avcD locus, in a manner analogous to Type III toxin-

antitoxin systems, and we demonstrate that AvcID protects bacteria from phage 

infection. Activation of AvcD upon inhibition of transcription or phage infection 

significantly alters cellular nucleotides by depleting dC substrates and increasing dUMP. 

Our results show that AvcID protects against bacteriophage infection by combining 

aspects of two eukaryotic anti-viral strategies; cytosine deamination (e.g., APOBEC) 

and the depletion of cellular deoxynucleotides (e.g., SAMHD1). 

 

2.3: INTRODUCTION 

Vibrio cholerae, the etiological agent responsible for the diarrheal disease 

cholera, is a monotrichous, Gram-negative bacterium found ubiquitously in marine 

environments [43]. There have been seven recorded pandemics of cholera, beginning in 

1817, and the fifth and sixth pandemics were caused by strains of the classical biotype. 

The seventh pandemic, which began in 1961 and continues today, was initiated and 

perpetuated by circulating strains of the El Tor biotype. Numerous phenotypic and 

genetic characteristics are used to distinguish the classical and El Tor biotypes [44]. It is 

hypothesized that El Tor’s acquisition of two unique genomic islands of unknown 

origins, named the Vibrio Seventh Pandemic Islands 1 and 2 (VSP-1 and 2) [14], played 

a pivotal role in El Tor’s evolution to pandemicity and the displacement of the classic 

biotype in modern cholera disease [16]. 

Combined, VSP-1 and VSP-2 encode ~36 putative open reading frames (ORFs) 

within ~39 kb (Figs. 1A-B) [14, 17, 45, 46]. While the majority of the genes in these two 

islands remain to be studied, it is hypothesized that the biological functions they encode 
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may contribute to environmental persistence [23, 28] and/or the pathogenicity [24] of the 

El Tor biotype. In support of this idea, VSP-1 encodes a phage defense system 

encompassing the genes dncV, capV, vc0180 and vc0181 called the cyclic-

oligonucleotide-based antiphage signaling system (CBASS) [7] (Fig. 1A). CBASS limits 

phage invasion of bacterial populations via a process termed abortive replication 

whereby upon phage infection cyclic GMP-AMP (cGAMP) synthesis by DncV activates 

cell lysis by stimulating the phospholipase activity of CapV [7, 25]. During our search for 

VSP-1 and 2 gene networks, we determined that the gene vc0175, renamed herein as 

antiviral cytidine deaminase (avcD), co-occurs in bacterial genomes with dncV, 

suggesting a common function. 

We show that AvcD exhibits deoxycytidylate deaminase (DCD) activity and is 

part of the broader zinc-dependent cytosine deaminase (CDA) family of enzymes [36–

38]. The activity of DCD enzymes play a vital role in the de novo synthesis of 

deoxythymidine triphosphate (dTTP) by supplying the dUMP required by thymidylate 

synthase (TS) to form deoxythymidine monophosphate (dTMP) [36]. CDA enzymes 

belonging to the APOBEC (Apolipoprotein B mRNA editing enzyme catalytic 

polypeptide-like) family also play an important role in viral immunity in higher organisms 

where their catalytic activity is utilized for the deamination of nucleic acids rather than 

free nucleotide substrates to restrict several types of viruses, such as retroviruses, and 

retroelements [39–42, 47]. 

A primary challenge faced by lytic phage is to rapidly replicate many copies of its 

genome, which requires sufficient nucleotide substrates [48]. During DNA phage 

infection, total DNA within a bacterium can increase 5-10 fold, illustrating the vast 
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amount of DNA replication that must occur in a short window of time [49, 50]. To 

accomplish this feat, invading DNA phage often corrupt the delicate balance of 

enzymatic activity across a host’s deoxynucleotide biosynthetic pathways by deploying 

their own DCD, dUTPase, TS, and ribonucleotide reductase to ensure the appropriate 

ratio and abundance of deoxyribonucleotides [51–55].  

In this chapter, we show that AvcD is a dual domain protein consisting of a 

putative N-terminal P-loop NTPase (PLN) and C-terminal DCD domain, and this novel 

domain architecture is present across the tree of life. Overexpression of AvcD promotes 

cell filamentation, which has hallmarks of nucleotide starvation resembling thymine-less 

death (TLD) toxicity [56–59]. Our results demonstrate that ectopic expression of AvcD 

indeed corrupts the intracellular concentrations of deoxynucleotides by depleting dCTP 

and dCMP and this activity protects bacteria from phage infection. Moreover, we 

demonstrate that AvcD activity is negatively regulated by a non-coding RNA located 5’ 

of the avcD locus [renamed herein as AvcD Inhibitor (AvcI)] which resembles a toxin-

antitoxin (TA) system. Furthermore, avcID systems are widely encoded in bacteria and 

we show that a subset of them function similarly, establishing cytidine deaminase 

enzymes as antiphage defense systems in bacteria. 

 

2.4: MATERIALS AND METHODS 

2.4.1: Bacterial Strains, Plasmids, and Growth Conditions 

The strains, plasmids, and primers used in this study are listed in Appendix 2 

(Tables 1-3). Unless otherwise stated, cultures were grown in Luria-Bertani (LB) at 35°C 

and supplemented with the following as needed: ampicillin (100 µg/mL), kanamycin 
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(100 µg/mL), and isopropyl--D-thiogalactoside (IPTG) (100 µg/mL). E. coli BW29427, a 

diaminopimelic acid (DAP) auxotroph, was additionally supplemented with 300 μg/mL 

DAP. The V. cholerae El Tor biotype strain C6706str2 [60] was utilized in this study and 

mutant strains were generated using the pKAS32 suicide vector [61] using three 

fragments: 500 bp of sequence upstream of the gene of interest, 500 bp of sequence 

downstream of the gene of interest and cloned into the KpnI and SacI restriction sites of 

pKAS32 using by Gibson Assembly (NEB). Ptac inducible expression vectors were 

constructed by Gibson Assembly with inserts amplified by PCR and pEVS143 [62] or 

pMMB67EH [63] each linearized by EcoRI and BamHI, as well as pET28b digested with 

NcoI and XhoI for the C-terminal His tags. To generate the N-terminal His tag AvcD, 

pAvcD (4-532), avcD (corresponding to residues 4-532) was PCR amplified from 

pAvcD6xHis using Phusion High-Fidelity DNA Polymerase (NEB) with EWAvcDFwd and 

EWAvcDRev primers. Finally, In-Fusion® Snap Assembly (Takara Bio US Inc.) was 

used to integrate the purified insert into pET28b that had been linearized using the 

restriction enzymes NdeI and XhoI. pEVS141 [64] is used as an empty vector control for 

experiments using pEVS143 derived constructs. Site-directed mutagenesis was 

performed using the SPRINP method [65]. Plasmids were introduced into V. cholerae 

through biparental conjugation using an E. coli BW29427 donor. Transformation of E. 

coli for ectopic expression experiments was performed using electroporation with 

DH10b for expression of pEVS143 and pMMB67EH derived plasmids. Transformation 

of E. coli for protein production experiments was performed using either electroporation 

or heat shock at with BL21(DE3) for expression with pET28b based constructs. 
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2.4.2: GeneCoOccurrence Bioinformatics Analysis 

Our GeneCoOccurrence software package is built on Kim and Price’s approach 

[66] to of creating maximum related subnetworks (MRS) using the co-occurrence of 

genes (in this case, the genes within genomic islands VSP-1 and 2) to calculate genetic 

co-occurrence. The source code, documentation, and a Docker container for this 

Python3 package are available at https://github.com/clinte14/GeneCoOccurrence. While 

VSP-1 is used to simplify the description of the method detailed below, both VSP-1 and 

2 were independently analyzed in the same fashion. First, BLASTP was used to find 

homologs for each VSP-1 gene against the NCBI non-redundant protein database with 

an E-value cutoff of 10-4. The BLAST results were limited to bacterial genomes, and all 

taxa belonging to the genus Vibrio were removed to avoid bias from closely related 

vertical inheritance. The BLAST results were used to generate a presence or absence 

matrix of VSP-1 homologues with all species along one axis and VSP-1 genes along the 

other axis. Next, a pairwise Pearson correlation value was calculated between all VSP-1 

genes i and j using binary data from the above-mentioned presence/absence matrix: 

𝑟𝑖𝑗 =  
𝐶𝑖𝑗𝑁 − 𝐸𝑖 𝐸𝑗

√𝐸𝑖𝐸𝑗(𝑁 − 𝐸𝑖)(𝑁 − 𝐸𝑗)

, 

where N is the total number of unique species returned from the BLAST search and 𝐶𝑖𝑗 

the number of species with co-occurrence of genes i and j. While a Pearson correlation 

is warranted for a normally distributed binary data set, it does not account for indirect 

correlation. For example, if genes i and j individually associate with a third gene, a 

Pearson correlation will incorrectly calculate a correlation between i and j. To help 

correct for indirect correlation we calculate a partial correlation 𝑤𝑖𝑗  from the Pearson 𝑟𝑖𝑗: 

https://github.com/clinte14/GeneCoOccurrence
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𝑤𝑖𝑗 =  
𝑃𝑖𝑗

√𝑃𝑖𝑖𝑃𝑖𝑗

, 

where the (i, j) element of the inverse matrix of Pearson 𝑟𝑖𝑗 is 𝑃𝑖𝑗 [66].  

The partial correlation correction 𝑤𝑖𝑗  has the advantage of generating a normalized 

output that ranges between -1 to 1. For example, a 𝑤𝑖𝑗  of -1 reveals genes i and j never 

co-occur in the same species, while a value of 1 demonstrates genes i and j always co-

occur in the same species. A 𝑤𝑖𝑗  of 0 is the amount of co-occurrence expected between 

unrelated genes i and j drawn from a normal distribution. Using the above-mentioned 

approach, a partial correlation value 𝑤𝑖𝑗  was calculated for all genes i to j in VSP-1 and 

VSP-2 (Supplemental Files 1 and 2). The single highest 𝑤𝑖𝑗  value for each VSP-1 gene 

was represented as an edge (i.e., line) in our visualization (Figs. 1A-B). Any set of 

genes that contains no further edges were assigned to a unique MRS that suggests 

functional association of the gene products within a unique gene network. 

 

2.4.3: Genomic Identification, Structural, and Sequence Analyses of AvcD & AvcI 

Homologs  

 AvcD from V. cholerae El Tor N16961 (AAF93351.1) was identified as locus tag 

vc0175. AvcD and homologs profiles are performed using translated BLAST tblastn and 

run against the nucleotide collection (nr/nt) in the National Center for Biotechnology 

Information (NCBI) database, using >40% similarities cutoff. For previously annotated 

domains, the Pfam feature in KEGG [67, 68] was utilized to determine AvcD homologs. 

Out of all the AvcD homologs, AvcD homologs from Vibrio parahaemolyticus O1: Kuk 

str. FDA_R31 [69] (WP_020839904.1), Proteus mirabilis AR_379 [70] 

https://ncbi.nlm.nih.gov/protein/AAF93351.1
https://ncbi.nlm.nih.gov/protein/WP_020839904.1
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(WP_108717204.1), and E. coli O78:H11 H10407 [71] (ETEC) (WP_096882215.1) were 

analyzed in this study. Genomic contextual information from prokaryotic gene 

neighborhoods was retrieved from NCBI genome graphics feature to uncover avcI-like 

genes located as a hypothetical ORF 5’ of the avcD locus. If unannotated, the ORFinder 

feature from NCBI was used to determine the location and size of the putative avcI 

locus. To predict the structure of AvcD from V. cholerae, the amino acid sequence was 

submitted to Phyre2 [72] and structural visualization was performed using PyMol 

(https://pymol.org). The amino acid and nucleotide alignments were analyzed using 

ClustalW Omega from EMBL-EBI web services [73] and LocARNA [74], respectively. 

 

2.4.4: Identification and Characterization of Protein Homologs 

Homology searches: To ensure the identification of a comprehensive set of 

homologs (close and remote), we started with six representative proteobacterial AvcD 

proteins from V. cholerae, V. parahaemolyticus, P. mirabilis, and E. coli ETEC 

described above along with E. cloacae (WP_129996984.1), and A. veronii 

(WP_043825948.1) and performed homolog searches using DELTABLAST [75] against 

all sequenced genomes across the tree of life in the NCBI RefSeq database [76–78]. 

Homology searches were conducted for each protein and the search results were 

aggregated; the numbers of homologs per species and of genomes carrying each of the 

query proteins were recorded. These proteins were clustered into orthologous families 

using the similarity-based clustering program BLASTCLUST [75].  

Characterizing homologous proteins: Phyre2, InterProScan, HHPred, SignalP, 

TMHMM, Phobius, Pfam, and custom profile databases [72, 79–86] were used to 

https://ncbi.nlm.nih.gov/protein/WP_108717204.1
https://ncbi.nlm.nih.gov/protein/WP_096882215.1
https://pymol.org/
https://ncbi.nlm.nih.gov/protein/WP_129996984.1
https://ncbi.nlm.nih.gov/protein/WP_043825948.1
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identify signal peptides, transmembrane (TM) regions, known domains, and secondary 

structures of proteins in every genome. Custom scripts were written to consolidate the 

results [87–92], and the domain architectures and protein function predictions were 

visualized using the MolEvolvR web application [93] 

(https://jravilab.github.io/phage_defense_avcd/).  

Phylogenetic analysis (MSA and Tree): Thousands of homologs from all six 

starting points for AvcD proteins were consolidated and representatives were chosen 

from distinct Lineages and Genera, containing both the N- and C-terminal AvcD 

domains (PLN and DCD domains). Multiple sequence alignment (MSA) of the identified 

homologs was performed using Kalign [90] and MUSCLE [94, 95] (msa R package 

[96]). The phylogenetic trees were constructed using FastTree [97] FigTree [98] and the 

R package, ape [99]. 

All our molecular evolution and phylogenetic analyses for protein characterization 

were done using the MolEvolvR webapp: http://jravilab.org/molevolvr.  

 

2.4.5: Growth Curve Assays  

Overnight cultures were diluted 1:1000 into LB supplemented with antibiotics and 

IPTG in a 96-well microplate (Costar®). Growth was monitored by measuring OD600 

every 15 min for 15 hours (h) using a BioTek plate reader with continuous, linear 

shaking.  

 

https://jravilab.github.io/phage_defense_avcd/
http://jravilab.org/molevolvr
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2.4.6: Fluorescence Microscopy and Analysis  

Cells were imaged as previously described [100]. Briefly, overnight cultures were 

diluted 1:1000 into LB supplemented with antibiotics and IPTG. Cultures were grown 

and induced for 7-8 h, at which point cells were diluted to an OD600 of 0.5 in 1X PBS, 

then membrane stain FM4-64 dye (ThermoFisher Scientific) was added to a final 

concentration of 20 µg/mL. One percent agarose pads in deionized water were cut into 

squares of approximately 20 x 20 mm and placed on microscope slides. 2 µl of diluted 

cultures were spotted onto a glass coverslip and then gently placed onto the agarose 

pad. FM4-64 signal was visualized using a Leica DM5000b epifluorescence microscope 

with a 100X-brightfield objective under RFP fluorescence channel. Images were 

captured using a Spot Pursuit CCD camera and an X-cite 120 Illumination system. Each 

slide was imaged with at least 20 fields of view for each biological replicate. Cell lengths 

were processed using the Fiji plugin MicrobeJ [101], and data were visualized and 

analyzed using R [91] by quantifying the length of the curvilinear (medial) axis of 

detected cells.  

 

2.4.7: Construction and Screening of Mutant Gene Libraries 

 AvcI-insensitive AvcD constructs were generated by error-prone PCR (epPCR) 

using pAvcD (pCMW204) as the template. Three different concentrations of MnCl2 (12.5 

mM, 1.25 mM, and 125 μM) were used in triplicate using Taq polymerase (Invitrogen) 

and reactions containing the same MnCl2 concentration were pooled. The PCR 

products were purified, using The Wizard® SV Gel and PCR Clean-Up Kit (Promega), 

and ligated to pEVS143 via Gibson Assembly. The assembled reactions were 
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electroporated into E. coli DH10b and plasmid libraries were collected from ~ 30,000 

representative colonies for each MnCl2 concentration. Plasmid libraries were harvested 

using the Wizard® Plus SV Minipreps DNA purification Kit (Promega). Plasmid libraries 

were subsequently electroporated into E. coli BW29427 which were again plated and 

pooled to contain ~ 30,000 representative colonies. The E. coli BW29427 random 

mutant pAvcD libraries were conjugated with ΔavcD V. cholerae on LB agar plates for 8 

h, harvested, diluted, and spread on LB agar plates containing 1 mM IPTG and 

antibiotics, and grown overnight. ~ 5,000 colonies were screened in each library and all 

colonies exhibiting a wrinkled and small colony morphology, indicative of cell 

filamentation, were isolated and filamentation was confirmed by fluorescence 

microscopy. Mutant pAvcD plasmids recovered from cells exhibiting cell filamentation 

were sequenced by Sanger sequencing. Mutations were reintroduced individually into 

the WT pAvcD construct using SPRINP mutagenesis [65] and reevaluated using 

fluorescence microscopy to confirm the AvcD variant’s ability to remain constitutively 

active in ΔavcD V. cholerae. 

 

2.4.8: RNA Isolation, qRT-PCR, and Co-transcription Analysis  

 RNA isolation and qRT-PCR analysis were carried out as previously described 

[102]. Briefly, triplicate overnight cultures were subcultured 1:1000 in 10 mL LB and 

grown to three different OD600: 0.2 (Early Exponential), 1.0 (Late Exponential), and 2.5 

(Stationary). 1 mL of each replicate was pelleted, and RNA was extracted using TRIzol® 

reagent following the manufacturer’s directions (Thermo Fischer Scientific). RNA quality 

and quantity were determined using a NanoDrop spectrophotometer (Thermo Fischer 
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Scientific). 5 µg of purified RNA was treated with DNase (TurboTM DNase, Thermo 

Fischer Scientific). cDNA synthesis was performed using SuperScriptTM III Reverse 

Transcriptase (Thermo Fischer Scientific). cDNA was diluted 1:64 into molecular biology 

grade water and amplification was quantified using 2x SYBR Green (Applied 

BiosystemsTM). For measuring gene expressions or determining ori/ter ratios, 25 µL 

reactions consisted of 5 µL each of 0.625 µM primers 1 and 2, 12.5 µL of 2X SYBR 

master mix, and 2.5 µL of template (0.78 ng/μL cDNA for gene expression and 0.25 

ng/μL V. cholerae genomic DNA for ori/ter [103]). qRT-PCR reactions were performed in 

technical duplicates for biological triplicate samples and included no reverse 

transcriptase reaction controls (“no RT”) to monitor for contaminating genomic DNA in 

purified RNA samples. qRT-PCR reaction thermo profile was 95C for 20 seconds (s) 

then 40 cycles of 95C for 2 s and 60C for 30 s in the QuantStudio 3 Real-Time PCR 

system (Applied BiosystemsTM). The gyrA gene was used as an endogenous control to 

calculate relative quantification (ΔCt).  

 To determine the co-transcription of avcI and avcD, PCR amplification was 

performed in 25 µL volumes using Q5 polymerase (NEB), 0.5 µM each of the forward 

and reverse primers as indicated, 0.2 mM dNTPs, and 3.5 µL of cDNA or no RT control 

templates (0.78 ng/µL) from RNA purified from WT and Δig222 V. cholerae grown to late 

exponential-phase in biological triplicate. The thermal profile was 98°C for 30 s, 30 

cycles of 98°C for 10 s, 55°C for 30 s, 72°C for 10 sec and one cycle of 72°C for 2 min. 

PCR products were loaded on a 1% agarose gel and stained with EZ-Vision® (VWR). 

Images were taken using the GelDoc system (Bio-Rad).  

 



21 
 

2.4.9: Protein Purification 

pAvcD(4-532) was transformed via heat shock at 42°C into E. coli strain 

BL21(DE3) and grown at 37°C and 200 RPM to OD600 = 0.8-0.9 in LB medium 

containing 30 μM kanamycin. The medium was then supplemented with 100 μM ZnCl2, 

and AvcD expression was induced with 500 μM IPTG. Following induction, the cells 

were grown overnight at 18°C and 200 RPM. The cells were then pelleted at 7,000 x g 

for 15 min. Cell pellets were resuspended in Buffer A (500 mM NaCl, 50 mM HEPES pH 

7.5, 40 mM imidazole pH 7.5, 1 µg/µL DNase, and 1 mM phenylmethanesulfonyl 

fluoride (PMSF)) and lysed by two passages through a French press at approximately 

25,000 PSI. Lysate was clarified at 35,000 x g at 4°C for 45 min. The clarified lysate 

was passed over His60 superflow Ni resin (Takara Bio US Inc.), and the protein-bound 

resin was washed with Buffer B (500 mM NaCl, 50 mM HEPES pH 7.5, 70 mM 

imidazole pH 7.5). The resin was then resuspended in Buffer C (500 mM NaCl, 50 mM 

HEPES pH 7.5, 40 mM imidazole pH 7.5) and the slurry was nutated overnight at 4°C in 

the presence of 3.2 μg/mL thrombin (BioPharm Laboratories, LLC.). Following overnight 

incubation, the resin was repacked into a column and eluted by gravity. SDS-PAGE of 

the eluate revealed that overnight digestion at 4°C resulted in complete cleavage of 

AvcD from the His6 affinity tag. Following thrombin digestion, AvcD (residues 4-532) 

contained two heterologous N-terminal residues (Gly-Ser) derived from the thrombin 

cleavage sequence. To remove the majority of thrombin, the digested AvcD fraction was 

combined with p-aminobenzamidine-agarose (Millipore-Sigma) and nutated for 30 min 

at 4°C. The protein-resin mixture was then repacked into a column and AvcD was 

eluted by gravity. To inactivate residual thrombin, benzamidine was then added to the 
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eluted AvcD to a final concentration of 50 mM. AvcD was then concentrated using a 10 

kDa cut-off Vivaspin concentrator (Sartorius). The concentrated AvcD was loaded onto 

a Superdex 200 16/70 column (GE Healthcare) equilibrated in Buffer D (100 mM NaCl, 

20 mM HEPES pH 7.5, and 1 mM tris (2-carboxyethyl) phosphine (TCEP)). S200 peak 

fractions were analyzed by SDS-PAGE to assess purity. The purest AvcD-containing 

fractions were combined and concentrated using a 10 kDa cut-off Vivaspin concentrator 

to approximately 4.38 mg/mL (as evaluated using the Bradford method). 

 

2.4.10: RNA Synthesis and Purification 

The method for RNA production was modified from previously described [104–

107]. The AvcI DNA template for in vitro transcription was PCR amplified from pAvcI 

using Q5 High-Fidelity DNA Polymerase (NEB) and the oligonucleotide pair EJW002 

and EJW003. To incorporate the T7 promoter into the final AvcI DNA template, forward 

primer, EJW002, included the T7 promoter sequence prior to the homologous sequence 

for AvcI. Additionally, the first two residues of the reverse primer, EJW003, were 2-OMe 

modified to reduce 3-end heterogeneity of the transcript [108]. The PCR reaction was 

analyzed using a 1% agarose gel, and the band corresponding to the AvcI DNA 

template was excised and gel purified. AvcI RNA was synthesized by in vitro 

transcription using the T7-AvcI DNA template and the HiScribe™ T7 High Yield RNA 

Synthesis Kit (NEB). The transcription reactions were incubated at 37°C for 4 h. 

Following transcription, DNase I (NEB) was added to a final concentration of 1X per 

reaction and incubated at 37°C for an additional 15 min. AvcI was then purified using a 

guanidinium thiocyanate-phenol-chloroform extraction with Trizol® reagent (Thermo 
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Fisher Scientific). Extracted RNA was subsequently precipitated with isopropanol. 

Precipitated RNA was pelleted via centrifugation and subsequently re-solubilized in 

RNA storage buffer (300 mM NaCl, 10 mM Tris pH 8.0, 2 mM EDTA) for 4 h at 65°C. 

Purity of product was evaluated using a denaturing 7 M urea PAGE. Individual aliquots 

of AvcI were flash frozen using liquid nitrogen and stored long-term at -80°C. Reverse 

complement AvcI was generated as described above using the oligonucleotide pair 

EJW016 and EJW017. 

 

2.4.11: Electrophoretic Mobility Shift Assay (EMSA) 

10 µL binding reaction mixtures containing 60 µM, 30 µM, 15 µM, 7.5 µM or 3.75 

µM AvcD or 357.6 µM RpfR with 0.5 µM AvcI or AvcI-RC RNA were incubated at 30C 

for 30 min in binding buffer (20 mM HEPES pH 7.5, 100 mM NaCl, and 1 mM TCEP). 

The controls contained either 60 µM AvcD, 0.5 µM AvcI, or 0.5 µM AvcI-RC in Buffer D. 

EMSA loading buffer (40% sucrose, 10 mM Tris pH 8.0, 60 mM EDTA and 0.03% 

bromophenol blue) was added to each sample in a 1:1 ratio prior to loading 10 µL of 

sample onto the native 1X TBE 6% polyacrylamide gel. Native PAGE was carried out at 

300 V for 40 min at 4C. The gel was subsequently stained with SYBR Gold 

(ThermoFisher Scientific) and visualized using UV trans illumination and a 602/50 

emission filter on a ChemiDoc MP Imaging System (Bio-Rad Laboratories, Inc.). 

 

2.4.12: Denaturing Urea PAGE 

Denaturing urea PAGE of AvcI and AvcI-RC was performed using 1X TBE 8% 

polyacrylamide 7 M urea denaturing gels. 10 µL AvcI or AvcI-RC at 0.5 µM in RNA 
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storage buffer was mixed 1:1 with 2X RNA loading dye (NEB). Samples were heated for 

5 min at 95C and loaded onto the gel. Denaturing PAGE was carried out at 300 V until 

the dye front had traveled 3/4th the length of the gel. The gel was then stained with 

ethidium bromide, and the RNA products were visualized using UV trans illumination 

and a 602/50 emission filter on a ChemiDoc MP Imaging System. 

 

2.4.13: In vitro Nucleic Acid Deamination Assay 

Cell Lysate Preparation: Overnight cultures were subcultured 1:333 and grown 

to an OD600 of ~0.5 - 1.0. Cultures were induced with 1 mM IPTG, supplemented with 

100 µM ZnSO4, and grown for an additional 3 h. Cell pellets from 100 mL of induced 

cultures were harvested in two successive 15 min centrifugation steps at 4,000 x g and 

4°C. Supernatants were decanted and pellets were flash frozen in an ethanol and dry 

ice bath and stored at -80° C. Pellets were thawed on ice and suspended in 2 mL of 

lysis buffer E (50 mM NaPO4, pH 7.3, 300 mM NaCl, 2 mM β-mercaptoethanol, 20% 

glycerol and Roche cOmpleteTM protease inhibitor (1 tablet per 10 mL)). 1 mL of cell 

suspension was transferred to a microcentrifuge tube and sonicated on ice using a 

Branson 450 Digital Sonifier (20% amplitude, 20 sec total, 2.5 sec on, 2.5 sec off). 

Crude lysates were centrifuged at 15,000 x g for 10 min at 4°C and clarified lysates 

were transferred to fresh microcentrifuge tubes on ice. Clarified lysates were normalized 

for total protein to a concentration of 1.9 mg/mL as measured by Bradford reagent and a 

BSA standard. 26.5 µL reactions composed of lysis buffer E, nucleic acid substrates, 

and 3.5 µL of normalized clarified lysates were assembled in PCR strip tubes, mixed by 

gentle pipetting, and incubated at room temperature (~23°C) for 1 h. NH4Cl solutions at 
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the indicated concentration were dissolved in lysis buffer E and substituted for nucleic 

acid substrates as positive controls. 

Ammonia Detection: The evolution of ammonia from the deamination of the 

nucleic acid substrates was observed using a phenol-hypochlorite reaction to produce 

indophenol in a clear 96-well microtiter plate and modified from Dong et al. [109]. The 

work of Ngo et al. [110] was considered when designing the lysis buffer so as not to 

interfere with the phenol-hypochlorite reaction. 50 µL of Reagent A (composition below) 

was added to each well followed by 20 µL of the completed in vitro deamination reaction 

described above. The phenol-hypochlorite reaction was initiated by the addition and 

gentle mixing of 50 µL Reagent B (composition below) to the wells. The reaction was 

incubated at 35°C for 30 min and the ABS630 was measured using a plate reader.  

Reagent A = 1:1 (v/v), 6% (w/v) sodium hydroxide (Sigma) in water: 1.5% (v/v) 

sodium hypochlorite solution (Sigma, reagent grade) in water. 

Reagent B = 1:1:0.04 (v/v/v), water: 0.5% (w/v) sodium nitroprusside (Sigma) in 

water: phenol solution (Sigma, P4557) 

 

2.4.14: Western Blot 

 Strains containing AvcD- and variant- C-terminal 6x-histidine fusions were grown, 

induced, and harvested as described previously above (See In vitro Nucleic Acid 

Deamination Assay: Cell Lysate Prep), except for the His-tag fusion (pGBS98) which 

are induced for only 2 h with 100 μM IPTG and not subjected to sonication. The cell 

pellets were resuspended in 2 mL of chilled 1X PBS and subsequently normalized to 

OD of 1.0. 1 mL aliquots were collected by centrifugation at 15k x g for 1 min. Cell 
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pellets were subsequently resuspended in 90 µL of lysis buffer A and 30 µL of 4x 

Laemmli buffer, denatured for 10 min at 65°C, and centrifuged at 15k x g for 10 min. 5 

µL of samples were loaded into a precast 4-20% SDS-PAGE gels (Mini-PROTEAN TGX 

Precast Protein Gels, Bio-Rad) alongside size standards (Precision Protein Plus, Bio-

Rad). Gels were run at room temperature for 90 min at 100 V in 1x Tris/glycine/SDS 

running buffer. Proteins were transferred to nitrocellulose membranes (Optitran). The 

membranes were blocked using 5% skim milk and incubated with 1:5000 THETM His 

Tag Antibody, mAb, Mouse (GenScript) followed by 1:4000 Goat Anti-Mouse IgG 

Antibody (H&L) [HRP], pAb (GenScript), treated with Pierce™ ECL Western Blotting 

Substrate, and imaged using an AmershamTM Imager 600.  

 

2.4.15: UPLC-MS/MS Quantification of Deoxynucleotides  

 Deoxynucleotide concentrations were determined as previously described [111] 

with minor modifications. For measuring in vivo intracellular deoxynucleotide 

concentrations, overnight cultures were subcultured 1:1000 and grown to OD600 of ~1.0. 

Plasmid expression was induced by the addition of 1 mM IPTG for 1 h, and 1 mL of 

cultures were collected by centrifugation at 15,000 x g for 1 min. Pellets were 

resuspended in 200 µL of chilled extraction buffer [acetonitrile, methanol, ultra-pure 

water, formic acid (2:2:1:0.02, v/v/v/v)]. To normalize in vivo nucleotide samples, an 

additional cell pellet was collected from 1 mL of culture by centrifugation at 15,000 x g 

for 1 min, resuspended in 200 μL lysis buffer F (20 mM Tris·HCl, 1% SDS, pH 6.8), and 

denatured for 10 min at 60°C. Denatured lysates were centrifuged at 15,000 x g for 1 

min to pellet cellular debris, and the supernatant was used to quantify the total protein 
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concentration in the sample using the DC protein assay (Bio-Rad) and a BSA standard 

curve [100]. The concentrations of deoxynucleotides detected by UPLC-MS/MS were 

then normalized to total protein in each sample.  

For the quantification of deoxynucleotides in vitro E. coli BL21(DE3) clarified 

lysates were prepared as described for the deamination experiment above and 

normalized to 20 mg/mL of total protein and 200 µL of normalized clarified lysates were 

assembled in PCR strip tubes. To measure abundance of dUMP and dUTP prior to the 

addition of 1 µM dCTP, 20 µL of normalized clarified lysates were added to 200 µL of 

chilled extraction buffer. 20 µL of 10 µM dCTP was then added to the remaining clarified 

lysate and 20 µL lysates aliquots were removed 1, 5, 10, and 30 min after the addition 

of dCTP and mixed in 200 µL chilled extraction buffer. 

All samples resuspended in extraction buffer, in vivo and in vitro, were 

immediately incubated at -20oC for 30 min after collection and centrifuged at 15,000 x g 

for 1 min. The supernatant was transferred to a new tube, dried overnight in a speed 

vacuum, and finally resuspended in 100 μL ultra-pure water. Experimental samples and 

deoxynucleotides standards [1.9, 3.9, 7.8, 15.6, 31.3, 62.5, and 125 nM of dATP 

(Invitrogen), dGTP (Invitrogen), dTTP, (Invitrogen), dCTP (Invitrogen), dCMP (Sigma), 

dUTP (Sigma), and dUMP (Sigma)] were analyzed by UPLC-MS/MS using an Acquity 

Ultra Performance LC system (Waters) coupled with a Xevo TQ-S mass spectrometer 

(Waters) with an ESI source in negative ion mode. The MS parameters were as follows: 

capillary voltage, 1.0 kV; source temperature, 150oC; desolvation temperature, 400oC; 

cone gas, 120 L/h. Five microliter of each sample was separated in reverse phase using 

Acquity UPLC Premier BEH C18, 2.1 x 100 mm, 1.7 µm particle size, VanGuard FIT at 
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a flow rate of 0.3 mL/min with the following gradient of solvent A (8mM DMHA (N,N-

dimethylhexylamine) + 2.8 mM acetic acid in water, pH~9) to solvent B (methanol): t = 0 

min; A-100%:B-0%, t = 10 min; A-60%:B-40%, t =10.5; A-100%:B-0%, t = 15 min; A-

100%:B-0% (end of gradient). The conditions of the MRM transitions were as follows 

[cone voltage (V), collision energy (eV)]: dATP, 490 > 159 (34, 34); dCTP, 466 > 159 

(34, 34); dGTP, 506 > 159 (15, 46); dTTP, 481 > 159 (25, 34); dUTP, 467 > 159 (25, 

34); dCMP, 306 > 97 (43, 22); dUMP, 306 > 111 (22, 22).  

 

2.4.16: In vivo dNTP Quantification Following Termination of Transcription and 

Translation  

Overnight cultures were subcultured 1:1000 into a pair of matched sister cultures 

and grown at 35° C with aeration. 2 mL of each sister culture was collected at time zero 

(OD600 ~1.0) with 1 mL for dNTPs quantification and 1 mL for total protein 

quantification (See ‘UPLC-MS/MS Quantification of Deoxynucleotides’). Following the 

initial culture sampling, each sister culture was treated with either rifampicin (250 

μg/mL) to stop transcription or spectinomycin (200 μg/mL) to stop translation. Following 

the initial antibiotic treatments, cultures were sampled for both dNTP and total protein 

quantifications for the duration of the experiment at indicated timepoints.  

 

2.4.17: Phage Infection and Plaque Assays 

Coliphages were propagated on E. coli MG1655 in LB, and their titer was 

determined using the small drop plaque assay method, as previously described [7]. 

Briefly, 1 mL of overnight cultures were mixed with 50 mL of MMB agar (LB + 0.1 mM 



29 
 

MnCl2 + 5 mM MgCl2 + 5 mM CaCl2 + 0.5% agar), tenfold serial dilutions of phages in 

MMB were dropped on top of them and incubated overnight at room temperature. The 

viral titer is expressed as plaque forming units per mL (pfu/mL).  

 E. coli MG1655 cells transformed with empty vector (pBRP15) and each 

associated pAvcI-AvcD plasmids were grown in LB overnight at 37°C. Overnight 

cultures are subcultured 1:1000 in melted MMB agar and let to solidify at room 

temperature. Tenfold serial dilutions of coliphages in MMB medium were dropped on 

top of them and incubated overnight at room temperature. Efficiency of plaquing (EOP) 

was determined for each coliphage by comparing the plaque forming units (PFUs) on 

each of the AvcI-AvcD containing strains to the control pBRP15 containing strain. 

 To measure the nucleotides after phage infection, cells were grown in LB 

overnight at 37°C. Overnight cultures are subcultured 1:1000 in LB and grown to OD600 

of ~0.3. 3 mL of culture was collected for a time zero reading: 1.5 mL for dNTPs 

quantification and the 1.5 mL for total protein quantification (See ‘UPLC-MS/MS 

Quantification of Deoxynucleotides’). The cultures are then infected with phage (T3, 

MOI of 5; SECΦ18, MOI of 10), and additional 3 mL was removed at each indicated 

subsequent time point. 

 

2.4.18: DNA Replication Assay 

 Overnight cultures were subcultured 1:100 in LB at 35° C and grown to OD600 of 

~0.3. The cultures are then infected with T5 phage at the final MOI of 1. 1.5 mL of 

culture was collected at 10-, 20-, 30-, and 40-min post infection. Culture aliquots were 

centrifuged at 15k x g for 1 min and the pellets were flash frozen in a dry ice-ethanol 
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slurry. DNA was extracted using Wizard® Genomic DNA Purification Kit (Promega), 

using the Gram-negative bacteria protocol and purified DNA from each sample was 

uniformly resuspended in 50 µL of DNA dehydration solution. DNA quality and quantity 

were determined using a NanoDrop spectrophotometer (Thermo Fischer Scientific). 

Using primers were targeting the T5 phage-tail fiber (ORF124) the abundance of T5 

phage genome in each sample was quantified using qPCR as described above (See 

‘RNA Isolation, qRT-PCR, and Co-transcription Analysis).  The relative abundance of T5 

genome was calculated using the difference of Ct between 10 min and each subsequent 

timepoints [2^-(ΔCt)] for each strain.  

 

2.4.19: Statistical Analysis 

As specified in the figure legends, all of the statistical analyses for the violin plots 

were performed with R statistical computing software [91], while other data were 

analyzed in GraphPad Prism Software. Statistically significances denote as the 

following: a single asterisk (*) indicates p < 0.05; double asterisks (**) indicate p < 0.01; 

triple asterisks (***) indicate p < 0.001; and quadruple asterisks (****) indicate p < 

0.0001. Means ± SEM and specific n values are reported in each figure legend. 

 

2.5: RESULTS 

2.5.1: dncV and avcD cooccur in bacterial genomes 

To help identify functional interactions within the largely unclassified VSP-1 & 2 

genes, VSP island genes were classified into putative “gene networks” or sets of genes 

that form a functional pathway to accomplish a biological task. Since gene networks 
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often share deep evolutionary history among diverse taxa, we hypothesized that the set 

of genes in a gene network would co-occur together in the genomes of diverse taxa at a 

higher frequency than chance alone would predict. Our software package was named 

‘GeneCoOccurrence inspired by [66] and is described in detail in the materials and 

methods.  

We calculated a Pearson correlation followed by a partial correlation correction 

between each of the VSP island genes from the same island across the sequenced 

bacterial domain. This resulting partial correlation correction ”𝑤𝑖𝑗” has an output 

normalized to a range of -1 to 1, with a 𝑤𝑖𝑗  of -1 revealing homologs of genes i and j 

never occur in the same species as opposed to a value of 1 in which homologues of 

genes i and j always co-occur in the same species. Previous research using well-

classified Escherichia coli gene networks showed that partial correlation values 𝑤𝑖𝑗  > 

0.045 were highly correlated with shared biological functions [66]. Using the above-

mentioned approach, we calculated a partial correlation value 𝑤𝑖𝑗  for all genes i to j in 

VSP-1 and VSP-2. From there, we generated a visualization of the Maximum 

Relatedness Subnetworks (MRS) showing the single highest 𝑤𝑖𝑗  value for each VSP 

gene (Figs. 2.1A-B). 

One of our VSP-1 gene networks centered on dncV and identifies the 

experimentally validated CBASS anti-phage system (Fig. 2.1A) [7]. Curiously, the 

putative deoxycytidylate deaminase encoded by vc0175, which we renamed avcD, was 

also found to co-occur with dncV (𝑤𝑖𝑗  = 0.147) but not with any of the other CBASS 

members (𝑤𝑖𝑗  < 0.045) (Fig. 2.1A). Recognizing that co-occurrence of dncV with avcD  
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Figure 2.1. VSP-1 and VSP-2 schematic and predicted gene networks (MRS). 
Cartoon of VSP-1 (A) and VSP-2 (B) from El Tor V. cholerae N16961 and gene 
network predictions from GeneCoOccurrence. Arrows indicate the highest partial 
correlation 𝑾𝒊𝒋 each gene has to another (ovals). Two arrows are presented pointing 

in opposing directions where the highest correlation 𝑾𝒊𝒋 is reciprocal between two 

genes. MRS = maximum relatedness subnetwork 
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may indicate a shared or common biological function, we sought to understand the 

biological activity of avcD. 

 
Figure 2.2. Expression of AvcD induces cell filamentation and is inhibited by 
sRNA AvcI.  
(A) Growth curves and (B) representative images of WT El Tor V. cholerae and ΔVSP-
1/2 strains expressing avcD from a Ptac-inducible plasmid (pAvcD) or an empty vector 
control (pVector1). Cells were stained with FM4-64 prior to imaging. Error bars 
represent standard error of the mean from three biological replicates. Scale represents 
2 µm. (C) Cell length distributions of WT V. cholerae and VSP island mutants 
expressing pAvcD or pVector1. (D) Distribution of cell lengths replicates of E. coli 
cultures carrying an pVector1 or pAvcD in addition to either an empty vector single copy 
cosmid (pLAFR) or pLAFR containing VSP-1 (pCCD7). (E) Cell length distributions of 
gene deletions within VSP-1 (ΔavcD-vc0176, ΔvspR-vc0181, and Δvc0182-vc0185) 
maintaining either pVector1 or pAvcD. (F) Cell length distributions of VSP-1 gene locus 
mutants expressing pAvcD in combination with either pIg222 or a vector control       
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2.5.2: Expression of AvcD induces cell filamentation and is abrogated in the 

presence of sRNA AvcI 

We found that over-expressing avcD (pAvcD) in wild type (WT) V. cholerae did 

not impact growth, but growth was impaired in a double VSP island deletion mutant 

(ΔVSP-1/2) (Fig. 2.2A). Expression of pAvcD in the ΔVSP-1/2 background yielded 

filamentous cell morphologies, suggesting these cells have a defect in cell division that 

manifests in a reduced growth yield (Fig. 2.2B). We performed the same image analysis 

in single island mutants and found that cell lengths only increased in strains lacking 

VSP-1 (Fig. 2.2C). Likewise, overexpression of pAvcD in a laboratory strain of E. coli 

DH10b also induced cell filamentation that was inhibited by provision of a single copy 

cosmid containing VSP-1 (pCCD7) but not the vector cosmid control (pLAFR) (Fig. 

2.2D). To identify the negative regulator of AvcD activity encoded in VSP-1, we 

generated partial VSP-1 island deletions and quantified cell filamentation following AvcD 

expression. Of the three partial VSP-1 deletion strains, expression of pAvcD only 

induced filamentation in the ΔavcD-vc0176 mutant (Fig. 2.2E). Individual gene deletion 

mutants of avcD and vc0176 maintained WT cell morphology following expression of 

AvcD (Fig. 2.2F), suggesting the 504 nt intergenic region between avcD and vc0176 is 

the source of AvcD inhibition. We identified a 222 nucleotide (nt) open reading frame we 

Figure 2.2 (cont’d) (pVector2). (G) Table reporting the capacity of various pIg222 
constructs to prevent AvcD induced cell filamentation when expressed in combination 
with pAvcD in Δig222 V. cholerae. Dotted line denotes a non-native ribosomal binding 
site (RBS), “*” indicates a putative start codon mutated to a stop. (H) Cell length 
distributions of Δig222 V. cholerae expressing pAvcD. All cell length distributions 
represent ~750-3000 cells measured per strain with summary statistics: mean 
(diamonds), median (horizontal black line), interquartile range (box), and data below 
and above the interquartile range (vertical lines). Different letters indicate significant 
differences at p < 0.05, according to Tukey’s post-hoc test.  
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named ig222 encoded in the same orientation immediately 5’ of avcD as a possible 

candidate for the AvcD regulation (Fig. 2.1A). Expression of pAvcD in Δig222 strain 

produced a filamentous cell morphology that was abrogated when ig222 was provided in 

trans (Fig. 2.2F).  

To determine whether the AvcD inhibiting component encoded in ig222 was a 

small peptide or an untranslated small regulatory RNA (sRNA), we deconstructed the 

ig222 locus in an inducible plasmid by truncating the locus, removing the plasmid-

encoded ribosome binding site (RBS), and mutating potential start codons (“*”). We then 

explored whether these constructs retained the capacity to inhibit AvcD induced 

filamentation in Δig222 when co-expressed with pAvcD. Mutation of the ig222 rare CTG 

start codon to a TAG stop codon (222 ntSTOP) did not abrogate the ability of this 

construct to inhibit AvcD activity in trans when co-expressed in the Δig222 strain (Fig. 

2.2G). We then examined a 174 nt ORF completely encoded within ig222 (174 nt) and 

found it was also sufficient to prevent AvcD induced filamentation (Fig. 2.2G). 

Additionally, expression of this 174 nt ORF from constructs either lacking a ribosome 

binding site (174 nt-RBS) or where the native ATG start codon was mutated to a TAA 

stop codon (174 ntSTOP) each retained the ability to inhibit AvcD activity (Fig. 2.2G). We 

also identified an ATG start codon on the interior of the 174 nt ORF corresponding to an 

alternative reading frame and mutation of this interior start codon to a TAA stop codon 

(174 ntInteriorSTOP) also failed to abrogate AvcD activity. To identify the minimum 

functional size of inhibitor, we further truncated this 174 nt segment from both the 5’ and 

3’ ends and found that removal of either 18 bp from the 5’ end or 4 bp from the 3’ end 

was sufficient to abolish inhibitor’s activity (Fig. 2.2G). Collectively, these results 
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suggest that the AvcD inhibitory component of ig222 is a novel sRNA, and we refer to the 

174 nt locus within ig222 as AvcI, for AvcD Inhibitor. 

 

2.5.3: AvcI post-translationally regulates the activity of AvcD and interacts with 

AvcD in vitro 

To determine whether AvcI regulates AvcD at the level of pre- or post-translation, 

we expressed an avcD C-terminally tagged 6x histidine construct (AvcD6xHIS) in WT and 

Δig222 V. cholerae and measured the cellular abundance of AvcD6xHIS using Western 

blotting. Expression of AvcD6xHIS manifested in a filamentous cell phenotype in Δig222 

that was not observed in the WT strain, indicating the tagged protein maintained activity 

and was negatively regulated by AvcI (Fig. 2.3A). However, the cellular abundance of 

AvcD6xHIS was not significantly different between these two strains (Figs. 2.3B-C). 

Additionally, incubation of purified AvcD with in vitro transcribed AvcI RNA revealed 

robust AvcD-AvcI complex formation (Fig. 2.3D). While AvcD also interacted with the 

AvcI reverse complement sequence (AvcI-RC), this interaction was not as strong as 

AvcI (Fig. 2.3E). A negative control protein, RpfR-FI [112] (Fig. 2.3D) did not interact 

with AvcI. Native gels were used for the binding reactions, which results in different 

migration between AvcI and AvcI-RC; however, the sizes of AvcI and AvcI-RC were 

identical as determined using denaturing polyacrylamide gel electrophoresis (PAGE) 

(Fig. 2.3F). This result is consistent with the formation of a distinct 3-dimensional RNA 

structure by AvcI but not AvcI-RC (Figs. 2.3D-E). Together, we conclude that AvcI RNA 

interacts with AvcD to suppress AvcD-dependent cell filamentation although the RNA 

binding specificity parameters of AvcD require further analysis. 
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2.5.4: Conservation and evolution of AvcI and AvcD 

To identify if AvcD activity and its regulation by AvcI are conserved, we evaluated 

the activity of three Proteobacterial AvcD homologs from Vibrio parahaemolyticus, 

Proteus mirabilis, and E. coli ETEC (Fig. 2.4A). Like V. cholerae avcD, all three avcD 

homologs induced filamentation in E. coli (Fig. 2.5A). While there was no strong 

nucleotide sequence similarity for the sequence encoded 5’ of each avcD homolog (Fig. 

2.4B), we hypothesized these sequences also encoded avcI homologs. Indeed, co-

expression of each AvcI homolog with its corresponding AvcD suppressed cell 

filamentation (Fig. 2.5A). We then challenged each avcD with each avcI and found 

cross-species inhibition only between V. cholerae and V. parahaemolyticus, while AvcI 

from P. mirabilis and ETEC only inhibited the activity of their native AvcD partner (Figs. 

2.5B-C). These data demonstrate that while AvcI inhibition of AvcD activity is conserved 

across species the specific molecular interactions that mediate this process are not.  

Using a selection of proteobacteria AvcD homologs as starting points, we 

performed a homology search across the tree of life (Methods) to determine the breadth 

of AvcD’s phylogenetic distribution. This analysis revealed a conserved two-domain 

AvcD core architecture consisting of an N-terminal P-loop NTPase (PLN) [113] and a C-

terminal deoxycytidylate deaminase (DCD) with homologs found in all three domains of 

life (Figs. 2.6A-B, Table 4). In support of functional homology among distant avcD 

homologs, expression of avcD from the eukaryotic Saccharomyces cerevisiae [114] 

dcd1 (~30% similarity) also led to cell filamentation in E. coli (Figs. 2.5D, 2.6A). 
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Figure 2.3. The presence of avcI does not reduce the abundance of AvcD and 
AvcI and AvcD forms a complex formation in solution.  
(A) Representative images of WT V. cholerae and Δig222 cultures maintaining an 
empty vector plasmid (pVector1) or Ptac-inducible avcD-6xHIS plasmid (pAvcD6xHis) 
grown in the presence of 100 µM IPTG for 2 h. Cells were stained with FM4-64 prior 
to imaging and performed in biological triplicate. (B) Representative Coomassie 
stained PAGE gel (top) and matched anti-6x His antibody Western blot (bottom) of 
whole cell lysates normalized to total protein from V. cholerae WT and Δig222 cultures 
maintaining pVector1 or pAvcD6xHis. Black triangles correspond to AvcD6xHis (60.6 
kDa). Analysis was performed in biological triplicate and the relative signal intensity 
(C) was the determined by comparing the intensities of AvcD6xHIS from paired WT and 
Δig222 lysates probed on the same blots. (D) An AvcD-AvcI complex formed in an 
AvcD concentration-dependent manner as determined by EMSA. (E) Trace quantities 
of non-specific binding of AvcD to the AvcI reverse complement (AvcI-RC) were 
observed. (F) AvcI and AvcI-RC run at essentially equivalent molecular weights on a 
7 M urea denaturing PAGE. Low range ssRNA ladder (NEB). 

 

2.5.5: AvcD is a deoxycytidylate deaminase 

AvcD is a 532 amino acid polypeptide composed of two putative domains: a P-loop 

NTPase (PLN) domain and a DCD-like C-terminus. Interrogation of a Phyre2 [72] model 

of V. cholerae AvcD (Fig. 2.7A) revealed conserved catalytic residues in the PLN likely 
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involved in performing a reversible phosphotransfer of the γ-phosphate from a 

nucleotide triphosphate donor to a diverse group of substrates [113]. The C-terminal 

DCD domain contains a highly conserved zinc-dependent cytidine deaminase (CDA) 

active-site motif [115] ([HAE]X28[PCXXC]) in the DCD domain. The constellation of 

residues that make up the Zn2+ binding pocket is composed of three critical amino acids 

in AvcDVC; H382, C411, and C414. Zn2+ is required for the catalytic deprotonation of 

water by a conserved glutamate residue (E384 in AvcDVC) for the hydrolytic 

deamination of a cytosine base to uridine. Ectopic expression of AvcD active site 

variants, in either the PLN (S52K, D162A+Q163A) or DCD domain (E384A, 

C411A+C414A), failed to induce E. coli filamentation (Fig. 2.7B) despite being 

abundantly expressed (Fig. 2.7C), indicating the catalytic activities originating from both 

the PLN and DCD domains are required for AvcD-induced filamentation. 

We performed a genetic screen to identify AvD variants whose activity was no 

longer inhibited by AvcI by expressing a random library of avcD mutants in a ∆avcD 

mutant strain where avcI remains intact. Ectopic expression of WT avcD in a ∆avcD 

mutant does not induce filamentation (Fig. 2.7D) or produce small, wrinkled colonies on 

solid agar due to the genomic copy of avcI (data not shown). However, AvcD variants 

that are insensitive to avcI exhibit a small colony phenotype. Screening ~ 15,000 

potential mutants, we identified five unique avcD mutations that encoded single amino 

acid substitutions (E123K, A126T, K201R, K511E, and Q514R) located in both the PLN 

and DCD domains that rendered AvcD insensitive to AvcI inhibition (Fig. 2.7D). 
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Figure 2.4. Multiple sequence alignment of homologs of AvcD and AvcI.  
(A) Amino acid alignment of the V. cholerae AvcD and three homologs using EMBL-
EBI ClustalW [73]. “*” indicates 100% identity, “:” indicates >75%, and “.” Indicates 
>50% similarity. Black triangles indicate conserved residues in V. cholerae AvcD 
targeted for site-directed mutagenesis. (B) Nucleotide alignment of V. cholerae AvcI 
and three homologs using LocARNA [74]. The average secondary structure is 
indicated in dot-bracket notation (top). Consensus identities are correlated with the 
height of the bars below the corresponding nucleotide. Compatible base pairs are 
colored according to the number of different types C-G (1), G-C (2), A-U (3), U-A (4), 
G-U (5) or U-G (6) of compatible base pairs in the corresponding columns. The color 
saturation decreases with the number of incompatible base pairs. 
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Figure 2.5. Conservation of AvcI and AvcD homologs.  
(A) Cell length distributions of E. coli co-expressing Ptac-inducible plasmids encoding 
avcD homologs and their cognate avcI or vector controls.  (B) Representative images 
of E. coli co-expressing various combinations of Ptac-inducible plasmids encoding 
homologs of avcD and avcI. Scale represents 2 µm. (C) Cell length distributions of E. 
coli co-expressing various combinations of Ptac-inducible plasmids encoding homologs 
of avcD and avcI. (D) Cell length distributions of E. coli expressing pAvcD, a Ptac-
inducible plasmid encoding dcd1 from S. cerevisiae (pDcd1Sc), or pVector1. All cell 
length distributions represent ~1000-3000 cells measured per strain with summary 
statistics: mean (diamonds), median (horizontal black line), interquartile range (box), 
and data below and above the interquartile range (vertical lines). Different letters 
indicate significant differences at p < 0.05, according to Tukey’s post-hoc test. VC = 
Vibrio cholerae, VP = Vibrio parahaemolyticus, PM = Proteus mirabilis, ETEC = E. coli 
ETEC. 
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Figure 2.6. Phylogenetic analysis and domain architectures of the six AvcD 
query proteins. 
(A) Phylogenetic tree of AvcD homologs from representative phyla across the tree of 
life. Stars indicate the six proteobacterial starting points for the homology search, as 
well as the eukaryotic Saccharomyces cerevisiae dcd1 (triangle), explored in Fig. S9. 
(B) Domain architecture and secondary structure predictions for the six 
proteobacterial starting points (query proteins) were predicted using InterProScan [79] 
(Methods). Results from six main analyses are shown here for the query proteins: 
Gene3D (including CATH structure database), Pfam, ProSiteProfiles, PANTHER, and 
SUPERFAMILY protein domain profile databases, and MobiDBLite for disorder 
prediction. No transmembrane regions (using TMHMM) or membrane/extracellular 
localization were predicted for any of the proteins (using Phobius); hence not shown. 
Numbers (bottom) indicate the amino acid position of predicted domains and features. 
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Based on the Phyre2 AvcD structural model, all five residues are located on the exterior 

of the protein (Fig. 2.7A) suggesting they may be involved in mediating molecular 

interactions between AvcI and AvcD. The only mutation found within a conserved 

domain feature was the seemingly innocuous K201R substitution, which is modeled to 

lie between the two helices of the PLN LID module (Fig. 2.7A). 

As the substrates of CDAs are primarily free nucleotides [116], we hypothesized 

that the AvcD DCD domain would also deaminate free nucleotides. Though attempts to 

purify active AvcD were unsuccessful, perhaps due to the absence of unknown cellular 

cofactors, we found soluble lysates from E. coli ectopically expressing AvcD specifically 

deaminated exogenous dCTP and dCMP substrates and no other amine-containing 

nucleotides tested (Fig. 2.8A). This deamination activity was not observed in the soluble 

lysates of E. coli expressing the AvcDE384A CDA active site variant (Fig. 2.8A). The 

deaminated products of dCTP and dCMP are dUTP and dUMP, respectively. To further 

understand the catalytic activity of AvcD we spiked 1 µM dCTP into soluble lysates 

collected from E. coli ectopically expressing either WT AvcD or a vector control and 

quantified the concentrations of dUTP and dUMP over 30 minutes using UPLC-MS/MS. 

dUTP was not detected in AvcD-expressing lysates at time 0, suggesting AvcD impacts 

cellular nucleotide concentrations. While the concentration of dUTP in AvcD containing 

lysates peaked after five minutes (min) and receded after ten min (Fig. 2.8B) the 

concentration of dUMP progressively increased to a final concentration of ~ 1 µM (Fig. 

2.8C). No appreciable change in either dUTP or dUMP was observed in the vector 

control lysates for the duration of the experiment (Figs. 2.8B, 2.8C). 
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Figure 2.7. Conserved features of the N-terminal PLN domain and C-Terminal 
DCD domain are required for AvcD induced filamentation in E. coli.  
(A) Phyre2 [72] predicted structure of AvcD from V. cholerae El Tor. Insets highlight 
conserved residues of the PLN (top) and DCD (bottom) domains selected for 
mutagenesis. (B) Cell length distributions of E. coli expressing pAvcD, Ptac-inducible 
plasmids encoding a variety of AvcD active-site variants, or pVector1. (C) 
Representative Coomassie stained gel (top) and anti-6x His antibody Western blot 
(bottom) of whole cell lysates from E. coli BL21(DE3) cells maintaining an empty 
vector (pVector6xHis), inducible C-terminal 6x histidine tagged avcD (WT) or indicated 
avcD variants. Sample inputs were normalized by culture OD600 and resolved by 
SDS-PAGE. Three biological replicates of each strain were analyzed with similar 
results. Black triangles correspond to the predicted molecular weight of the AvcD 
tagged fusions (60.6 kDa). M = molecular weight marker. (D) Cell length distributions 
of ΔavcD V. cholerae mutant expressing the indicated AvcD variants. Distributions 
represent ~1700-3000 cells measured per strain and different letters indicate 
significant differences at p < 0.05, according to Tukey’s post-hoc test. 

 
The dUMP that was formed in AvcD lysates was not modified as it had the 

identical predicated mass of cellular dUMP. Collectively, these lysate experiments 
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indicate that AvcD deaminates both dCTP and dCMP substrates and cellular lysates 

containing AvcD ultimately funnels dCTP to dUMP, suggesting that AvcD profoundly 

impacts nucleotide metabolism. 

 We quantified the in vivo impact of AvcD activity on the intracellular 

concentrations of deoxynucleotide species using UPLC-MS/MS following exogenous 

overexpression of AvcD, AvcDS52K, AvcDE384A, the ETEC AvcD homolog (AvcDETEC), 

and a vector control in E. coli. While all strains contained similar levels of dATP, dGTP, 

dTTP, and dUMP, the intracellular abundances of dCTP and dCMP were significantly 

reduced in E. coli expressing AvcD and AvcDETEC (Fig. 2.8). No dUTP was found 

following expression of AvcD or AvcDETEC, while dUTP was detected in the vector and 

two AvcD variant strains (Fig. 2.8D). Unlike the results observed with the in vitro AvcD 

lysates (Fig. 2.8C), no difference in dUMP was observed between any of the strains 

when nucleotides were extracted directly from live cells (Fig. 2.8D). We hypothesize this 

discrepancy is due to compensatory metabolic pathways active in live cells [117] that 

are lost during the preparation of cell lysates. Importantly, as we  

describe below, natural activation of AvcD shows increased in vivo accumulation of  

dUMP, analogous to our results in Fig. 2.8C. 

 

2.5.6: AvcD induced filamentation is due to impaired genome replication 

Filamentation is a phenotype often associated with thymineless death (TLD) [56] 

due to nucleotide starvation. A hallmark of TLD is an increased genomic origin to  

terminus (ori/ter) ratio resulting from repeated attempts to initiate replication from the 

origin that ultimately fail to reach the terminus due to a lack of dTTP substrate [118]. 
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Hypothesizing that AvcD induced filamentation may be a consequence of replication 

inefficiency, analogous to TLD, we determined the Δig222 V. cholerae mutant expressing 

AvcD forms filaments (Fig. 2.2F, 2.9B) and has a ~3-fold higher ori:ter ratio than the 

 
Figure 2.8. AvcD ultimately produces dUMP as final product.  
(A) Colorimetric assay detecting the evolution of ammonia from lysates of E. coli, 
previously expressing pAvcD or pAvcDE384A, incubated with 12 amine containing 
nucleotide substrates (37.7 mM cytidine and 7.5 mM for all other substrates) for 30 
min. Data represent the mean ± SEM, n=3, Two-way ANOVA with Šídák’s multiple-
comparison test, and ns indicates not significant. Quantification of dUTP (B) and 
dUMP (C) using UPLC-MS/MS, in the indicated cell lysates before and after addition 
of 1 μM dCTP. Each bar represents mean ± SEM, n=3. (D) In vivo nucleotide 
concentrations of E. coli expressing pAvcD, AvcD active site variants (pAvcDS52K 
pAvcDE384A), or an AvcD homolog (pAvcDETEC) for 1 h measured by UPLC-MS/MS 
and normalized to a vector control strain. Data are graphed as mean ± SEM, n= 3, 
Two-way ANOVA with Tukey’s multiple-comparison test. n.d. indicates “none 
detected” and ns indicates “not significant”. 
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vector control and the AvcD variants (Fig. 2.9A), consistent with AvcD overexpression in 

the absence of AvcI. While the TLD-like phenotypes associated with AvcD are likely 

artifacts of overexpression, they provide further evidence that active AvcD alters cellular 

nucleotide pools. Notably, Δig222 V. cholerae does not filament without ectopic AvcD 

expression (Fig. 2.9B), likely due to polar effects on avcD expression, which is reduced 

relative to WT V. cholerae (Fig. 2.9C). 

 

2.5.7: AvcI and AvcD constitute a toxin-antitoxin system    

The genomic orientation and proximity of avcI to avcD suggest they may 

constitute an operon and two previous genome-wide transcriptional start site (TSS) 

analyses identified a common putative TSS 5’ of avcI [119, 120]. To test if avcD and 

avcI are in an operon, we performed diagnostic PCR with primers located within avcI 

and avcD on cDNA generated from both WT and Δig222 RNA (Fig. 2.10A). The presence 

of an 839 nt product using primers spanning avcI to avcD (“ad”) only amplified using the 

WT cDNA template confirmed that both genes are present on a shared transcript (Fig. 

2.10B). Additionally, we quantified the relative abundance of avcI and avcD RNA using 

qRT-PCR and found the avcI locus was at least 18-fold more abundant than avcD at all 

growth phases (Fig. 2.10C).  
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Figure 2.9. AvcD activity induces TLD-phenotype.  
(A) V. cholerae mutant expressing the indicated AvcD variants. ori/ter ratios of 
Chromosome 1 in Δig222 V. cholerae strains expressing the indicated pAvcD construct 
and quantified using qRT-PCR. Each bar represents the mean ± SEM, n=3. Different 
letters indicate significant differences (n=3) at p < 0.05, according to Tukey’s post-hoc 
test. (B) Representative images of Δig222 cultures maintaining an empty vector 
plasmid pVector1 or pAvcD. Cells were stained with FM4-64 prior to imaging. (C) 
Relative difference in avcD expression between Δig222 and WT V. cholerae at three 
different growth phases using qRT-PCR and an endogenous gyrA control. Data 
represent the mean ± SEM of three biological replicates. 
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Figure 2.10. avcI and avcD are in an operon and avcI expression is higher than 
that of avcD in all growth phases.  
(A) To scale genomic diagram of avcI and avcD and the primers (a, b, c, and d) used 
for generating diagnostic PCR products. (B) PCR products amplified from nucleic acid 
templates (above) using the indicated primer pairs (below) resolved in a 1% agarose 
gel. All reactions were performed in duplicate using biologically independent samples 
with similar results. No RT = non-reverse transcribed RNA template control. gDNA = 
genomic DNA control (C) Relative difference in transcript abundance between avcI 
and avcD at different growth phases in WT V. cholerae normalized to an endogenous 
gyrA control using qRT-PCR. Data are graphed as mean ± SEM, n= 3. 

 

The co-transcription of avcI and avcD and the post-translational regulation of 

AvcD activity by the abundant sRNA AvcI resembles Type III Toxin-Antitoxin (TA) 

systems [121, 122]. In the case of the Type III TA system toxIN, cessation of 

transcription depletes the abundance of the labile sRNA antitoxin ToxI, thus liberating 

the ToxN endoribonuclease toxin [122]. Hypothesizing that cessation of transcription 

may likewise lead to activation of AvcD, we treated WT and ΔavcD V. cholerae with 

either rifampicin or spectinomycin to block transcription or translation, respectively, and 

measured the intracellular abundance of dCTP, dCMP, dUTP, and dUMP over time. 

Indeed, rifampicin treatment led to rapid and significant decreases in dCTP and dCMP 

and an increase in dUMP in WT V. cholerae but not the ΔavcD mutant (Figs. 2.11A-D). 
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Spectinomycin did not differentially alter the abundance of these nucleotides in either 

strain (Figs. 2.11E-H). Notably, no significant change in dUTP was observed between 

the strains in either condition. These data indicate that cessation of transcription, and 

not translation, leads to AvcD activation and demonstrate AvcI is an sRNA antitoxin. 

 

2.5.8: cGAMP does not activate the AvcID TA system 

We initiated studies of avcD based on our discovery that this gene frequently co-

occurs in bacterial genomes with the cGAMP synthase dncV [24] (Fig. 2.1A), a critical 

member of the CBASS antiphage system [6]. We hypothesized this co-occurrence was 

indicative of cGAMP allosteric activation of AvcD, analogous to the activation of the 

CBASS-effector CapV [25]. However, co-expression of both DncV and AvcD in a ΔcapV 

V. cholerae, a strain that encodes avcI but can no longer induce CBASS-dependent 

autolysis [7, 25] via CapV, did not produce filamentous cells (Fig. 2.12). This 

demonstrates that cGAMP does not activate AvcD. This conclusion also relies on the 

observation that AvcD overexpression in the double VSP islands knock out is also 

filamentous. 

 

2.5.9: AvcID and homologs provide phage defense by disrupting nucleotide levels 

and inhibiting phage replication 

Cytidine deaminases are conserved anti-viral defense mechanisms in eukaryotes 

[39, 47, 123] and several TA systems have been implicated in phage defense [122, 

124–126]. We therefore hypothesized that avcID may constitute a new antiphage 

defense mechanism, and its association with CBASS was the result of independent  
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Figure 2.11 Cessation of global transcription not translation liberate AvcD 
enzymatic activity. 
Intracellular concentration of dCTP (A, E), dCMP (B, F), dUTP (C, G), and dUMP (D, 
H) of WT and ΔavcD V. cholerae during rifampicin (purple) (250 µg/mL) or 
spectinomycin (orange) treatment (200 μg/mL) measured by UPLC-MS/MS and 
normalized to total protein. Data represent the mean ± SEM of three biological 
replicate cultures, Two-way ANOVA with Šídák’s multiple-comparison test, and ns 
indicates not significant. 
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Figure 2.12. Ectopic expression of DncV and AvcD does not lead to filamentation 
in the ΔcapV mutant of V. cholerae. 
Cell length distributions measured from three biological replicates of ΔcapV V. cholerae 
cultures co-expressing either two empty vectors, pDncV and an empty vector, pAvcD 
and an empty vector, or pDncV and pAvcD. Distributions represent ~1200-1700 cells 
measured per strain. Different letters indicate significant differences at p < 0.05, 
according to Tukey’s post-hoc test.  

 

phage defense mechanisms clustering in mobile genetic elements called defense 

islands [7]. 

We showed that each avcID operon conferred its naïve host with resistance to at 

least one of ten lytic coliphage tested (Figs. 2.13A-B). As the avcID operons from V. 

parahaemolyticus (pAvcIDVP) and E. coli ETEC (pAvcIDETEC) conferred robust protection 

against T3 phage, we infected E. coli maintaining these orthologous systems with T3 

phage (MOI of 5) and measured the intracellular abundance of dCTP, dCMP, dUTP, 

and dUMP over time. In the presence of each avcID ortholog, T3 infections significantly 

decreased intracellular dCTP and dCMP and increased dUMP, while the dUTP level 

was not changed (Figs. 2.13C-F). Consistent with depletion of dCTP and dCMP 

decreasing phage replication, T5 phage infecting E. coli containing the V. 

parahaemolyticus WT avcID operon (pAvcIDVP) contained fewer phage genomes  
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Figure 2.13. avcID and homologs provide phage defense against several lytic 
coliphages to an E. coli host by disrupting nucleotides level. 
(A) Fold plaque reduction in the number of plaques conferred by four homologous 
avcID systems to a naïve E. coli host challenged with a panel of coliphages. Fold 
reduction determined by serial dilution plaque assays comparing the efficiency of 
plaquing on an E. coli host maintaining a plasmid borne avcID system and its native 
promotor against a vector control. (B) Summary table of (A). Data are the mean of the 
three biological replicates rounded to the nearest fold of plaque reduction relative to 
empty vector control. VC = Vibrio cholerae, VP = Vibrio parahaemolyticus, PM = 
Proteus mirabilis, ETEC = E. coli ETEC. In vivo abundance of dCTP (C), dCMP (D), 
dUTP (E), and dUMP (F) in an E. coli host carrying a vector control, pAvcIDVP or 
pAvcIDETEC before and after T3 phage infection (MOI = 5). Data represent the mean ± 
SEM of three biological replicate cultures, Two-way ANOVA with Dunnett’s post-hoc 
test, and ns indicates not significant.  
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Figure 2.14. AvcID reduces phage infection replication efficiency.  
Relative T5 genome abundance comparing E. coli expressing pAvcIDVP or its double 
point mutation variants pAvcIDVP-avcDS49K+E376A over time. Data represents the mean ± 
SEM of three biological replicate cultures, Two-way ANOVA with Šídák’s multiple-
comparison test and ns indicates not significant. 
 
 

relative to a strain containing a double active site mutant allele of avcDVP (pAvcIDVP-

avcDS49K+E376A) over the course of 40 minutes (Fig. 2.14). 

 

2.5.10: Phage defense conferred by the AvcID system requires AvcD activity  

To assess whether phage defense requires the activity of the PLN, DCD, or both 

domains, we generated inactive variants of AvcD derived from V. parahaemolyticus 

(pAvcIDVP) and assessed phage defense for T3, T5, and T6, for which the WT variant 

demonstrated significant protection (Fig. 2.15A). In virtually all cases, mutation of either 

the PLN or DCD domains, or both, abolished the AvcD-dependent protection, 

suggesting both domains are necessary for phage defense (Fig. 2.15A). For reasons 
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that are not currently understood, one exception to this finding was the E376A DCD 

mutant which exhibited significant, but reduced, protection against T5 phage infection, 

suggesting the PLN domain may have anti-phage activity on its own against certain 

phage.  

To evaluate the dependence of changes in nucleotide levels following phage 

infection on the PLN and DCD domains of AvcD, E. coli carrying pAvcIDVP or the double 

domain active site variant pAvcIDVP-avcDS49K+E376A were either infected with T3 or 

SECΦ18 or treated with a rifampicin control. In response to infection with either T3 or 

SECΦ18 phage, or treatment with rifampicin, pAvcIDVP depleted dCTP and dCMP while 

increasing dUMP (Figs. 2.15B-C, E). In contrast, pAvcIDVP-avcDS49K+E376A did not 

significantly decrease intracellular dCTP or dCMP nor increase dUMP (Figs. 2.15B-C, 

E). Consistent with earlier observations (Figs. 2.11C, 2.12E) dUTP was not significantly 

changed in these conditions (Fig. 2.15D). 

 

2.6: DISUCSSION 

Phage defense mechanisms are often found clustered together in mobile genetic 

elements called defense islands [6, 9] and we speculate that the co-occurrence of AvcD 

and DncV in bacterial genomes is a result of their shared anti-phage activity. 

Uncovering the contributions to bacterial fitness of the ~36 genes encoded within the El 

Tor V. cholerae VSP-1 and 2 genomic islands may help elucidate the longevity and 

persistence of the seventh cholera pandemic. Our bioinformatic approach using 

GeneCoOccurrence accurately identified a gene network composed of the VSP-1  
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Figure 2.15. Nucleotide pool disruptions during phage infection are dependent 
on AvcD activity.  
(A) Efficiency of plaquing on strains encoding WT avcIDVP from V. parahaemolyticus 
(pAvcIDVP) or point mutations in the PLN (S49K) and DCD (E376A) against a vector 
control. In vivo abundance of dCTP (B), dCMP (C), dUTP (D), and dUMP (E) of an E. 
coli host carrying vector control, the avcID system from V. parahaemolyticus with its 
native promoter (pAvcIDVP), or an inactive avcD mutant (pAvcIDVP-avcDS49K+E376A). 
Nucleotides were measured using UPLC-MS/MS, normalized to total protein. Data 
represent the mean ± SEM of two biological replicate cultures, Two-way ANOVA with 
Šídák’s multiple-comparison test, and ns indicates not significant. 
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antiphage CBASS system (capV-dncV-vc0180-vc0181). Interestingly, this analysis also 

revealed dncV is frequently found in genomes with the previously uncharacterized gene 

avcD. The only function previously ascribed to avcD was an undefined involvement in 

quorumsensing (QS) controlled V. cholerae aggregate formation [127]. 

We showed that AvcD activity is post-translationally regulated by AvcI, a sRNA 

encoded immediately 5’ of the avcD locus in all bacterial homologs. AvcD contains a 

functional DCD domain that catalyzes the deamination of deoxycytidine nucleotides and 

a putative PLN-like domain of unknown function. Both domains are required for AvcD to 

disrupt deoxynucleotide pool homeostasis, which impairs DNA replication and manifests 

in a filamentous cell morphology. Cell filamentation is a hallmark of TLD, observed in 

bacteria and eukaryotes, which arises from a sudden loss of thymine during robust 

cellular growth [59]. Interestingly, this phenomenon is not limited to dTTP as dGTP 

starvation elicits a similar response in E. coli and is also hypothesized to occur when 

other deoxynucleotide substrates become disproportionately scarce [57]. In the case of 

AvcD, it is conceivable the observed filamentation phenotype is a consequence of a 

TLD-like reduction in dCTP pools that can be termed ‘cytosineless death.’ However, 

while AvcD activity also reduces the intracellular dC pool, overexpression of AvcD did 

not significantly increase the intracellular concentrations of dTTP or dUMP in vivo, 

suggesting a cellular compensatory pathway to combat AvcD activity is at work in 

growing cells. Yet, the intracellular level of dUMP increases when AvcD is activated 

upon transcriptional shutoff. Moreover, we speculate that the DCD and PLN domains of 

AvcD are responsible for this conversion of dC nucleotides to dUMP observed in the 

bacterial lysates, but we cannot rule out a contribution of other unknown cellular factors. 
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The deamination of dCTP is canonically performed by non-zinc dependent enzymes 

[128], making the dual substrate repertoire of dCMP and dCTP in AvcD a rare trait.  

Together, our results suggests that AvcD depletes available dCMP and dCTP to 

protect against bacteriophage predation, and AvcD homologs are widely distributed 

across the tree of life. Such conservation extends to eukaryotes, and we show similar 

activity of the S. cerevisiae AvcD homolog, although the requirement of the PLN and 

DCD domains for activity of this enzyme remains to be tested. Likewise, Tal et. al.,  

independently discovered many of the conclusions we describe here [129]. We 

speculate that AvcD becomes liberated from AvcI upon phage infection, either through 

cessation of transcription or degradation of AvcI (Fig. 2.16), although the molecular 

mechanism by which AvcD is activated remains to be formally determined. 

Nevertheless, in support of our model, inhibition of host transcription by infecting phage 

reduces the levels of ToxI sRNA antitoxin, activating the ToxN endonuclease to prevent 

phage production [122]. We hypothesize that the AvcD-dependent depletion of dCTP 

and dCMP starves infecting phage of the nucleotides necessary for genome replication. 

However, AvcD could impact phage infection in other ways through modification of 

cellular nucleotides such as disrupting phage replication or transcription and potentially 

decreasing phage burst size. We are currently exploring these possibilities. Purification 

of active AvcD can also determine if this enzyme targets other nucleotide species such 

as double-stranded or single-stranded DNA or RNA. In contrast to all previously 

described Type III TA systems [130], the AvcID system is unique in two ways: its 

utilization of a cytidine deaminase toxin and a RNA antitoxin that does not encode  
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nucleotide repeats. Therefore, we propose that AvcID is a new subclass of the 

Type III TA family.  

Exhausting deoxynucleotide pools to combat viral infection is a strategy AvcD 

shares with eukaryotic SAMHD1 [131–133]. Additionally, AvcD shares functional 

similarity with the eukaryotic anti-viral APOBEC3 [41] enzymes, which do not utilize free 

deoxynucleotide substrates, but rather deaminate deoxycytidines in the minus-strand 

DNA of retroviruses leading to viral genome instability. In a unique way, AvcD utilizes 

deamination of dCTP and dCMP substrates to deplete their intracellular abundance, 

demonstrating the biologically universal utility of draining free deoxynucleotides as an 

anti-viral strategy. 

 
 

Figure 2.16. Model for AvcID-based antiphage activity in bacteria.  
Top: Prior to infection, AvcD is maintained in an inactive state by the abundant sRNA, 
AvcI. Bottom: Following infection, AvcD is liberated from AvcI, likely by the cessation 
of global transcription or the enhanced degradation of AvcI. Active AvcD rapidly 
depletes available dCMP and dCTP substrates promoting the accumulation of dUMP, 
via deamination, which likely impairs efficient phage DNA replication and new phage 
virion production. 
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Chapter 3 – Transcriptional Shutoff Activates AvcID to Inhibit Phage Replication 
and Stability 
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3.1: ABSTRACT 

Toxin-antitoxin (TA) systems are ubiquitous two-gene loci modules that bacteria use to 

regulate cellular process, such as phage defense. Here, we characterize a novel type III 

TA system, avcID, that protects E. coli against several bacteriophages by depleting 

available nucleotides. The toxin of the system (AvcD) is a deoxycytidylate deaminase 

that converts the dC pool to dU, increasing cellular dUMP, while the RNA antitoxin 

(AvcI) inhibits AvcD activity. We have shown that AvcD deaminates dC nucleotides 

upon phage infection yet the activation mechanism in response to phage infection is 

unknown. Here we show that the activation of AvcD arises from phage-induced shutoff 

of host transcription, leading to degradation of the labile AvcI. Interestingly, infection of 

phages such as T7 that are not inhibited by AvcID can also lead to the degradation of 

the AvcI RNA antitoxin, suggesting that transcriptional shutoff will activate the AvcID 

system regardless of source and depletion of AvcI is not sufficient to confer protection 

against phage infection. We also show that AvcID increases the abundance of defective 

phages that are susceptible to AvcID over the course of infection and this increase of 

defective phage is not reliant on the uracil-DNA glycosylase, Ung. Collectively, our data 

indicate that the AvcID system can regulate phage production and viability, providing 

further understanding of this novel TA system and its role in phage defense.  

 

3.2: INTRODUCTION 

Bacteria encounter a plethora of different conditions for which they have evolved 

how to respond and adapt in order to survive. These responses and adaptations can 

range from slowing their growth and metabolism to producing natural toxins to fend off 
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phage predators while protecting the host. The toxins the bacteria produce are often 

kept repressed until the proper conditions. One classic example of such toxic factors 

that are ubiquitous in bacteria and archaea is the toxin-antitoxin (TA) systems [134]. TA 

systems were first discovered in the 1980s and are found ubiquitously on plasmids, 

bacterial chromosomes, and phages [135–137]. These modules typically constitute a 

diverse two-gene operon that encodes a toxin and an antitoxin that neutralizes the toxin 

action or production [130, 138, 139]. There are currently eight types (I-VIII) of TA 

systems and they are classified based on the nature of the antitoxin and the mechanism 

by which it regulates the toxin [130, 139]. The toxins are generally proteins in all types 

of TA systems, except the type VIII system, in which the toxin is a small RNA (sRNA) 

[139, 140]. In the case of type I, III, and VIII TA systems, the antitoxins are sRNAs while 

the rest are small peptides [139]. Generally, antitoxins are more abundant than their 

cognate toxins but are more labile and readily degraded under stress conditions, 

allowing the toxins to exert their growth-inhibition functions [141]. It was thought that TA 

systems serve as a critical component of bacterial stress response systems, but this 

was recently disputed by a study that showed cells without TA systems have no 

detectable reduction in growth compared to cells that have TA systems when exposed 

to several classes of external stresses [142].  

Though most past studies employed abiotic stressors (i.e. antibiotics, oxidative 

agents), to test the effects of type II TA systems, recent findings show that biotic stress, 

such as phage infection, could conceivably be the actual biological triggers of the TA 

systems [139, 142]. Restriction/Modifications (RMs) are known to inhibit phage 

infections, and they also promote plasmid maintenance when encoded in Type I TA 
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systems [135, 143]. Therefore, it was reasoned that TA systems may also inhibit phage 

infections. Indeed, so far, studies of type I-IV TA systems have demonstrated that one 

of their primary physiological roles is to limit phage infections [122, 124, 126, 144]. 

Additionally, TA modules not only are clustered and closely connected to mobile genetic 

elements (MGEs), but they also mediate the stabilization of MGEs by limiting gene 

reduction [145]. They also are highly abundant in free-living prokaryotes but not 

symbiotic, host-associated prokaryotes [146]. This occurrence further supports that 

MGEs are evolutionarily beneficial and important for the free-living prokaryotes that are 

constantly challenged by phages.  

Vibrio cholerae is a free-living bacterium that lives in both brackish-water 

environments and the human gut. V. cholerae encodes multiple TA modules on its 

chromosomes. The current biotype of V. cholerae that is circulating and causing 

endemic cholera in developing countries is V. cholerae El Tor. El Tor contains two 

unique genomic islands called the Vibrio Seventh Pandemic Islands 1 and 2 (VSP-1 

and -2) that are not present in the classical biotype, which was displaced by El Tor. We 

have recently described a novel TA module encoded on VSP-1 called AvcID [147].  

The AvcID TA system encodes the AvcD toxin that deaminates dCTP and dCMP, 

and ultimately produces dUMP as the final product, leading to a disruption in nucleotide 

metabolism after phage infection [147]. AvcI is a noncoding RNA that binds to and 

directly inhibits the activity of AvcD. However, the mechanism by which phage induces 

the AvcID system remains unknown. In this work, we demonstrate that under the natural 

activating conditions of phage infection, the labile antitoxin sRNA AvcI is preferentially 

lost, allowing AvcD to deaminate dC pools. The shift in nucleotide pools produced by 
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AvcD inhibits the viability of the phage and the formation of new phage progeny. 

Though AvcID can provide Escherichia coli with potent defense against select lytic 

phage, phage resistant to AvcID can still activate AvcD activity, suggesting other 

dynamics of phage/host interactions are important for limiting phage replication and/or 

spread.  

 

3.3: MATERIALS AND METHODS 

3.3.1: Bacterial Strains, Plasmids, and Growth Conditions 

The strains, plasmids, and primers used in this study are listed in Appendix 2 

(Tables 1-3). Unless otherwise stated, cultures were grown in Luria-Bertani (LB) at 35°C 

and supplemented with ampicillin (100 µg/mL) when needed. E. coli BW29427, a 

diaminopimelic acid (DAP) auxotroph, was additionally supplemented with 300 μg/mL 

DAP. Plasmids were introduced into E. coli MG1655 or E. coli NR8052 through 

biparental conjugation using an E. coli BW29427 donor. 

 

3.3.2: Phage Propagation  

Coliphages were propagated on E. coli MG1655 grown in LB, and their titer was 

determined using the small drop plaque assay method, as previously described [7]. 

Briefly, 1 mL of overnight cultures were mixed with 50 mL of MMB agar (LB + 0.1 mM 

MnCl2 + 5 mM MgCl2 + 5 mM CaCl2 + 0.5% agar), tenfold serial dilutions of phages in 

MMB were dropped on top of them and incubated overnight at room temperature. The 

viral titer is expressed as plaque forming units per mL (pfu/mL).  
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3.3.3: Phage Infection in Liquid Culture 

 Overnight culture of E. coli carrying indicated AvcID plasmids were subcultured 

and grown to an OD600 of 0.3 and then mixed with phage at the indicated MOIs. A 150 

µL aliquot of the mixtures were put into 96-well plates, and growth was measured at 2.5 

min intervals with orbital shaking on a plate reader (SpectraMax M6) at 37°C for 8 

hours. Data represents the mean ± SEM, n=3.  

 

3.3.4: RNA Extraction for Northern Blot Following Phage Infection 

 RNA isolation and qRT-PCR analysis were carried out as previously described 

[102]. Briefly, triplicate overnight cultures of E. coli carrying pAvcI-AvcD-6xHis were 

subcultured 1:100 in LB and grown to an OD600 of 0.3. 1 mL of each replicate was 

pelleted and flash-frozen by the ethanol-dry ice slurry method. RNA was extracted using 

TRIzol® reagent following the manufacturer’s directions (Thermo Fischer Scientific). 

RNA quality and quantity were determined using a NanoDrop spectrophotometer 

(Thermo Fischer Scientific). 

 

3.3.5: RNA Probe Synthesis and Purification 

The method for RNA probe production was modified from a previously described 

protocol [147]. The AvcI DNA template for in vitro transcription was PCR amplified from 

pAvcI using Q5 High-Fidelity DNA Polymerase (NEB). To incorporate the T7 promoter 

into the final AvcI DNA template, the forward primer included the T7 promoter sequence 

prior to the homologous sequence for AvcI. Additionally, the first two residues of the 

reverse primer were 2-OMe modified to reduce 3-end heterogeneity of the transcript 
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[108]. The PCR reaction was analyzed using a 1% agarose gel, and the band 

corresponding to the AvcI DNA template was excised and gel purified using Promega 

Gel Extraction and PCR clean up kit. AvcI RNA was synthesized by in vitro transcription 

using the T7-AvcI reverse complement DNA template and the HiScribe™ T7 High Yield 

RNA Synthesis Kit (NEB). Bio-11-UTP was included during the transcription reaction for 

Northern blot detection purposes. The transcription reactions were incubated at 37°C for 

4 h. Following transcription, DNase I (NEB) was added to a final concentration of 1X per 

reaction and incubated at 37°C for an additional 15 min. AvcI was then purified using 

Monarch® RNA Cleanup Kit (NEB). Purity of product was evaluated using a TBE 

agarose gel. Individual aliquots of AvcI were flash frozen using liquid nitrogen and 

stored long-term at -80°C.  

 

3.3.6: Northern Blot Analysis Following Phage Infection and Half-life 

Quantification and Analysis 

 1.5-2 µg total RNA was diluted 1:1 in 2x samples buffer (Invitrogen), loaded onto 

7.5% TBE-Urea PAGE gels and ran for 30 min or until the front dye reached ~1 cm 

above the bottom of the gel at 200 V. RNA was then transferred to BrightStarTM-Plus 

Positively Charged Nylon Membrane (Invitrogen) with a FisherbrandTM Semidry Blotting 

Apparatus (Fisher Scientific) ran for 1 h at 250 mM A. RNA was then crosslinked to the 

membrane using the CX-2000 crosslinker compartment of UVP HybriLinkerTM HL-2000 

(Fisher Scientific). Each side of membrane was crosslinked at 1200 µjoules twice and 

dried at 50°C for at least 30 minutes to improve sensitivity. Membranes prepared this 

way can be stored at 4°C with desiccation for several months. The membranes were 
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pre-hybridized for at least 60 minutes at 60°C in ULTRAhyb™ Ultrasensitive 

Hybridization Buffer (Invitrogen) with gentle shaking. Next, the pre-hybridization buffer 

was removed, and hybridization buffer containing 1 nM of purified probe was added. 

The membrane was hybridized for 12-16 hours at 60°C with gentle shaking. Next, the 

membrane is rinsed twice every five minutes with 2x saline-sodium citrate (SSC) buffer, 

0.1% SDS at 60°C and then twice every 15 minutes with 0.1X SSC, 0.1% SDS at 60°C. 

The biotin-labeled probes were detected using a Chemiluminescent Nucleic Acid 

Detection Module (Thermo ScientificTM) at RT. The membranes were then imaged using 

AmershamTM Imager 600. To determine the half-life of avcI, the band intensities were 

analyzed using the Fiji software and normalized to respective 0 min band intensity [101]. 

All Northern blots shown are representative of two independent biological replicates. 

 

3.3.7: Western Blot Analysis of AvcD 

 Cells were collected in the same method as RNA extraction. Pellets were then 

resuspended at OD600 = 15 (~20 µL) in 2x Laemmi loading dye supplemented with 10% 

β-mercaptoethanol v/v, denatured for 10 min at 95°C, and centrifuged at 15k x g for 10 

min. Samples were then analyzed by 4-20% SDS-PAGE gels (Mini-PROTEAN TGX 

Precast Protein Gels, Bio-Rad) alongside size standards (Precision Protein Plus, Bio-

Rad or PageRuler™ Plus Prestained Protein Ladder, Thermo ScientificTM). Gels were 

run at room temperature for 60 min at 120 V in 1x Tris/glycine/SDS running buffer. 

Proteins were transferred to nitrocellulose membranes (Optitran). The membranes were 

blocked using 5% skim milk and incubated with 1:5000 THETM His Tag Antibody, mAb, 

Mouse (GenScript) followed by 1:4000 Goat Anti-Mouse IgG Antibody (H&L) [HRP], 
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pAb (GenScript), treated with Pierce™ ECL Western Blotting Substrate, and imaged 

using an AmershamTM Imager 600. Western blots shown are representative of two 

independent biological replicates.  

 

3.3.8: CFU/PFU Measurements Pre- and Post-Phage Infection 

Overnight cultures were subcultured and split into two 10 mL aliquots and grown 

up to an OD600 of ~0.3. One aliquot was mixed with phage (T5, MOI = 0.1; T7, MOI = 

0.01) and the other with an equal volume of LB (uninfected control). Both were grown in 

a shaking incubator (210 rpm) at 37°C. At each indicated timepoint, 1.5 mL of culture 

was then spun down. The supernatant from each tube was filter sterilized with 0.22 μM 

filter and transferred to a new tube, and the cell pellets were washed twice with equal 

volume of LB to remove unadsorbed phage. For PFU measurements, the supernatants 

were serially diluted in MMB medium (LB + 0.1 mM MnCl2 + 5 mM MgCl2 + 5 mM 

CaCl2) and 5 μL of each dilution was spotted on a lawn of bacteria seeded in MMB agar 

plate (MMB + 0.5% agar). PFU plates were then grown at RT overnight and plaques 

quantified the following day. For CFU measurements, resuspended cell pellets were 

then incubated at 37°C for 5-10 minutes before being serially diluted 10-fold in PBS and 

5 μL of each dilution was spotted on LB plates. CFU plates were then grown at 37°C 

overnight and colonies were quantified the following day.  

 

3.3.9: UPLC-MS/MS dNTPS Quantification  

Deoxynucleotide concentrations were determined as previously described [111, 

147] with minor modifications. Briefly, to measure the nucleotides after phage infection, 
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cells were grown in LB overnight at 37°C. Overnight cultures were subcultured 1:100 in 

LB and grown to OD600 of ~0.3. 3 mL of culture was collected for a time zero reading: 

1.5 mL for dNTPs quantification and the 1.5 mL for total protein quantification. The 

cultures were then infected with phage (T7, MOI of 5), and an additional 3 mL were 

removed at each indicated subsequent time point. Culture aliquots were collected by 

centrifugation at 15k x g for 1 min. Pellets were resuspended in 200 µL of chilled 

extraction buffer [acetonitrile, methanol, ultra-pure water, formic acid (2:2:1:0.02, 

v/v/v/v)]. To normalize in vivo nucleotide samples, the other 1.5 mL aliquot pellet was 

centrifuged at 15,000 x g for 1 min, resuspended in 200 μL lysis buffer F (20 mM 

Tris·HCl, 1% SDS, pH 6.8), and denatured for 10 min at 95°C. Denatured lysates were 

centrifuged at 15,000 x g for 1 min to pellet cellular debris, and the supernatant was 

used to quantify the total protein concentration in the sample by using the DC protein 

assay (Bio-Rad) and a BSA standard curve [100]. The concentrations of 

deoxynucleotides detected by UPLC-MS/MS were then normalized to total protein in 

each sample.  

All samples resuspended in extraction buffer were immediately incubated at -

20oC for 30 min after collection and centrifuged at 15,000 x g for 1 min. The supernatant 

was transferred to a new tube, dried overnight in a speed vacuum, and finally 

resuspended in 100 μL ultra-pure water. Experimental samples and deoxynucleotides 

standards [1.9, 3.9, 7.8, 15.6, 31.3, 62.5, and 125 nM of dATP (Invitrogen), dGTP 

(Invitrogen), dTTP, (Invitrogen), dCTP (Invitrogen), dCMP (Sigma), dUTP (Sigma), and 

dUMP (Sigma)] were analyzed by UPLC-MS/MS using an Acquity Ultra Performance 
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LC system (Waters) coupled with a Xevo TQ-S mass spectrometer (Waters) with an ESI 

source in negative ion mode.  

 

3.3.10: Genomic Extraction and Quantification using qPCR 

Phage genomes were extracted as previously described [148]. Briefly, phage 

lysates were treated with RNase A (Roche; 1 μg/mL), DNase I (NEB; 18 U), and 

lysozyme (Sigma-Aldrich; 1 mg/mL). Samples were incubated at 37oC for 90 min, and 

then the DNase was inactivated by incubating at 75oC for 10 min. The samples were 

then further treated with 0.1 mg/mL Proteinase K (Invitrogen) and 0.5% SDS and were 

incubated at 55oC for 1 h. Samples were then extracted once with phenol-chloroform: 

isoamyl alcohol (25:24:1) and second time with chloroform. DNA was isolated by 

ethanol precipitation with the addition of 0.3 M sodium acetate. DNA quality and quantity 

were determined using a NanoDrop spectrophotometer (Thermo Fischer Scientific). 

 For measuring phage genome abundance, 25 μL reactions consisted of 5 μL 

each 0.625 μM primers 1 and 2, 12.5 μL 2X SYBR master mix, and 2.5 μL of 2.5 ng/μL 

phage genomic DNA. qPCR reactions were performed in technical duplicates for 

biological triplicate samples. The relative abundance was calculated by comparing the 

Ct values of phage infected E. coli with AvcID to inactive AvcID* at each timepoints.  

 

3.3.11: Transmission Electron Microscopy (TEM) 

 TEM experiments were performed at Michigan State University and were 

performed as previously described [149]. Briefly, samples were prepared on Quantifoil 

grids that have been applied on with 10 nm nanogold fiducial markers. After a plunge in 
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liquid nitrogen, samples were stored, and transferred and imaged under liquid nitrogen 

temperatures. The samples were imaged in a JEOL 2200-FS TEM, operating at 200 

keV, using low dose conditions controlled by SerialEM (version 3.5.0-beta) with the use 

of an in-column Omega Energy Filter operating at a slit width of 35 eV [150]. The 

images were taken at 45,000X nominal magnification on the JEOL. Each sample was 

imaged with at least 10 fields of view.  

  

3.4: RESULTS 

3.4.1: AvcID system provides phage defense in liquid cultures 

 Previous studies demonstrated that AvcID systems derived from V. cholerae, V. 

parahaemolyticus, and E. coli ETEC can reduce the dC pool upon phage infection, yet 

their respective resistance profiles are different [147]. For instance, V. parahaemolyticus 

AvcID provides protection against T3, T5, T6, and SECФ18 phages whereas E. coli 

ETEC AvcID provides protection against T3, SECФ17, SECФ18, and SECФ27 [147]. To 

follow up on the previous study, we focused on the AvcID system derived from V. 

parahaemolyticus as it provides robust protection against a few well-characterized T-

type coliphages.  

 Since the protection conferred by the AvcID system has thus far been based on 

efficiency of plaque assays (EOPs), we hypothesize that the AvcID system can also 

confer protection in liquid culture conditions [147]. To test this hypothesis, we infected 

E. coli cells harboring either the native AvcID or the inactive AvcIDS49K+E376A (pAvcID*) 

with T3, T5, T6, or SECΦ18 phage at varying multiplicities of infection (MOI) and 

tracked bacterial growth by OD600 over time. We also tested with T7 phage as a 
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negative control. At all the MOIs tested for T5, the OD600 of cultures harboring AvcID 

was always higher compared to cultures harboring AvcID*, indicating that cells survive 

longer as AvcID prevents the phage infection from spreading throughout the population. 

Similar trends were seen for AvcID cells infected with SECФ18 phage (Fig. 3.1E). 

Contrary to the prior EOP results, the presence of AvcID shows poor protection against 

T3 and T6 in liquid cultures (Figs. 3.1A, C). However, like the EOP results, AvcID shows 

poor protection against T7 in liquid culture (Fig. 3.1D). These data suggested that AvcID 

provides defense against specific phage in liquid culture, but the phages that are 

sensitive to AvcID are different than the EOP experiments. 

 

3.4.2: AvcD is activated by transcription shutoff of avcID 

 AvcI and AvcD form a complex in vitro, and AvcD is inhibited by the sRNA AvcI, 

suggesting AvcD inhibition is linked to the assembly of the complex. The activation of 

Type III TA systems can be achieved by two types of mechanisms from phage: active, 

which occurs when a phage product triggers release of the toxin; or passive, which 

occurs when phage-induced transcription shutoff reduces antitoxin levels, thereby 

releasing the toxin [121]. Due to the nature of the antitoxin being labile under stressful 

conditions, we hypothesized that AvcI is degraded upon phage infection. The stability of 

AvcI was assessed by Northern blot, using total RNA samples extracted from E. coli 

MG1655 cells carrying a vector with the full length avcID locus at several time points 

after various indicated treatments. The RNA samples were subsequently resolved by 

7.5% urea-PAGE. Likewise, to determine whether AvcD protein levels changed  
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concurrently with changes in avcI RNA levels, we tagged AvcD with a C-terminal 6xHis 

tag and then assessed using Western blot. Notably, the full length of avcI transcript is 

 
Figure 3.1. The AvcID system provides phage defense in E. coli in liquid culture. 
Growth curves for E. coli with active (pAvcID) or inactive (pAvcID*) AvcID system after 
infection with T3 (A), T5 (B), T6 (C), T7 (D), or SECΦ18 (E) phage at varying 
multiplicities of infection (MOI). Data represents the mean ± SEM of three biological 
replicate cultures.  
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slightly smaller than the 400 base pairs (bp) marker, which is longer than the functional 

unit that was previously determined (~171 bp) [147] .Additionally, the levels of AvcI 

decreased overtime when cells were treated with rifampicin (Fig. 3.2A). Importantly, 

spectinomycin, which inhibits protein synthesis instead of transcription, did not decrease 

avcI levels (Fig. 3.2B), indicating that the degradation was specific to transcriptional 

shutoff. The spectinomycin result is also consistent with our previous study showing that 

spectinomycin did not activate chromosomally encoded avcID in V. cholerae [147].  

We also infected these cells with the phages T3, T5, T7, and SECΦ18. The half-

life of avcI transcript ranges from 1.5 to 6.7 min (Fig. 3.2C-F). Notably, each phage 

infection results in a different avcI degradation rates, owning to the different phage 

infection processes. Concurrently, we also found that AvcD protein levels did not 

change significantly in any of the conditions tested. AvcID provides protection against 

T3, T5 and SECФ18 phages but not T7 via EOPs, but AvcID shows more robust 

protection against T5 and SECФ18 phages in liquid culture. Remarkably, the levels of 

avcI decrease in all the phage infection conditions. To determine whether AvcD is 

activated, we measured the intracellular abundance of dCTP, dCMP, dUTP, and dUMP 

before and after infecting the cells with T7 phage, as well as treated the cells with 

rifampicin or spectinomycin as controls. Like other phages tested, T7 infections 

significantly decreased intracellular dCTP and dCMP and increased dUMP, while the 

dUTP level was not changed, suggesting that AvcID is activated by T7 phage (Figs. 

3.3A-D). Collectively, this suggests that transcriptional shutoff coupled with the fast 

turnover rate of avcI RNA leads to the release of existing AvcD from inhibition, but this 

is not sufficient to decrease T7 phage infection. 
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3.4.3: AvcID drives production of defective T5 phage  

We found that AvcID provides resistance to T5 but not T7 (Figs. 2.13A, 3.1B, D), yet 

both phages induce the degradation of AvcI and the activation of AvcD deamination 

(Figs 2.15B-E, 3.2D-E, and 3.3). To further quantify the production of phage and viability 

of hosts over time, we performed the liquid phage infection assay on E. coli carrying 

either AvcID or inactive AvcID* and collected samples at the indicated timepoints. 

Phage lysates and E. coli cells were 

 

Figure 3.2. Transcriptional shutoff leads to the degradation of avcI.  
Northern blot of avcI RNA using a biotinylated probe complementary to avcI (top) and 
Western blot of AvcD-6xHis using anti-6xHis antibody (bottom) during rifampicin 

treatment (250 μg/mL) (A), spectinomycin treatment (200 μg/mL) (B), T3 infection (C), 

T5 infection (D), T7 infection (E), and SECФ18 infection (F). All the phage infection is 
with MOI of 5, except SECФ18, which is with MOI of 10. The quantification of avcI 
band intensities is used to determine the half-life of avcI.  
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separated to measure plaque forming units (PFUs) and colony forming units (CFUs). 

When the cells were infected with T5, cells harboring AvcID had more viable  

CFUs than cells harboring inactive AvcID*, after two hours of infection (Fig. 3.4A). 

Indeed, the AvcID-containing cells had ~100-fold fewer PFUs than AvcID*-containing 

cells by 5 h of infection (Fig. 3.4B), supporting the notion that AvcID inhibits the 

abundance of functional T5 phages. Consistent with our liquid infection results 

described above, AvcID did not impact the number of CFUs and PFUs when cells were 

infected with T7 (Figs. 3.4E-F). Since only viable phages form plaques, we speculated 

 
Figure 3.3. AvcD is activated by all phage studied.  
In vivo abundance of dCTP (C), dCMP (D), dUTP (E), and dUMP (F) in an E. coli host 
carrying pAvcID with its native promoter before and after addition of rifampicin (250 
µg/mL), spectinomycin (200µg/mL) or T7 phage (MOI = 5). Nucleotides measured 
using UPLC-MS/MS and normalized to total protein. Data represents the mean ± SEM 
of two biological replicate cultures, Two-way ANOVA with Dunnett’s post-hoc test, and 
ns indicates not significant. 
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that a plaque assay could underestimate the total viral particles produced if some of 

those virions were defective. To determine the total viral particle abundance, we 

employed qPCR of phage DNA isolated from the phage particle samples used to 

quantify PFUs. We quantified a phage-specific gene to measure the abundance of all 

viral genomes. We showed that the total number of T5 phage genomes decrease over 

time in infected cultures of AvcID-containing cells compared to AvcID*-containing cells, 

but this decrease was less than that observed for PFUs between the two samples (Fig. 

3.4C). We calculated the percentage of viable phages by quantifying the ratio between 

PFUs after infecting cultures containing either AvcID or AvcID*, and the difference of 

phage genome abundance after infecting AvcID or AvcID*. Using this analysis, we 

estimated that by 30 min only approximately 30% of T5 phage derived from cells 

containing AvcID are functional, and the proportion of functional phage decreases 

overtime, suggesting that AvcID is impairing the ability of T5 phage to form plaques 

(Fig. 3.4D). In contrast, virtually no difference was observed in the T7 genome 

abundance of phage derived from cells with AvcID or AvcID* (Fig. 3.4 G). Nearly all the 

T7 phages were viable even when they were from cells with AvcID, which corroborates 

the PFU result (Fig. 3.4H). Together this indicates that AvcID confers protection by 

increasing defective phage production for T5, while phage like T7 can overcome this 

function of AvcID through an unknown mechanism. 

Consistent with our observation of defective T5 phage, transmission electron 

microscopy (TEM) images revealed that the T5 phage from cells containing AvcID have 

more phage capsids with no tails and scattered phage tails compared to T5 phage from  
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Figure 3.4. AvcID reduces the functionality of T5 but not T7 phage.  
Survival of E. coli encoding the indicated AvcID systems as measured by CFU after 
infection with T5 (A) or T7 (E). PFU quantification over time in cultures with cultures of 
indicated AvcID systems-containing cells infected with T5 (B) or T7 (F). Relative T5 
(C) or T7 (G) genome abundance comparing E. coli expressing pAvcID or inactive 
AvcID* over time. Percent viable phage after infecting cells containing AvcID with T5 
(D) or T7 (H) phages. Data represents the mean ± SEM of three biological replicate 
cultures.   
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cells containing AvcID* (Fig. 3.5), yet its connection to the reduction in phage genome 

replication is unclear. However, the TEM results corroborate the PFU and qPCR results 

by confirming that the AvcID system reduces the functionality of T5 phage particles. 

This TEM analysis will require more samples and quantification to make this substantial 

claim.  

 

3.4.4: Ung does not contribute to the AvcID antiphage defense 

The dUMP nucleotide is the ultimate product produced by AvcD after 

deaminating dC nucleotides and it is the dominant nucleotide species after phage 

infection ([147] and Fig. 3.3). The increased dUMP level in the cells may lead to an 

increased frequency of dUMP being incorporated into the genomic DNA in place of 

dTMP by DNA polymerases during replication, including the phage’s DNA polymerase. 

dUMP that has been incorporated into genomic DNA is excised by the uracil-DNA 

glycosylase (Ung) enzyme. An abasic site is formed after Ung releases uracil from the 

DNA, leading to a blockage during DNA replication. An AP endonuclease can then 

cleave the DNA at the abasic site, resulting in a nicked DNA strand [151, 152]. The 

increased dU incorporation in the genome will lead to numerous abasic sites generated 

by Ung. Ultimately, this could generate more nicks in DNA strands that could cause 

double-stranded breaks. Additionally, Ung does not distinguish between bacterial or 

phage genomic DNA, suggesting that AvcD and Ung could synergize to prevent phage 

infection. To determine whether AvcD and Ung function together to reduce phage 

infection, we infected E. coli MG1655 or Δung E. coli NR8052 carrying native AvcID or 

the inactive pAvcID* with T5 or SECΦ18 phage at varying MOI and tracked bacterial  
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growth by OD600 over time. At all the MOIs tested for T5, the OD600 of both strain 

backgrounds carrying active AvcID had a similar growth yield, suggesting that Ung is 

not required for AvcID to protect E. coli from T5 phage (Fig. 3.5A). In the absence of a 

functional AvcID, the absence of ung makes the cells slightly more susceptible to phage 

infection (Fig. 3.5A). When infected with SECΦ18 at an MOI of 1, the OD600 of the Δung 

mutant E. coli carrying AvcID dropped dramatically compared to MG1655, comparable 

to the Δung mutant with non-functional AvcID (Fig. 3.5B). Yet, this difference was 

reversed at lower MOIs, as the Δung mutant exhibited more growth than MG1655 at 

MOIs of 0.1 or lower. Nevertheless, at all the MOIs tested for SECΦ18, the OD600 of 

Δung strain carrying inactive AvcID* decreased significantly the most (Fig. 3.5B). 

Together, the data suggest that Ung alone can protect against phage infection of T5 

and SECΦ18, but it is not required for AvcID to protect against phage infection. 

 

Figure 3.5. Transmission electron microscopy images showing the structure of T5 
phages after infecting cells containing either AvcID (left) or AvcID* (right). The red 
triangle is indicating the empty capsid and the tail fiber while the blue triangle is 
indicating an intact phage. The scale bar represents 100 nm. n =1  
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3.5: DISCUSSION 

Phage predation drives constant evolutionary pressure that shapes the diversity 

and fitness of bacteria. Increasing evidence suggests that bacteria are equipped with 

multiple antiphage defense systems to protect themselves from phage threat. The 

underlying mechanisms of certain antiphage defenses are well-characterized, such as 

RMs, which utilize DNA modifications to distinguish host and foreign DNA. On the 

contrary, the mechanism of activation of the cyclic nucleotide-based systems (i.e., 

CBASS) in response to phage infection is generally not understood. This study reveals 

the mechanism of how the AvcID TA system is activated in response to phage infection 

and its impact on the phage’s functionality. We also begin to explore the molecular 

 

Figure 3.6. Ung and AvcID do not function together to provide phage protection. 
Growth curves for E. coli MG1655 or Δung mutant with active (pAvcID) or inactive 
(pAvcID*) AvcID system after infection with T5 (A) or SECΦ18 (B) phage at varying 
multiplicities of infection (MOI). Data represents the mean ± SEM of three biological 
replicate cultures.   
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mechanisms by which AvcID specifically protects against certain phage like T5 while it 

is ineffective against others like T7.  

Cessation of transcription is a hallmark of infection by many phages [153–155]. 

Our results demonstrate that transcriptional shutoff leads to the degradation of avcI and 

thus releasing the activity of AvcD to deaminate dC nucleotides. This mode of activation 

is consistent with other TA systems, such as the ToxIN system [121, 122]. avcI 

transcripts are produced at high rates and abundance compared to that of avcD [147] 

due to the fact there is a rho-independent transcriptional terminator between avcI and 

avcD, which is a characteristic of Type III TA systems [156]. Hence, the Northern blots 

suggest that the precursor length of the avcI transcript is around 400 bp. Additionally, 

the rho-independent transcriptional terminator allows infrequent read-through of avcD, 

causing an excess of antitoxin over toxin. This may explain why the full-length transcript 

of avcID on Northern blots. The precursor of avcI transcripts was shown to have a half-

life of 1.5-6.7 min, which is within the normal range for an mRNA in E. coli [157]. 

However, this half-life may not fully represent the true biological half-life in their 

respective host cells. Furthermore, the half-life range of avcI transcripts may also be 

explained by the timescale of the lytic cycle and the mode of infection of the phage.  

Though AvcID did not provide protection against T7, avcI transcripts were 

degraded post T7 infection, implying that avcI levels decrease when cells undergo 

transcriptional inhibition regardless of the cause. However, the activation of AvcD does 

not have any detrimental effect on the viability of T7, in contrast to T5, implying that T7 

may have evolved to disregard the detrimental effect inflicted by AvcID. TEM images 

reveal most of the T5 phages are defective when AvcD is active. The disruption of 
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replication could have impacted the timing of lysis, DNA packaging, and the 

multiplication rate of T5 virions before disseminating to the neighboring cells, thus 

accounting for the decreasing number of functional phages. The capsids lacking a tail 

fiber in the TEM images could still have phage DNA, though that is still under 

investigation.  

The growth of several well-known phages is inhibited when their DNA contains 

dUMP and Ung is present in the host cells. For instance, T5 encodes its own dUTPase 

for reducing the dUTP level such that dUMP is limited in its genome. Therefore, T5 can 

infect cells lacking Ung more readily, which is consistent with our results. However, the 

presence of the AvcID system prevents this T5 infection even in the absence of Ung, 

indicating that dUMP incorporation may not be the cause for the phage replication 

defect but instead it is the depletion of the dC pool that is responsible for the reduction 

in functionality of T5 phage particles. This depletion in the dC pool has no effect on T7 

viability even though its G/C content is approximately 50%, and we are investigating 

possible mechanisms for this inherent difference in phages [158].  

 Similar to the AvcID system, Rotem Sorek’s group has demonstrated bacterial 

dGTPases protect against phage infection by dephosphorylating dGTP to dG to inhibit 

phage DNA replication and that this system is also activated upon phage-induced 

transcriptional shutoff [129]. It is, however, unclear whether the dGTPase system is a 

TA system. While other types of TA systems have been demonstrated to have 

antiphage properties, whether they are activated in a similar mechanism as the Type III 

systems is unclear. Recently, the DarTG type II TA system was shown to provide phage 

defense by ADP-ribosylating phage DNA to disrupt DNA replication [159]. ParST, 
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another type II TA system, exerts its effect via modification of cellular target Prs, which 

is involved in nucleotide biosynthesis, though the ParST system has not been 

demonstrated to be involved in phage defense. The mechanism of AvcID bears a 

resemblance to both DarTG and ParST but is distinct from both in terms of the 

mechanism for toxin activation and different types of TA system.  

 Prior work on Type III TA systems suggests they are associated with abortive 

infections (Abi) due to cell death [121]. However, overexpression of AvcD does not lead 

to cell death but does impair genome replication, and this can be rescued by removing 

inducer or co-overexpressing avcI in trans [147]. Given that avcI is degraded, 

subsequently releasing existing AvcD to deaminate dC pools upon phage infection, we 

propose that protection conferred by AvcD is not through Abi. Instead, it is the phage 

infection that leads to cell death, with AvcD depleting available nucleotides for phage to 

utilize and thus decreasing the production of new functional virions in order to protect 

uninfected cells in the population.  
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Chapter 4 – Concluding Remarks 
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4.1: Conclusions and Significance 

Antiphage defense systems are ubiquitous and often associated with MGEs in 

diverse microorganisms, including the human pathogen V. cholerae. Accumulating 

evidence from various antiphage defense systems suggests the importance of the 

bacterial immune system and its equivalent role in the eukaryotic immune system. 

Following the correology study developed by our collaborators in the Eva Top group, we 

found that AvcD is a deoxycytidylate deaminase and is post-translationally inhibited by a 

sRNA called AvcI. AvcD is also widely conserved in prokaryotes and eukaryotes, yet we 

only found AvcI homologs in prokaryotes. We also demonstrated AvcID is a novel 

subclass of the Type III TA system in that the toxin is not an endoribonuclease but a 

deoxycytidine deaminase. Phage-induced transcriptional shutoff leads to the activation 

of AvcID by degrading labile AvcI antitoxin, thus releasing AvcD to deplete nucleotides. 

Importantly, AvcID provides protection against phage infection by inhibiting phage 

replication and reducing the viability of the phage. Furthermore, Ung does not function 

together with AvcID, despite the increased level of dUMP after phage infection. In 

summary, we have demonstrated that AvcID is a newly described antiphage defense 

system.  

Altering pools of available nucleotides to consequently inhibit phage replication 

and transcription has been shown to provide phage defense in other systems. For 

example, prokaryotic viperins protect against T7 phage infection by producing modified 

ribonucleotides that ultimately inhibit phage polymerase-dependent transcription [160]. 

Recently discovered by the Sorek group, the dGTPase system dephosphorylates dGTP 

to dG and leads to inhibition of phage replication [129]. In addition, the DarTG TA 
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system ADP-ribosylates phage DNA, eventually causing phage replication to stall [159]. 

This suggests that manipulating nucleotide pools is a conserved function of some TA 

systems and antiphage defense mechanisms.  

 Through evolution, both bacteria and phage will acquire resistance to combat 

one another. When we infected E. coli expressing different avcID homologs with lytic 

phages, we saw different avcID homologs confer protection against different phages. 

This could be possibly due to: 1) the naïve heterologous host E. coli lacks necessary 

regulatory components for these avcID homologs; or 2) the phage could have evolved 

mechanisms to counter this system. It is unclear why avcID derived from P. mirabilis 

confers protection against T4 phage in E. coli. It might be due to competition for 

resources since T-even phages are known to possess enzymes that can modify 

deoxycytosine-containing bases to evade bacterial RMs (Figure 4.1) [161]. This may 

explain the diversity of nucleotide-depletion strategies utilized by bacteria in order to 

fend off phage’s evolved counter defense. We also speculate that while the AvcID and 

other nucleotide-depleting antiphage systems are activated amidst phage infection, 

these systema provide an opportunity to synergize with other phage defense systems, 

such as CBASS or RMs, to further target invading phages [8, 162].  

Numerous antiphage systems have been uncovered through close-proximity 

associations within defense islands, while others were unearthed through studies of 

individual mechanisms in one or a few similar species of bacteria [7, 9, 121, 147, 163, 

164]. Fast forward to today, two major computational pipelines, PADLOC and 

DefenseFinder, have been developed to detect and categorize antiphage defense 

systems in a given genome [165, 166]. Not only do these bioinformatic tools serve as a 
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comprehensive resource to investigate antiphage defense systems but they also 

highlight the importance of studying bacterial immune systems. Furthermore, the 

emergence of multi-drug resistant strains of bacteria has led to renewed interests in 

phage therapy [167–169]. Therefore, exploring these antiphage defense systems will 

not only serve as vital tools for molecular biology, but also potentially influence the 

clinical phage therapeutic setting.  

 

Figure 4.1. Summary of AvcID homolog phage resistant profiles and genomic 
characteristic of listed coliphages. VC = Vibrio cholerae, VP = Vibrio 
parahaemolyticus, PM = Proteus mirabilis, ETEC = E. coli ETEC. 

 

This dissertation has focused on understanding the mechanisms and functions of a 

novel TA system and has demonstrated its role in antiphage defense. Combining 

several interdisciplinary approaches as described herein can turn out to be a powerful 

means to recognize the significance of these widely conserved antiphage system. The 

work described here has led to considerable advances in several fields, including TA 
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systems, antiphage defense, and the role of genomic islands in V. cholerae, and laid the 

fundamental groundwork for many future research directions. Not only do these results 

build on our current understanding of the mechanisms and targets of the AvcID TA 

system, but they also raise further questions. For example, are there persistent cells 

within the population after phage infection; what is the complex structure of AvcD and 

AvcI; and what is influencing the phage specificity targeting by different AvcID 

homologs? In the following sections, I discuss these questions in more detail.   

 

4.2: Future Directions 

4.2.1 Single Cell Analysis of avcID Expression During Phage Infection 

 To further understand the studies of the AvcID system, analysis of the spatial and 

temporal heterogeneity of avcID expressing cells would provide insight into how cells 

are protecting themselves from phage infection. The data in Chapters 2 and 3 that are 

associated with phage infection experiments are often presented on a population level, 

but not a single-cell level. Furthermore, only a minimum fraction of cells that escape 

phage infection due to statistical variation can be calculated by using the Poisson 

distribution 𝑒−𝑀𝑂𝐼 . According to the Poisson distribution, if the MOI is 1, then the 

probability of a cell receiving no phage and remaining uninfected is at least 0.37 (𝑒−1) or 

37% of the cells remain uninfected. In other words, at most ~63% of the cells are 

infected at an MOI of 1. Even this is an overestimation of the fraction of cells infected 

since some of the viruses never actually infect a cell [170, 171]. Utilizing a florescent 

promoter-reporter of avcID and automated confocal fluorescence microscopy using 

Florescence in situ hybridization (FISH) to track the position of the phage throughout the 
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phage infection process, one can begin to explore the positioning and timing of gene 

expression of the cells that are infected compared to the cells that are not. Additionally, 

these gene expression patterns can be correlated with droplet-based single cell RNA 

sequencing techniques that can uncover the structure of the microbial communities in 

real time [172, 173]. As an alternative to looking at gene expression, I will tag 

hemagglutinin (HA) affinity tag on the C-terminus of AvcD using fluorescent-conjugated 

antibody to delve into the spatial-temporal dynamics of AvcD activity when encountering 

phage. Determining the phage infection process on a single cell level by combining 

information on gene expression and spatial and temporal dynamics of the cells would 

provide an important understanding into the bacteria-phage interaction paradigm.  

 

4.2.2 Mechanism of Post-translational Inhibition of AvcD by AvcI 

The fluorescence microscopy data and single-cell image analysis suggest that 

AvcI inhibits AvcD post-translationally. The in vitro EMSA data also suggest that AvcI 

and AvcD form a complex. While the RpfR control protein does not interact with AvcI, 

AvcD still forms an in vitro complex with the reverse complement of AvcI (RC-AvcI). 

However, the interaction of AvcD with AvcI is much stronger than the interaction with 

RC-AvcI. In order to show direct specificity, I propose employing another small RNA, 

such as Qrr sRNAs that are involved in quorum sensing, as a negative control for AvcD 

binding specificity [174]. Additionally, the stoichiometry and cooperativity of AvcI and 

AvcD remains unclear before and during phage infection. The stoichiometry of the 

ToxIN TA system involves assembly itself into a self-closing triangular 3 ToxN:3ToxI 

complex before the complex dissociates after phage infection [121]. Thus, I propose co-
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crystallizing AvcD with AvcI to maintain a stabilized and natural protein-RNA complex 

formation inside the cell. The purification of AvcD is being carried out by our current 

postdoc Dr. Micah Ferrell. Micah has successfully purified AvcD with a maltose-binding 

protein (MBP) affinity tag and demonstrated activity of purified AvcD. However, the 

activity dramatically reduced after the cleavage of the MBP tag, suggesting instability of 

the protein. The purification requires an optimized protein purification protocol by 

possibly co-expressing AvcI to enhance the stability of the protein as shown for other 

toxin-antitoxin complex [175]. The purified proteins would undergo a deamination assay 

assessment. The hypothesis is that AvcI would bind to AvcD after purification, and it 

would show no deamination activity. On the other hand, another reaction would include 

a RNase-treated sample that will reduce the level of AvcI inhibitor and thus release the 

AvcD deamination activity. Assuming the co-purification is successful, the complex will 

be subjected to protein crystallization processes and the structural model would provide 

insight into the complex formation. The structural model would also determine the 

binding interaction sites between AvcI and AvcD. Interestingly, in Chapter 2, we 

uncovered several AvcD variants that cannot be inhibited by AvcI, and those 

substitutions occur on the exterior of the protein. We hypothesized that those 

substitution sites could be the interaction sites for the complex formation. Likewise, with 

high resolution, the structural model would inform us of the binding motif of AvcI since 

there seems to be low consensus in term of nucleotide identity among AvcI homologs. 

Furthermore, we can apply this to other AvcID homologs and further characterize this 

interaction. Based on the cross-species inhibition studies, V. cholerae AvcI can inhibit V. 
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parahaemolyticus AvcD in trans and vice versa. We can also apply the co-crystallization 

experiment and determine the heterocomplex of AvcDVP:AvcIVC.  

 

4.2.3 Mechanism of Phage Specificity 

The finding that different AvcID homologs have different phage resistance 

profiles is interesting yet warrants further investigation on the mechanism of how this 

occurs. The EOP results demonstrated that AvcID derived from V. parahaemolyticus 

provides protection against T3, T5, T6, and SECΦ18 phages, yet in liquid culture 

condition, it provides robust protection against solely T5 and SECΦ18 phages. While 

the EOPs are measuring PFUs and the liquid infection is measuring growth of the host, 

the cells have varied physiological and gene expression in both conditions. 

Nevertheless, T5 and SECΦ18 phages are sensitive to cells with avcID. To further 

understand the specificity of phage-resistance profiles from these avcID homologs, I 

propose to perform a phage evolution experiment involving passaging through an E. coli 

host with AvcID several times until a phage mutant that shows increased resistance 

compared to the ancestor phage. The Sorek group has identified mutation in the phage 

DNA polymerase when the phages have encountered and eventually escaped the 

dCTP deaminase (AvcD homolog) phage defense. However, the mechanism by which 

this escaped mutant phage overcomes the antiphage system is unknown. Therefore, I 

hypothesize that our mutant phage would have mutation(s) in the DNA polymerase 

gene and other genes involved in nucleotide metabolism pathways. Once I have 

isolated the mutant, I will titer the mutant phage using the EOP and liquid culture 

infection methods by comparing E. coli with or without avcID. The mutant and the wild-
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type phages will subsequently be sequenced using Illumina whole-genome sequencing. 

The sequences will then be aligned to the reference genome and wild-type phage, and 

the identification of mutations will be mapped to the wild-type phage. To accelerate 

selection of mutant phage, I alternatively propose performing random mutagenesis of 

coliphages using the chemically accelerated viral evolution (CAVE) technique, in which 

chemical mutagens are utilized to introduce single-nucleotide mutations into the phage 

genome [176]. Once the library of mutant phage is generated, I will generate targeted 

single phage mutants as previously described [176]. Likewise, I will assess the mutant 

phages using EOP and liquid culture infection methods. Interestingly, T7 phage is one 

of the phages that was sensitive to the dCTP deaminase studied by the Sorek group, 

yet none of our AvcID homologs show protection against it. We utilized similar methods 

to study phage defense in which we cloned the avcID with its native promoter on a 

plasmid and then conjugated into E. coli MG1655. A fundamental difference between 

our and Sorek’s experiments is that the origin of replication of our vector backbone is 

RSF1010 while theirs is p15A. The copy number of the plasmid depends on the origin of 

replication, and the Sorek group demonstrated that the copy number of plasmid 

influences the outcome of the phage resistance profile [7]. Therefore, I will re-clone 

tested avcID homologs into a backbone with p15A ori and compare the phage 

resistance profile.   
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APPENDIX 1 

 

Potential Second Messenger pGpG Activating Type III Secretion System in Erwinia 
amylovora 
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Appendix 1.1: PREFACE 

 The work presented in this chapter is a collaboration between me, Dr. Roshni 

Kharadi, and Asan Turdiev. Dr. Kharadi generated the Erwinia amylovora mutants, and 

measured hrpS gene expression level in vivo as well as intracellular c-di-GMP and 

pGpG levels. Additionally, Dr. Kharadi performed the virulence pear assay. Mr. Turdiev 

performed the DRaCALA and pGpG hydrolysis experiments.  

 

Appendix 1.2: ABSTRACT  

 The Gram-negative plant pathogen Erwinia amylovora, the causative agent of fire 

blight, reciprocally regulates chronic biofilm formation and the Hrp type III secretion 

system (T3SS) during systemic plant infection. This regulation is partially modulated by 

cyclic di-GMP (c-di-GMP), a ubiquitous bacterial second messenger, but the 

mechanism by which c-di-GMP regulates the transition is unknown. C-di-GMP is 

synthesized by diguanylate cyclase enzymes in response to specific environmental 

cues, and it is degraded by two different phosphodiesterase (PDE) enzymes, an EAL 

domain that generates pGpG and an HD-GYP domain that generates two GMPs. 

However, E. amylovora only encodes EAL proteins suggesting c-di-GMP is degraded to 

pGpG. A signaling role for pGpG has not yet been described. In addition, the regulation 

of the T3SS is partially controlled by the transcription factor HrpS, a σ54-dependent 

enhancer binding protein (EBP). As c-di-GMP is known to associate and regulate EBPs 

in other bacteria, we therefore initially hypothesized that HrpS might be the regulatory 

protein at which c-di-GMP exerts its effects. Our preliminary results determined that 

high intracellular concentrations of pGpG, generated by expressing an EAL PDE, 
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correlated with HrpS induction of its own transcription. Alternatively, expression of an 

HD-GYP PDE, which similarly reduced c-di-GMP but did not generate pGpG, did not 

induce hrpS. We further demonstrate that HrpS does not bind to c-di-GMP or pGpG but 

instead binds to GTP, the precursor to synthesize c-di-GMP. Our current model is that 

high concentrations of pGpG are generated during dispersal from biofilms due to the 

breakdown of c-di-GMP. pGpG functions as a novel signal to regulate the GTP pool, 

which in turn induces hrpS to activate T3SS transcription. Future experiments are 

testing this model by recapitulating both HrpS regulation and GTP modulation by pGpG 

in vivo. Many well-known pathogens only encode EAL PDE with no HD-GYPs, 

suggesting such a signaling role for pGpG could be widespread. 

 

Appendix 1.3: INTRODUCTION 

The Gram-negative plant pathogen Erwinia amylovora is the causative agent of 

fire blight, causing huge economic losses in commercial apple and pear production 

worldwide [177]. In 2000, Michigan’s agricultural economy lost approximately $42 

million due to a fire blight outbreak [178]. E. amylovora infection can lead to systemic 

disease manifestations, including flower necrosis, tissue cankers, and bacterial ooze 

[179]. The bacterial ooze serves as an inoculum for other susceptible hosts as it can be 

spread by rain or insects, rendering it difficult to control [180]. Currently, most fire blight 

control methods are preventive, such as quarantine, pruning and/or removal of diseased 

plant parts, as well as use of biological and chemical agents such as antibiotics and 

pesticides [181, 182]. However, effective control methods are still lacking and breeding 

resistant cultivars is time consuming. The occurrence of antibiotic-resistant E. 
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amylovora isolates against the current antibiotics to treat fire blight, such as 

streptomycin, is escalating [183]. 

E. amylovora invades through natural openings (e.g. nectarthodes of flowers), 

and wounds in a susceptible host and can spread systemically via the vascular system 

[184]. Successful infection of a susceptible host plant depends on two major virulence 

determinants: hypersensitive response and pathogenicity- type III secretion system 

(hrp-T3SS) and the production of the exopolysaccharide (EPS) amylovoran [181]. The 

roles of hrp-T3SS and amylovoran are to translocate bacterial effectors proteins into the 

host plant cell cytosol, and to facilitate the structural formation of biofilm, respectively 

[185, 186]. Once invaded, E. amylovora utilizes the hrp- T3SS to repress the host 

immune system [187]. Following the hrp-T3SS acute infection state, E. amylovora cells 

secrete amylovoran to form biofilm. Concomitantly, this disrupts the water flow and the 

physical integrity of the plant vessels, allowing the bacteria to continue to disseminate 

throughout the host via vascular tissues and cortical parenchyma where they repeatedly 

use the hrp-T3SS, ultimately causing systemic necrotic lesions [186, 188]. 

The transition between these two phenotypes is orchestrated by the ubiquitous 

bacterial second messenger bis-(3’,5’)-cyclic dimeric guanosine monophosphate (c-di-

GMP). In response to changes in the environment, diguanylate cyclase (DGC) and 

phosphodiesterase (PDE) enzymes modulate the intracellular concentration of c-di-

GMP by synthesizing and degrading c-di-GMP, respectively. DGCs encode a conserved 

GGDEF domain, which synthesizes c-di-GMP from two GTPs. PDEs encode an EAL 

domain that generates 5’- phosphoguanylyl-(3’-5’)-guanosine pGpG, or an HD-GYP 

domain that generates two GMPs (Fig. 5.1). Additionally, HD-GYPs can also degrade 
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pGpG produced by EALs [189, 190]. Some bacteria also utilize oligoribonucleases, 

such as Orn, to complete c-di-GMP signaling by hydrolyzing pGpG to yield GMPs (Fig. 

4.1) [191–193]. In E. amylovora, elevated concentrations of c-di-GMP are associated 

with increased expression of amylovoran which drives the formation of biofilms found in 

chronic infections, whereas reduced levels of c-di-GMP induce hrp-T3SS expression 

which is responsible for acute infection [186, 194]. The transition between these two 

phenotypes is orchestrated by the ubiquitous bacterial second messenger bis-(3’,5’)-

cyclic dimeric guanosine monophosphate (c-di-GMP). In response to changes in the 

environment, diguanylate cyclase (DGC) and phosphodiesterase (PDE) enzymes 

modulate the intracellular concentration of c-di-GMP by synthesizing and degrading c-

di-GMP, respectively. DGCs encode a conserved GGDEF domain, which synthesizes c-

di-GMP from two GTPs. PDEs encode an EAL domain that generates 5’- 

phosphoguanylyl-(3’-5’)-guanosine (pGpG), or an HD-GYP domain that generates two 

GMPs (FIG 5.1). Additionally, HD-GYPs can also degrade pGpG produced by EALs 

[189, 190]. Some bacteria also utilize oligoribonucleases, such as Orn, to complete c-di-

GMP signaling by hydrolyzing pGpG to yield GMPs (Fig. 5.1) [191–193]. In E. 

amylovora, elevated concentrations of c-di-GMP are associated with increased 

expression of amylovoran which drives the formation of biofilms found in chronic 

infections, whereas reduced levels of c-di-GMP induce hrp-T3SS expression which is 

responsible for acute infection [186, 194]. 
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Figure 5.1 Schematic representation of c-di-GMP synthesis and degradation.  
The modulation of c-di-GMP levels is achieved by a diguanylate cyclase (DGC) or a 
phosphodiesterase (PDE). C-di-GMP is synthesized from two GTP molecules by 
domains of GGDEF and hydrolyzed to two different products, pGpG and GMP, by two 
different domains of PDE, EAL and HD-GYP, respectively. Oligoribonuclease Orn 
directly hydrolyzes pGpG to GMP. 

 

Currently, c-di-GMP regulation is mediated by its interaction with effector 

proteins, riboswitches, and transcription factors, such as enhancer binding proteins 

(EBPs). The interaction of c-di-GMP with these effectors influence regulatory processes 

at multiple levels: transcriptional, post-transcriptional, and post-translational [195]. 

Recent studies have shown that c-di-GMP modulates the virulence factors in E. 

amylovora and other plant pathogens in vivo [186, 194, 196]. The mechanism by which 

second messengers regulate the transition between biofilm and hrp-T3SS remains 

poorly understood and has not been recapitulated in vitro. Currently, c-di-GMP 

regulation is mediated by its interaction with effector proteins, riboswitches, and 

transcription factors, such as enhancer binding proteins (EBPs). The interaction of c-di-

GMP with these effectors influence regulatory processes at multiple levels: 

transcriptional, post-transcriptional, and post-translational [195]. Recent studies have 

shown that c-di-GMP modulates the virulence factors in E. amylovora and other plant 

pathogens in vivo [186, 194, 196]. The mechanism by which second messengers 

regulate the transition between biofilm and hrp-T3SS remains poorly understood and 

has not been recapitulated in vitro. 
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To infect its hosts, E. amylovora uses a set of clustered genes called hrp, which 

is located on an apparent pathogenicity island [177, 182]. The expression of E. 

amylovora hrp-T3SS is encoded by HrpL, an extracytoplasmic function (ECF) sigma 

factor. hrpL is partially controlled at the transcriptional level by HrpS, which belongs to 

the NtrC family of σ
54

-dependent bacterial enhancer binding protein (bEBP) [185, 197–

199]. HrpS autoregulates its own expression through activation of the hrpL promoter 

(PhrpL) and generation of a polycistronic mRNA for hrpLXY, and HrpY activates hrpS by 

binding to its promoter [185, 200]. Moreover, the Rcs phosphorelay is also a hrpS 

activator [185, 201]. HrpS protein consists of three conserved domains: a N-terminal 

receiver domain (Rec), a central AAA+ (ATPases associated with various cellular 

activities) involved in ATP hydrolysis and σ
54

-interaction, and a C-terminal helix-turn-

helix DNA binding domain [202, 203]. The Rec domain of bEBPs is usually around 30 

amino acids long, but the N-terminal domain of HrpS is unusual in that it has a truncated 

Rec domain (Fig. 5.2) [201]. Several members of the bEBP family of transcription 

factors have been demonstrated to respond to c-di-GMP, including FleQ in 

Pseudomonas aeruginosa, FlrA and VpsR in Vibrio cholerae, and Clp in Lysobacter and 

Xanthomonas [196, 204–206]. For instance, high intracellular concentrations of c-di-

GMP inhibit FlrA and promote VpsR activities to down-regulate and up-regulate the 

expression of genes involved in flagella and biofilm formation, respectively, and vice 

versa [205, 206]. C-di-GMP also regulates secretion systems in other bacteria by 

associating with different effectors [196]. The contribution of c-di-GMP for the induction 

of biofilm formation and repression of virulence and motility is becoming evident [186, 

194]. However, the regulation of second messengers on HrpS activating the hrp system 
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is not clearly understood. Experiments showed that the high intracellular level of pGpG 

leads to the increased expression level of hrpS. In addition, although HrpS does not 

interact with pGpG but it does interact with and hydrolyze GTP. Pear infection data 

however demonstrated that cells with high levels of pGpG is required for virulence in E. 

amylovora. Together, the work presented here adds to the complexity of E. amylovora 

hrp-T3SS with potential second messenger pGpG as important virulence factor.  

 

 

Figure 5.2 Alignment of EBPs. Alignment shows that HrpS lacks the N-terminal Rec 
domain relative to other EBPs. EA (E. amylovora); VC (V. cholerae); AA (Aquifex 
aeolicus); PA (Pseudomonas aeruginosa). 

 

Appendix 1.4: MATERIALS AND METHODS 

A1.4.1: DNA manipulation and growth conditions 

The strains, plasmids, and primers used in this study are listed in Appendix 2 

(Tables 1-3). Chromosomal deletion mutants in E. amylovora WT Ea1189 (accession 

no. FN666575) were constructed using the lambda red recombinase protocol described 

previously [207, 208]. All Erwinia amylovora and Escherichia coli strains used were 

grown in Luria-Bertani (LB) broth and agar medium at 28°C and 37°C, respectively. 

Media were amended with the following antibiotics as needed: ampicillin (100 μg/mL), 

chloramphenicol (10 μg/mL), kanamycin (100 μg/mL).  
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A1.4.2: RNA purification and qRT-PCR 

 Strains were grown overnight and then washed and resuspended in hrp-inducing 

minimal medium supplemented with antibiotics and 1.0 mM IPTG for 6 hours at 28°C 

[194]. RNA was extracted using Direct-zol RNA kit (Zymo) and cDNA synthesis was 

carried out using High-Capacity cDNA reverse Transcription Kit (Applied BiosystemsTM). 

qRT-PCR (Applied BiosystemsTM) was used to quantify gene expression for hrpS with 

recA as endogenous control. This assay was repeated three times with three technical 

replicates in each of the biological replicates.  

 

A1.4.3: Nucleotide quantification using UPLC/MS-MS  

 Ultra-performance liquid chromatography coupled with tandem mass 

spectrometry (UPLC-MS/MS) was used to quantify intracellular c-di-GMP, pGpG, and 

GTP levels [186, 192]. Overnight cultures were washed and resuspended in hrp-

inducing minimal medium supplemented with the appropriate antibiotics and 1.0 mM 

IPTG for 6 hours at 28°C. After normalizing the OD600 of all the strains, 5 mL of culture 

was pelleted and the nucleotides were extracted with 200 μL extraction buffer (40% 

methanol, 40% acetonitrile, 0.1N formic acid) and incubated for 1 h at -20°C. The cells 

were then pelleted, and supernatant was vacuum dried and resuspended in 200 μL of 

ultrapure water. C-di-GMP and pGpG were quantified separately from each of the final 

resuspensions using Quatro Premier XETM (Waters). GTP was quantified using TQ-S 

mass spectrometer (Waters) with a parameter previously described [147]. The 

conditions of the MRM transitions were as follows [cone voltage (V), collision energy 

(eV)]: GTP, 522> 159, (15, 34).  



104 
 

A1.4.4: Protein Purification of HrpS 

pHrpS-6xHis was transformed into E. coli BL21 (DE3) and grown at 37°C until 

OD600 of 0.5 and induced with 500 μM IPTG for 4 hours at 37°C or overnight at 18°C. 

The cells were then pelleted at 7k x g for 20 min. Cell pellets were resuspended in 

Buffer A (20 mM Tris-HCl, pH 8.0, 300 mM NaCl, 2 mM β-mercapoethanol, and 20% 

glycerol) and lysed by sonication using a Branson 450 Digital Sonifier (20% amplitude, 

20 sec total, 2.5 sec on, 2.5 sec off). Crude lysates were centrifuged at 15k x g for 20 

min at 4°C. Insoluble pellets were recovered as previously described [209]. Briefly, 

insoluble pellets were washed three times with Buffer B (20 mM Tris-HCl pH 8.0, 300 

mM NaCl, and 2% SDS) and sonicated again until it became clear. Excess SDS was 

removed at 4°C for 3 hour or overnight. After centrifugation at 15k x g for 10 min at 4°C, 

KCl was added to the supernatant at the final concentration of 400 mM. SDS-KCl 

insoluble crystal that formed overnight at 4°C. were separate by centrifuging the 

samples at 15k x g at 4°C, and the remaining supernatant was subjected to Ni2+ resin 

purification. The column was washed with three column volume of Buffer C (50 mM 

Tris-HCl pH 8.0, 300 mM NaCl, 10 mM imidazole). Proteins were eluted with a final 

concentration of 500 mM imidazole. The eluted proteins were further subjected to 

dialysis with 10kd-cut off dialysis tube to remove excessive imidazole. The purity of the 

protein was assessed using SDS-PAGE gel stained with Coomassie brilliant blue dye.  

 

A1.4.5: NTPase Activity Assay 

 NTPase activities were measured as previously described using BIOMOL Green 

reagent (Enzo Life Sciences) as directed [210]. The reaction mixture contained 1 μM 
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protein, 5 mM ATP or GTP, and 5 mM MgCl2, 100 mM HEPES pH 8.5, 65 mM NaCl, 5% 

glycerol. Reactions were incubated at 37°C for 0, 5, 10, 15, and 20 min and assayed for 

the release of inorganic phosphate. At each time point, a five μL aliquot was removed 

from the reaction and diluted 1:50 in the prepared 1.5 mL tube containing 245 μL 

HEPES/NaCl/Glycerol (HNG) buffer and immediately frozen in the dry ice/ethanol slurry. 

The amount of phosphate released was determined by comparing sample absorbance 

at OD650 with those of a phosphate standard curve. Data reported were from three 

separate samples of the same purified proteins assayed in duplicate.  

 

A1.4.6: Electrophoretic Mobility Shift Assay (EMSA) 

 EMSA reactions were carried out by incubating purified HrpS-6xHis with 5’-FAM-

labeled probes (FAM-hrpL). 20 μL reaction mixtures consisted of 1X binding buffer (50 

ng/μL Poly(dI-dC) (Sigma), 0.5 mM MgCl2, 0.1% IGEPAL CA-630, 0.05 mg/mL BSA and 

5% glycerol), 2.5 nM probe, and different concentrations of protein [185]. When 

indicated, GTP was added at a final concentration of 5 mM; otherwise, an equal volume 

of water was added. A 100x molar excess competitor was added when indicated. All 

components except the labeled probe were mixed at room temperature and incubated 

for 10 min. FAM-hrpL was then added and the reaction mixtures were incubated for 30 

min at 30°C. Reaction mixtures were loaded on a prerun 6% polyacrylamide Tris-

borate-EDTA (TBE) gel, and electrophoresis was carried for 90 min at 90V at 4°C. 

Fluorescent band migration was detected using Typhoon FLA 9000 imager (GE 

Healthcare Life Sciences).  
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A1.4.7: DRaCALA in vitro binding assay and nucleotide hydrolysis 

DRaCALA was carried as previously described with slight modifications [192] 

Proteins were mixed in 1x Buffer D (100 mM NaCl, 10 mM Tris-HCl pH 8.0, 5 mM 

CaCl2) with 66 pM 32P-radiolabeled nucleotide and allowed to incubate for 10 min at 

room temperature. The mixture was then applied to nitrocellulose sheets, dried, and 

imaged using a FLA7100 Fujifilm Life Science PhosphorImager. The fraction bound was 

quantified using Fujifilm Multi Gauge software v3.0.  

 For the hydrolysis experiment, proteins were mixed in 1X Buffer E (100 mM 

NaCl, 10 mM Tris-HCl pH 8.0, 5 mM MgCl2). Before adding the protein, 1 μL aliquot was 

taken out, resuspended in 5 μL 0.2 M EDTA and then boiled for 5 min. After adding the 

protein, the reaction mixture was incubated at room temperature. 1 μL was taken out at 

each subsequent timepoints and resuspended in 5 μL 0.2 EDTA and boiled for 5 min. 

Boiled samples were ran on TLC to assess nucleotide hydrolysis.  

 

A1.4.8: Virulence Assay 

Virulence assays were conducted on immature pear fruit (Pyrus communis cv. 

Bartlett), as previously described [211]. Briefly, overnight cultures were harvested by 

centrifugation, and were resuspended in 0.5X sterile phosphate buffered saline (PBS). 

Bacteria were then inoculated on stab-wounded immature pears at a concentration of 

104 CFU/mL, followed by an incubation at 28°C. Data were collected from immature 

pears in the form of necrotic lesion diameters. This experiment was repeated at least 

twice, with a minimum of three technical replicates per strain in each experiment.  
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Appendix 1.5: RESULTS 

A1.5.1: Increased pGpG induces the hrpS expression 

 C-di-GMP signaling systems are regulated in a complex network. For instance, 

V. cholerae encodes over 60 DGCs and PDEs [212], making it difficult to define the 

function of each enzymes. To date, the functional role of c-di-GMP has been 

characterized, but the role of pGpG remains enigmatic. However, genetic manipulation 

in E. amylovora readily supports investigation into c-di-GMP regulatory pathways 

because it only encodes five putative genes with GGDEF domains (edc genes), three 

putative genes with EAL domains (pde genes), and no putative genes with an HD-GYP 

domain. E. amylovora thus cannot degrade c-di-GMP to two GMPs directly but instead 

is likely to rely on Orn to resolve pGpG [192]. The simple genetic model of E. amylovora 

is therefore a good system to study the potential signaling role of pGpG as a second 

messenger, as virtually all c-di-GMP must ultimately pass through this intermediate step 

during the completion of c-di-GMP dependent signaling. To explore the role c-di-GMP 

and pGpG have on the expression of hrp-T3SS, we measured the expression of hrpS 

by RT-qPCR as a proxy for hrp-T3SS expression. Using lambda-red recombination, our 

collaborators at Sundin lab generated mutants that were defective in degrading c-di-

GMP (all three EAL-encoded PDEs knocked out (Δ3)) and synthesizing c-di-GMP (all 

genes encoding DGCs and PDEs (Δ8)) in E. amylovora. Simultaneously, the 

intracellular concentrations of c-di-GMP and pGpG were measured by LC-MS/MS (Fig. 

5.3). In the Δ3 strain, lacking all three EAL-encoded PDEs, increased levels of c-di-

GMP were detected with no detectable intracellular pGpG (Fig. 5.3). hrpS expression 

was similar to wild type (WT) in this background. Notably, when expressing an EAL on a 
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plasmid in Δ3 (Δ3/EAL), we observed an increased intracellular concentration of pGpG 

and a ~5-fold increase in hrpS expression when compared to WT. Conversely, when 

expressing a HD-GYP on a plasmid in the same background (Δ3/HD-GYP) not only did 

pGpG not increase but hrpS expression also did not change. Likewise, knockouts of all 

genes encoding DGCs and PDEs (Δ8) had no measurable levels of c-di-GMP or pGpG, 

with hrpS expression similar to that of WT. Expressing a DGC in Δ8 (Δ8/DGC) 

generated c-di-GMP but no pGpG and led to a decrease in hrpS expression. However, 

co- expressing an EAL and a DGC in Δ8 strain (Δ8/DGC/EAL) increased intracellular 

concentration of pGpG and led to an increase in hrpS expression compared to Δ8/DGC 

and WT. In contrast, co-expressing a HD-GYP and DGC in Δ8 (Δ8/DGC/HD-GYP) 

showed reduced c-di-GMP yet hrpS expression resembled the WT. Collectively, the 

activation of hrpS expression is specific to increased intracellular pGpG, owing to 

expressing HD-GYP—yielding GMP from c-di-GMP—did not increase hrpS expression 

compared to WT. 
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Figure 5.3. hrpS mRNA abundance responds to different levels of nucleotides in 
vivo. In the indicated strains, some of which contained expression plasmids for a DGC, 
EAL, and/or HDGYP enzyme: Δ3 is deletions of all PDEs; Δ8 is deletion of all PDEs and 
DGCs. (--) sign indicates absence of the plasmid. ND designates not detectable. The 
values represent the mean concentrations of c di GMP and pGpG across all the strains 
(n=3 biological replicates).  
 

A1.5.2: HrpS does not bind to pGpG or c-di-GMP but instead binds to GTP  

The expression of hrpS is activated by increased intracellular pGpG; therefore, I 

hypothesized that HrpS is interacting with pGpG to autoregulate itself. To determine if 

HrpS binds to pGpG, I purified HrpS-6xHis and subjected it to differential radial capillary 

action of ligand assay (DRaCALA), which was performed by collaborators at the 

University of Maryland [213]. HrpS (12.5 µM) was incubated with 66 pM of various 32P-

labled nucleotides— c-di-GMP, pGpG, and GTP—independently, and binding fraction 

was measured (Fig. 5.4A-C). We observed significant binding of HrpS to GTP but not to 

c-di-GMP or pGpG. To test the specificity of the interaction between HrpS and GTP, we 

added unlabeled excess indicated nucleotide competitors—GTP, GDP, GMP, and 
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ATP—to each reaction. As a result, HrpS binds to GTP/GDP with higher specificity 

compared to other unlabeled competitors (Fig. 5.4D). Next, we performed a pGpG 

hydrolysis assay to determine if HrpS is hydrolyzing the nucleotide rather than binding 

to it. Compared to the positive control Orn, which hydrolyzes pGpG to GMP, HrpS 

neither binds to pGpG nor hydrolyzes it (Fig. 5.4E). Furthermore, we performed a 

NTPase activity assay to determine if HrpS is hydrolyzing GTP specifically. Compared 

to the negative control BSA, which has no NTPase hydrolysis activity, HrpS binds to 

GTP and hydrolyzes GTP (Fig. 5.4 F). In summary, HrpS does not interact with pGpG 

but instead bind and hydrolyze GTP.  

 

Figure 5.4. Detection of specific protein ligand interactions by DRaCALA. Graphs 
of fraction bound for each sample (A) 32P-pGpG, (B) 32P-c-di-GMP, (C) 32P-GTP. (D) 
Competition of 32P-GTP binding to HrpS by a variety of excess unlabeled nucleotides. 
(E) Kinetics of pGpG hydrolysis by HrpS and Orn (positive control). HrpS 1 and HrpS 2 
come from two different protein preps; Orn, Alg44, and ObgE are positive controls for 
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Figure 5.4 (cont’d) binding to pGpG, c-di-GMP, and GTP, respectively; and MBP is the 
negative controls for binding all three nucleotides. Bars indicate means with standard 
deviations (n=3 biological replicates). (F) Nucleotide hydrolysis assay demonstrates 
that HrpS can hydrolyze ATP and GTP, while Bovine serum albumin (BSA) serves as a 
negative control. Bars indicate means with standard deviations (n=3 biological 
replicates). 
 

A1.5.3: Full-length HrpS binds to hrpL and its own promoter 

Previous studies have demonstrated in vitro binding of HrpS to its target 

promoters using Electrophoretic Mobility Shift Assays (EMSAs) [198, 202]. However, 

prior studies utilized only the DNA-binding domain of HrpS to perform EMSAs. HrpS 

and other classic EBPs utilize GAFTGA motif to interact in response to σ54 to activate 

transcription. In vitro analyses demonstrate that HrpS-activated promoters, such as 

PhrpL, contain the highly conserved -24 and -12 consensus sequences utilized by σ54-

RNA polymerase (RNAP) [198, 202]. To determine if the purified full-length HrpS can 

bind to its target promoters, we performed EMSA by incubating the hrpL promoter probe 

with various concentration of HrpS protein. Full-length HrpS binds to hrpL promoter in a 

dose-dependent manner (Fig. 5.5). The addition of an excess unlabeled probe 

composed of HrpS binding site was able to outcompete HrpS binding to the labeled 

hrpL probe. Conversely, when the unlabeled probe lacks the binding site, it was no 

longer able to abrogate the HrpS-hrpL band migration (Fig. 5.5). Intriguingly, we found 

that HrpS can bind to its own promoter through an unclear mechanism, owning to its 

promoter consists of σ70 consensus sequence and lacking a hrpS binding motif as in 

the PhrpL (TGCAA-N4-TTGCA) [198]. Moreover, some EBPs are in their inactive dimeric 

state when bound to their target DNA and are then activated upon nucleotide binding 

and hydrolysis. Therefore, presumably, HrpS is in its dimeric state when bound to the 
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probe and requires nucleotide triphosphate to activate its activity (Fig. 5.5). Notably, the 

addition of GTP causes a higher molecular band shift, suggesting that the proteins are 

forming higher oligomers to interact with the DNA while bound to GTP.  

 

 

Figure 5.5. Full-length HrpS binds to hrpL and GTP enhances HrpS interaction 
with its promoter in vitro. (A) HrpS-6xHis were incubated with a FAM-labeled probe 
corresponding to the hrpL promoter. Unlabeled probe without HrpS binding sites (B) or 
with binding sites (C) competitor was added at a different increasing molar excess 
relative to the labeled probe in reactions with 10 µM HrpS-6xHis. GTP enhances HrpS 
interaction with the PhrpS by forming higher oligomers in vitro. Lane 1 only contains 361-
bp FAM-labeled probe of PhrpS. Lane 2 contains HrpS-HIS incubated with the FAM-
labeled probe. Lane 3 is the same reaction conditions as Lane 2 except 5 mM GTP was 
added to the binding reactions (indicated by the + sign), which creates a higher 
molecular shift. 
 

A1.5.4: Increased pGpG does not lead to increased GTP to activate hrpS 

expression 

The alarmones (p)ppGpp, a stringent response molecule, mediates intracellular 

GTP levels in Gram-positive and -negative bacteria [214–216]. Since (p)ppGpp and 

pGpG are both linearized guanine-based nucleotides, we hypothesize that pGpG could 
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also modulate the intracellular concentration of GTP to induce hrpS expression, and 

that the resulting HrpS change in activity prompts Hrp-T3SS expression. To determine 

whether the changes of pGpG correlate with intracellular GTP, we measured 

intracellular concentrations of GTP in the previously described strains. We found that 

there is no clear correlation between increasing intracellular pGpG level with increasing 

GTP or c-di-GMP (Fig. 5.6). In contrast, Δ3 expressing an EAL has lower GTP 

concentrations compared to WT and Δ3 expressing an HD-GYP. Likewise, Δ8 

expressing a DGC and an EAL has lower GTP levels compared to Δ8 either expressing 

just a DGC or a DGC and an HDGYP, yet it has higher levels than Δ8 (Fig. 5.6). This 

indicates that changes in pGpG level have no effect on the level of GTP to regulate the  

expression of hrpS.  

 

Figure 5.6. Increased pGpG level does not lead to increased GTP level.  In the 
indicated strains, some of which contained expression plasmids for a DGC, EAL, 
and/or HDGYP enzyme. Δ3 is deletions of all PDEs; Δ8 is deletion of all PDEs and 
DGCs. (--) sign indicates absence of the plasmid. The values represent the mean 
concentrations of c di GMP and pGpG across all the strains (n=3 biological replicates). 
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A1.5.5: Increased pGpG level demonstrates higher virulency 

The increased hrpS gene expression caused by high levesl of pGpG will upregulate the 

expression of hrp-T3SS pathogenicity island. To assess the effect of pGpG on 

pathogenesis, our collaborator at the Sundin lab performed an in vivo infection of 

various strains of E. amylovora in immature pears. Infection with the WT strain forms a 

robust lesion whereas overexpression of a DGC, increasing c-di-GMP, inhibits virulence 

as previous demonstrated (cite Edmunds/Castiblanco paper) (Fig. 5.7). Decreasing c-di-

GMP in the DGC expressing strain only partially restores virulence relative to the WT; 

however, expressing an EAL in this strain fully complements WT virulence (Fig. 5.7). 

This result further suggests that pGpG is one of the essential factors for 

activating/maintaining hrpS-T3SS in E. amylovora pathogenesis.  

 

 

Figure 5.7. Virulence tests on immature pear fruits. Symptoms caused by E. 
amylovora WT, WT containing DGC on plasmid, WT containing DGC and HD-GYP on 
plasmid, and WT containing DGC and EAL on plasmid. Symptoms were recorded and 
photos were recorded at 4 days post-inoculation. 
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A1.6: DISCUSSION 

We report the first evidence for a signaling role of pGpG, the breakdown product 

of c-di-GMP in bacteria, outside of modulation of c-di-GMP concentrations. The 

elevated level of hrpS expression correlates with the increased intracellular level of 

pGpG, yet HrpS does not interact with pGpG but with GTP. GTP increases the activity 

of HrpS to bind to its promoter in via an unknown mechanism. Nevertheless, the 

increasing level of pGpG does not lead to increased GTP for HrpS to utilize. 

Furthermore, the presence of pGpG is associated with virulence in a pear infection 

model. However, the effector for pGpG and its role in activating hrpS expression, the 

main regulator of hrp-T3SS in E. amylovora is still under investigation.  

To date, out of 1,131 complete bacterial genomes available in GenBank, 210 

(~19%) have both DGCs and EALs but not HD-GYP (Fig. 5.8) [217]. Numerous 

bacteria, including mammalian pathogens, such as Escherichia coli, Mycobacterium 

tuberculosis, Salmonella typhimurium, Shigella flexneri, and Yersinia pestis, also do not 

encode HD-GYP domain PDEs (Fig. 5.8), suggesting that pGpG may function as a 

signaling molecule across diverse phylogenetic backgrounds. Furthermore, a complete 

understanding of the second messenger regulation that contributes to the colonization 

and infection of E. amylovora may provide insight into the pathogenesis of other 

bacteria lacking PDE with an HD-GYP domain. Demonstrating the potential signaling 

role of pGpG would allow us to further understand and expand the second messenger- 

based signaling systems. 
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Figure 5.8 Phylogenetic list of bacteria lacks HD-GYP domains. The listed bacteria 
encode c-di-GMP-associated enzymes (DGCs, PDEs) but not HD-GYP. Adapted from 
http://ncbi.nlm.nih.gov/Complete_Genomes/c-di-GMP.html. 
 

Cyclic-di-nucleotide signaling molecules are ubiquitous and important in bacterial 

physiology and regulatory functions. Completion of this proposed work would illuminate 

the molecular mechanism supporting the hypothesis that pGpG functions as a novel 

signaling molecule that affects gene regulation in E. amylovora and potentially other 

well-characterized pathogens. Little known about a possible function for pGpG other 

than that it is the substrate for Orn degradation to yield GMP in Pseudomonas 

aeruginosa [191] and excess pGpG level feedback inhibits EAL PDE activity to regulate 

http://ncbi.nlm.nih.gov/Complete_Genomes/c-di-GMP.html
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c-di-GMP level [218, 219] . Uncovering its potential role would, however, further expand 

the second messenger-based signaling system due to its prevalence in other bacteria 

that encode GGDEF and EAL enzymes but no HD-GYP enzymes. We predict that the 

function of pGpG may be conserved across different bacterial phyla since there are 

other non-pathogenic bacteria that also do not encode HD-GYP enzymes. This study 

will develop novel paradigm of pGpG-mediated gene regulation that apply to other 

branches of phylogenetic tree. 
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APPENDIX 2 

 

Strains, Plasmids, and Oligonucleotides 
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Table 1. Bacterial Strain and Phage Names and Descriptions 

Strains Name Description Chapter Referenc
e 

E. coli     

DH10b  F-mcrA Δ(mrr-hsdRMS-
mcrBC) Φ80lacZΔM15 
ΔlacX74 recA1 endA1 
araD139Δ(ara, leu)7697 
galU galK λrpsL nupG 

2 ThermoFis
her 

Scientific 

BW29427  RP4-
2(TetSkan1360::FRT), thr
B1004, lacZ58(M15), 
ΔdapA1341::[erm pir+], 
rpsL(strR), 
thi-, hsdS-, pro- 

2, 3 Lab Stock 

BL21(DE3)  F- ompT hsdSB(rB -mB 
+) gal dcm (DE3) 

2, A1 Lab Stock 

MG1655  F- lambda- ilvG- rfb-50 
rph-1 

2, 3 Lab Stock 

NR8052 Δung Δ(pro-lac) thi ara 
trpE9777 ung-1 

3 Gift from 
K. Yu 

078:H11 H10407  ETEC Wild type 2 [71] 

E. amylovora     

Ea1189 WT Wild type A1 [220] 

ΔpdeABC Δ3 Ea1189 Δeam_2228 
(pdeA), Δeam_3311 
(pdeB), and Δeam_3381 
(pdeC) 

A1 Appendix 
1 

ΔdgcABCDE 
ΔpdeABC 

Δ8 Ea1189 ΔpdeABC + 
Δeam_0335 (dgcA), 
Δeam_0564 (dgcB), 
Δeam_1504 (dgcC), 
Δeam_2180 (dgcD), 
Δeam_2435 (dgcE), 

A1 Appendix 
1 

V. cholerae     

C6706str2 WT or 
VC 

Wild type O1 El Tor; SmR 2 [60] 

CR01 ΔVSP-1 O1 El Tor ΔVSP-1 2 Chapter 2 

CR02 ΔVSP-2 O1 El Tor ΔVSP-2 2 Chapter 2 

CR03 ΔVSP-
1/2 

O1 El Tor ΔVSP-1/2 2 Chapter 2 

BYH206 Δig222 O1 El Tor Δig222 between 
vc0175-vc0176 position 
in N16961 chromosome I 
[177,230-177,008] 

2 Chapter 2 
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Table 1. (cont’d)     

BYH207 Δvc0176 O1 El Tor Δvc0176 2 Chapter 2 

GS05 ΔavcD O1 El Tor ΔavcD 2 Chapter 2 

WLN5105 ΔcapV O1 El Tor ΔcapV 2 [25] 

V. parahaemolyticus     

O1:Kuk 
str. FDA_R31 

VP Wild type  2, 3 [69] 

P. mirabilis     

    AR379 PM Wild type 2 [70] 

S. cerevisiae     

    yMK839 Sc MATa leu2-3 trp1 ura3-52 2 [114] 

Phages     

    T2 T2 Wild type 2 ATCC 

    T3 T3 Wild type 2, 3 ATCC 

    T4 T4 Wild type 2 ATCC 

    T5 T5 Wild type 2, 3 ATCC 

    T6 T6 Wild type 2, 3 ATCC 

    T7 T7 Wild type 2, 3 ATCC 

    λvirulent λvir Wild type 2 Gift from 
M. Laub 

    SECΦ17 SECΦ17 Wild type 2 Gift from 
M. Laub 

    SECΦ18 SECΦ18 Wild type 2, 3 Gift from 
M. Laub 

    SECΦ27 SECΦ27 Wild type 2 Gift from 
M. Laub 
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Table 2. Plasmid Names and Descriptions 

Plasmids Name Relevant 
characteristics 

Chapter Reference 

pEVS141 pVector1 pEVS143 without 
Ptac; Kmr 

2 [64] 

pEVS143  Broad-host range 
Ptac overexpression 
vector; Kmr 

2, A1 [62] 

pMMB67EH pVector2 Broad-host range 
Ptac overexpression 
vector; Ampr 

2 [63] 

pKAS32  Suicide vector for 
mutant 
construction, Ampr 

2 [61] 

pLAFR pLAFR pLAFR; Tetr 2 Gift from B. 
Bassler 

pCCD7 pCCD7 pLAFR::VSP-1; Tetr 2 [25] 

pET28b pVector6xHis T7 promoter; Kmr 2, A1 Novagen 

pBRP353 pDncV pMMB67EH::dncV; 
Ampr 

2 [25] 

pCMW204 pAvcD pEVS143::avcD; 
Kmr  

2 Chapter 2 

pGBS87 pAvcD/pAvcDVC pMMB67EH::avcD; 
Ampr 

2 Chapter 2 

pGBS65 pAvcD6xHis  pET28b::avcD-
6xHis C-term; Kmr 

(*only* in E. coli 
BL21(DE3)) 

2 Chapter 2 

pGBS98 pAvcD6xHis pEVS143::avcD-
6xHis C-term; Kmr 

(*only* in V. 
cholerae) 

2 Chapter 2 

pAvcD4-532  pET28b::avcD4-532-
6xHis N-term; Kmr 

2 Chapter 2 

pGBS71 pAvcDE384A pEVS143::avcD-
E384A; Kmr 

2 Chapter 2 

pGBS82 pAvcDE384A pET28b::avcD-
E384A-6xHis C-
term; Kmr (*only* 
for in vitro and 
Western blot) 

2 Chapter 2 

pGBS81 pAvcDC411A+C414

A 
pEVS143::avcD-
C411A+C414A; 
Kmr 

2 Chapter 2 
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Table 2 (cont’d)     

pGBS75 pAvcDC411A+C414

A
 

pET28b::avcD-
C411A+C414A-
6xHis C-term; Kmr 

2 Chapter 2 

pGBS103 pAvcDS52K pEVS143::avcD-
S52K; Kmr 

2 Chapter 2 

pGBS114 pAvcDS52K pET28b::avcD-
S52K-6xHis C-
term; Kmr 

2 Chapter 2 

pGBS106 pAvcDD162A+Q163

A 
pEVS143::avcD-
D162A+Q163A; 
Kmr 

2 Chapter 2 

pGBS116 pAvcDD162A+Q163

A 

pET28b::avcD-
D162A+Q163A-
6xHis C-term; Kmr 

2 Chapter 2 

pGBS80 pIg222 pEVS143::Ig222, 
(position in N16961 
chromosome I 
[177,230-177,008]); 
Kmr 

2 Chapter 2 

pGBS108 pIg222-STOP pEVS143::ig222-
1C>T, 2T>A; Kmr 

2 Chapter 2 

pGBS110 pAvcI pEVS143::avcI 
(position in N16961 
chromosome I 
[177,181-177,008]); 
Kmr 

2 Chapter 2 

pAW01 pAvcIRBS-less pEVS143:avcI 
without RBS; Kmr 

2 Chapter 2 

pGBS111 pAvcISTOP pEVS143::avcI-
1A>T, 2T>A, 3G>A; 
Kmr 

2 Chapter 2 

pGBS118 pAvcIInteriorSTOP pEVS143::avcI-
17A>T, 18T>A, 
19G>A; Kmr 

2 Chapter 2 

pBYH49 pAvcI49-186 pEVS143::Ig222 
truncation (49-186 
NT); Kmr 

2 Chapter 2 

pBYH52 pAvcI49-204 pEVS143::Ig222 
truncation (49-204 
NT); Kmr 

2 Chapter 2 

pBYH53 pAvcI49-214 pEVS143::Ig222 

truncation (49-214 
NT); Kmr 

2 Chapter 2 
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Table 2 (cont’d)     

pBYH54 pAvcI49-218 pEVS143::Ig222 
truncation (49-218 
NT); Kmr 

2 Chapter 2 

pBYH55 pAvcI66-222 pEVS143::Ig222 
truncation (66-222 
NT); Kmr 

2 Chapter 2 

pBYH56 pAvcI86-222 pEVS143::Ig222 
truncation (86-222 
NT); Kmr 

2 Chapter 2 

pBYH57 pAvcI123-222 pEVS143::Ig222 
truncation (123-222 
NT); Kmr 

2 Chapter 2 

pGBS120 pAvcDE123K pEVS143::avcD-
E123K; Kmr 

2 Chapter 2 

pGBS131 pAvcDA126T pEVS143::avcD-
A126T; Kmr 

2 Chapter 2 

pGBS128 pAvcDK201R pEVS143::avcD-
K201R; Kmr 

2 Chapter 2 

pGBS129 pAvcDK511R pEVS143::avcD-
K511R; Kmr 

2 Chapter 2 

pGBS130 pAvcDQ514R pEVS143::avcD-
Q514R; Kmr 

2 Chapter 2 

pGBS124 pAvcDETEC pEVS143::avcD 
from Escherichia 
coli O78:H11 
H10407 (ETEC); 
Kmr (*only* for 
mass spec 
experiment) 

2 Chapter 2 

pGBS125 pAvcIETEC pEVS143::avcI 
from E. coli 
O78:H11 H10407 
(ETEC); Kmr 

2 Chapter 2 

pGBS126 pAvcDETEC pMMB67EH::avcD 
from ETEC; Ampr  

2 Chapter 2 

pAW07 pAvcIVP pEVS143::avcI 
from V. 
parahaemolyticus 
O1:Kuk str. 
FDA_R31; Kmr 

2 Chapter 2 

pAW06 pAvcDVP pMMB67EH::avcD 
from V. 
parahaemolyticus 
O1:Kuk str. 
FDA_R31; Ampr  

2 T Chapter 2 
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Table 2 (cont’d)     

pAW02 pAvcIPM pEVS143::avcI 
from P. mirabilis 
AR379; Kmr 

2 Chapter 2 

pAW04 pAvcDPM pMMB67EH::avcD 
from P. mirabilis 
AR379; Ampr  

2 Chapter 2 

pBRP15  pMMB67EH without 
Ptac; Ampr 

2 Chapter 2 

pBYH64  pBRP15::avcI-avcD 
operon with its 
upstream intergenic 
region position in V. 
cholerae N16961 
[177,759-176,932]; 
Ampr 

2 Chapter 2 

pBYH67 pAvcID (Ch. 3) pBRP15:: avcI-
avcD operon with 
its upstream 
intergenic region 
position in V. 
parahaemolyticus  
O1:Kuk str. 
FDA_R31 
(CP006004) 
[468,152-466,174]; 
Ampr 

2, 3 Chapter 2 

pBYH65  pBRP15:: avcI-
avcD operon with 
its upstream 
intergenic region 
position in P. 
mirabilis AR379 
(NZ_CP029133), 
[3,698,504-
3,700,828]; Ampr 

2 Chapter 2 

pBYH63  pBRP15:: avcI-
avcD operon with 
its upstream 
intergenic region 
position in ETEC 
(NC_017723.1), 
[2,280-4,414]; Ampr 

2 Chapter 2 
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Table 2 (cont’d)     

pBYH69  pEVS143::dcd1 
from 
Saccharomyces 
cerevisiae; Kmr 

2 Chapter 2 

pBYH81 pAvcIDVP-

avcDS49K 
pBYH67::avcD-
S47K; Ampr 

2 Chapter 2 

pBYH82 pAvcIDVP-

avcDE376K 
pBYH6::avcD-
E376K; Ampr 

2 Chapter 2 

pBYH83  pAvcIDVP-

avcDS49K+E376K 

(Ch. 2); pAvcID* 
(Ch. 3) 

pBYH67::avcD-
S47K+E376K; 
Ampr 

2, 3 Chapter 2, 3 

pBYH84  pBYH67::avcD-
6xHis; Ampr 

3 Chapter 3 

pCRR01  Deletion construct 
for ΔVSP-1, Ampr 

2 Chapter 2 

pCRR02  Deletion construct 
for ΔVSP-2, Ampr 

2 Chapter 2 

pBYH36  Deletion construct 
for Δig222, Ampr 

2 Chapter 2 

pBYH37  Deletion construct 
for Δvc0176, Ampr 

2 Chapter 2 

pGBS88  Deletion construct 
for ΔavcD, Ampr 

2 Chapter 2 

pBYH2 pHrpS-6xHis pET28b::hrpS-
6xHis C-term; Kmr 

(*only* in E. coli 
BL21(DE3)) 

A1 Appendix 1 

pWL001 pEAL pEVS143::vc1086; 
Kmr 

A1 Lab Stock 

pWL002 pHDGYP/pGYP pEVS143::vca0681; 
Kmr 

A1 Lab stock 

pLFC11 pDGC pACYCduet-
1::edcC and edcE 
with their native 
promoter; Cmr 

A1 [186] 
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Table 3. Oligonucleotides Used in This Study 

Name Primer use Sequence Chapter Reference 

Vector Construction 

CMW3009 avcD F1 EcoRI 
+ RBS3 
(pEVS143-
AvcD) 

GGAAACAGCCTCGACA
GGCCTAGGAGGAAGCT
AAATTGTTTACAATGAA
TAAGTCCTCCG  

2 Chapter 2 

CMW3010 avcD R2 
BamHI 
(pEVS143-
AvcD) 

CATAAAGCTTGCTCAAT
CAATCACCGGATCCTAG
TCTTGGATGCTCTCTTC  

2 Chapter 2 

CMW3025 avcD F EcoRI 
+ RBS 
(pMMB67EH-
AvcD) 

ATTTCACACAGGAAACA
GAGGAGCTAAGGAAGC
TAAATTGTTTACAATGA
ATAAGTCCTC  

2 Chapter 2 

CMW3026 avcD R BamHI 
(pMMB67EH-
AvcD)   

CCTGCAGGTCGACTCT
AGAGCTAGTCTTGGATG
CTCTC  

2 Chapter 2 

CMW3066 
 

avcD+6His R 
BamHI 
(pEVS143-
AvcD-His6) 

GCTTGCTCAATCAATCA
CCGTTAGTGGTGGTGG
TGGTGGTGCTCGATGT
CTTGG  

2 Chapter 2 

CMW3079 Ig222 F EcoRI + 
RBS 
(pEVS143-
Ig222) 

CAGCCTCGACAGGCCT
AGGAGGAGCTAAGGAA
GCTAAACTGTTCGCAAA
TCATACTTTAG  

2 Chapter 2 

CMW3080 Ig222 R BamHI  
(pEVS143-
Ig222, 
pEVS143-AvcI 
& pEVS143-
AvcI 3’ end 
truncations and 
interior stop 
codon) 

GCTTGCTCAATCAATCA
CCGTTACCAATGGATTT
TTTGTG  

2 Chapter 2 

CMW3081 Ig222-STOP F 
EcoRI + RBS 
(pEVS143- 
Ig222-STOP)  

CAGCCTCGACAGGCCT
AGGAGGAGCTAAGGAA
GCTAAATAGTTCGCAAA
TCATAGTTTAG 

2 Chapter 2 

CMW3093 avcD F NcoI  
(pET28b-AvcD-
His6) 

AACTTTAAGAAGGAGAT
ATACATGTTTACAATGA
ATAAGTCCTCCGC 
 

2 Chapter 2 
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Table 3 (cont’d)     

CMW3094 avcD R XhoI  
(pET28b-AvcD-
His6)  

CTCAGTGGTGGTGGTG
GTGGTGCTCGATGTCTT
GGATGCTCTCTTCTTCA
CTCGATGG 

2 Chapter 2 

CMW3102 avcI F EcoRI + 
RBS 
(pEVS143-AvcI 
& pEVS143-
AvcI 5’ end 
truncations) 

CTCGACAGGCCTAGGA
GGAGCTAAGGAAGCTA
AAATGATTACAAGCATT
CATGAATATAG  

2 Chapter 2 

CMW3103 avcI F EcoRI + 
RBS  
(pEVS143-
AvcISTOP) 

CTCGACAGGCCTAGGA
GGAGCTAAGGAAGCTA
AATAAATTACAAGCATT
CATGAATATAG  
 

2 Chapter 2 

CMW3128 avcI49-186 F 
EcoRI + RBS 
(pEVS143-
AvcI49-186) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATGATTACAA
G 

2 Chapter 2 

CMW2129 avcI49-186 R 
BamHI 
(pEVS143-
AvcI49-186) 

GCTTGCTCAATCAATCA
CCGGGCTCTAGCTTTCT
CTTTTTTTGCGTCTTTC 

2 Chapter 2 

CMW3162 avcDETEC F 
EcoRI + RBS 
(pEVS143-
AvcDETEC) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATGGCTATAG
CTTTGAAAAAG 

2 Chapter 2 

CMW3163 avcDETEC R 
BamHI 
(pEVS143-
AvcDETEC) 

GCTTGCTCAATCAATCA
CCGTTAAATCAAGTCAT
CTTGTTTTG  

2 Chapter 2 

CMW3164 avcDETEC F 
EcoRI + RBS 
(pMMB67EH-
AvcDETEC) 

AATTTCACACAGGAAAC
AGAGGAGCTAAGGAAG
CTAAAATGGCTATAGCT
TTGAAAAAGG  

2 Chapter 2 

CMW3165 avcDETEC F 
BamHI 
(pMMB67EH-
AvcDETEC) 

CCTGCAGGTCGACTCT
AGAGTTAAATCAAGTCA
TCTTGTTTTGG  

2 Chapter 2 

CMW3166 avcIETEC F 
EcoRI + RBS 
(pEVS143-
AvcIETEC) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATGTCAAACC
AATTAACCG  

2 Chapter 2 
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Table 3 (cont’d)     

CMW3167 avcIETEC F 
BamHI 
(pEVS143-
AvcIETEC) 

GCTTGCTCAATCAATCA
CCGCTAATCAAGTATTA
TTTCTTTCTTTAGTATTT
TATC  

2 Chapter 2 

CMW3180 avcIVP F EcoRI 
+ RBS 
(pEVS143-
AvcIVP) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATGGTTACAA
ATTTAAATG  

2 Chapter 2 

CMW3181 avcIVP R 
BamHI 
(pEVS143-
AvcIVP) 

GCTTGCTCAATCAATCA
CCGTTACCAACGAATTT
TCTGTGCGGCTCTTAAA
AG 

2 Chapter 2 

CMW3184 avcDVP F 
EcoRI + RBS 
(pMMB67EH-
AvcDVP) 

CAATTTCACACAGGAAA
CAGAGGAGCTAAGGAA
GCTAAAATGGGAAAATC
CTCTA  

2 Chapter 2 

CMW3185 avcDVP R 
BamHI 
(pMMB67EH-
AvcDVP) 

CCTGCAGGTCGACTCT
AGAGTTATTCAATAGTG
GCTTCTACTTGTTGCTT
TGTGAATG 

2 Chapter 2 

CMW3189 avcI F EcoRI  
(pEVS143-
AvcI) 

ACAGCCTCGACAGGCC
TAGGATGATTACAAGCA
TTCATGAATATAGAAAC
GCTTC 

2 Chapter 2 

CMW3192 avcIPM F EcoRI 
+ RBS 
(pEVS143-
AvcIPM) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATGAACGTTC
AAC 

2 Chapter 2 

CMW3193 avcIPM R 
BamHI 
(pEVS143-
AvcIPM) 

GCTTGCTCAATCAATCA
CCGTTACCAATCTAACG
TGTCTGCTACAGCTGC 

2 Chapter 2 

CMW3196 avcDVP F 
EcoRI + RBS 
(pMMB67EH-
AvcDPM) 

CAATTTCACACAGGAAA
CAGAGGAGCTAAGGAA
GCTAAAATGGGTAATCC 

2 Chapter 2 

CMW3197 avcDVP R 
BamHI 
(pMMB67EH-
AvcDPM) 

CCTGCAGGTCGACTCT
AGAGTTAACTTCTCTCT
TCACCTAAACGAAGATT
TAC 

2 Chapter 2 

CMW3200 avcI49-204 R 
BamHI 
(pEVS143-
AvcI49-204) 

GCTTGCTCAATCAATCA
CCGTGCAGCACGCAAA
AGATTG 

2 Chapter 2 
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Table 3 (cont’d)     

CMW3201 avcI49-214 R 
BamHI 
(pEVS143-
AvcI49-214) 

GCTTGCTCAATCAATCA
CCGGGATTTTTTGTGCA
GCAC 

2 Chapter 2 

CMW3202 avcI49-218 R 
BamHI 
(pEVS143-
AvcI49-218) 

GCTTGCTCAATCAATCA
CCGCAATGGATTTTTTG
TGCAGCACGCAAAAGA 

2 Chapter 2 

CMW3203 avcI66-222 F 
EcoRI + RBS 
(pEVS143-
AvcI66-222) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAGAATATAGAA
ACG 

2 Chapter 2 

CMW3204 avcI86-222F 
EcoRI + RBS 
(pEVS143-
AvcI86-222) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATAGCGACAA
AAAC 

2 Chapter 2 

CMW3205 avcI123-222 F 
EcoRI + RBS 
(pEVS143-
AvcI123-222) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAAGACACTAGC
G 

2 Chapter 2 

CMW3306 avcI-avcD w/ 
upstream 
intergenic 
regions from V. 
cholerae F 
BamHI (pAvcI-
AvcDVC) 

CGGGAAACCTGTCGTG
CCAGCTAGTCTTGGATG
CTCTC 

2 Chapter 2 

CMW3307 avcI-avcD w/ 
upstream 
intergenic 
regions from V. 
cholerae R 
EcoRI (pAvcI-
AvcDVC) 

CCTGCAGGTCGACTCT
AGAGATAGAGACACTAT
ATTTAGTGTTTAATTAAC 

2 Chapter 2 

CMW3308 avcI-avcD w/ 
upstream 
intergenic 
regions from 
ETEC F BamHI 
(pAvcI-
AvcDETEC) 

CGGGAAACCTGTCGTG
CCAGTTAAATCAAGTCA
TCTTGTTTTGGTTC 

2 Chapter 2 
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Table 3 (cont’d)     

CMW3309 avcI-avcD w/ 
upstream 
intergenic 
regions from 
ETEC R EcoRI 
(pAvcI-
AvcDETEC) 

CCTGCAGGTCGACTCT
AGAGAGGCTCCGCTGA
GAAAAAATTC 

2 Chapter 2 

CMW3310 avcI-avcD w/ 
upstream 
intergenic 
regions from P. 
mirabilis F 
BamHI (pAvcI-
AvcDPM) 

CGGGAAACCTGTCGTG
CCAGTTAACTTCTCTCT
TCACCTAAAC 

2 Chapter 2 

CMW3311 avcI-avcD w/ 
upstream 
intergenic 
regions from P. 
mirabilis R 
EcoRI (pAvcI-
AvcDPM) 

CCTGCAGGTCGACTCT
AGAGTGCTTTAACTCCT
AAAGG 

2 Chapter 2 

CMW3312 avcI-avcD w/ 
upstream 
intergenic 
regions from V. 
parahaemolytic
us F BamHI 
(pAvcI-AvcDVP) 

CGGGAAACCTGTCGTG
CCAGTTATTCAATAGTG
GCTTCTAC 

2, 3 Chapter 
2,3  

CMW3313 avcI-avcD w/ 
upstream 
intergenic 
regions from V. 
parahaemolytic
us R EcoRI 
(pAvcI-AvcDVP) 

TGCCTGCAGGTCGACT
CTAGAGTCACTTTGCTG
ATTTAAGCAGAT 

2, 3 Chapter 
2,3 

CMW3335 dcd1Sc F EcoRI 
(pEVS143-
Dcd1) 

ACAGCCTCGACAGGCC
TAGGAGGAGCTAAGGA
AGCTAAAATGTTAATTG
GTGTAAG 

2 Chapter 2 

CMW3336 dcd1Sc R 
BamHI 
(pEVS143-
Dcd1) 

GCTTGCTCAATCAATCA
CCGTTAAATCATCACAA
TTCTTGGTTC 

2 Chapter 2 
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Table 3 (cont’d)     

EWAvcDFwd avcD4-532 F 
NdeI (pAvcD4-

532) For protein 
purification 

GTGCCGCGCGGCAGCC
ATATGAATAAGTCCTCC
GCAAA 

2 Chapter 2 

EWAvcDRev avcD4-532 R 
XhoI (pAvcD4-

532) For protein 
purification 

TGGTGGTGGTGGTGGT
GCTTAGTCTTGGATGCT
CTCTTCTT 

2 Chapter 2 

CMW3504 hrpS F NcoI 
(pET28b::hrpS-
6xHis) 

ACTTTAAGAAGGAGATA
TACATGAACATCAGGAA
TAGTGAAC 

A1 Appendix 1 

CMW3505 hrpS R XhoI 
(pET28b::hrpS-
6xHis) 

AGTGGTGGTGGTGGTG
GTGCTCGAGCTGAGCA
ATAACC 

A1 Appendix 1 

Site-directed Mutagenesis 

CMW3011 avcD (E384A) 
F  
(pEVS143-
AvcDE384A & 
pET28b-
AvcDE384A) 

CAAGAGCGGTTCATGC
TGCAATGGATTCTCTTA
TAGC  

2 Chapter 2 

CMW3012 avcD (E384A) 
R 
(pEVS143-
AvcDE384A & 
pET28b-
AvcDE384A) 

GCTATAAGAGAATCCAT
TGCAGCATGAACCGCT
CTTG  
 

2 Chapter 2 

CMW3013 avcD (C411A + 
C414A) F 
(pEVS143-
AvcDC411A+C414A

) 

TATATGTTACGACATAT
CCGGCTCACAACGCTG
CGCGACACATCGTTGC
TG  

2 Chapter 2 

CMW3014 avcD (C411A + 
C414A) R 
(pEVS143-
AvcDC411A+C414A

) 

CAGCAACGATGTGTCG
CGCAGCGTTGTGAGCC
GGATATGTCGTAACATA
TA  

2 Chapter 2 

CMW3021 avcD (K55A) F  
(pEVS143-
AvcDK55A) 

GCTATTGGCTCTGGTGT
AGCGGCATTAAAAGAG
AGTTTAGTTAGTTCTCT
TGAGACATAT  

2 Chapter 2 

CMW3022 avcD (K55A) R 
(pEVS143-
AvcDK55A) 

ATATGTCTCAAGAGAAC
TAACTAAACTCTCTTTTA
ATGCCGCTACACCAGA
GCCAATAGC  

2 Chapter 2 
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Table 3 (cont’d)     

CMW3104 avcD (D162A + 
Q163A) F 
(pEVS143-
AvcDD162A+Q163A

) 

CGCATACATCATCGCG
GCGTTAAAGCACCCTG
ATGAAATCAAATTCC 

2 Chapter 2 

CMW3105 avcD (D162A + 
Q163A) R 
(pEVS143-
AvcDQ162A+Q163A

) 

GGAATTTGATTTCATCA
GGGTGCTTTAACGCCG
CGATGATGTATGCG 

2 Chapter 2 

CMW3110 avcD (S52K) F  
(pEVS143-
AvcDS52K) 

CCTCTGTGGGGCTATT
GGCAAAGGTGTAAAGG
CATTAAAAGAGAG  

2 Chapter 2 

CMW3111 avcD (S52K) R 
(pEVS143-
AvcDS52K) 

CTCTCTTTTAATGCCTTT
ACACCTTTGCCAATAGC
CCCACAGAGG  

2 Chapter 2 

CMW3112 avcD (S52P) F  
(pEVS143-
AvcDS52P) 

CCTCTGTGGGGCTATT
GGCCCGGGTGTAAAGG
CATTAAAAGAGAG  

2 Chapter 2 

CMW3113 avcD (S52P) R  
(pEVS143-
AvcDS52P) 

CTCTCTTTTAATGCCTTT
ACACCCGGGCCAATAG
CCCCACAGAGG  

2 Chapter 2 

CMW3114 avcD (S52W) F  
(pEVS143-
AvcDS52W) 

CCTCTGTGGGGCTATT
GGCTGGGGTGTAAAGG
CATTAAAAGAGAG  

2 Chapter 2 

CMW3115 avcD (S52K) R  
(pEVS143-
AvcDS52W) 

CTCTCTTTTAATGCCTTT
ACACCCCAGCCAATAG
CCCCACAGAGG  

2 Chapter 2 

CMW3118 avcI (interior 
alternative 
frame stop) F 
(pEVS143-
AvcI17A>T, 
18T>A, 
19G>A) 

AAGGAAGCTAAAATGAT
TACAAGCATTCTAAAAT
ATAGAAACGCTTCTAAT
AGCG 

2 Chapter 2 

CMW3119  avcI (interior 
alternative 
frame stop) R 
(pEVS143-
AvcI17A>T, 
18T>A, 
19G>A) 

CGCTATTAGAAGCGTTT
CTATATTTTAGAATGCTT
GTAATCATTTTAGCTTC
CTT 

2 Chapter 2 

CMW3124 avcD (E123K) 
F (pEVS143-
AvcDE123K) 

GCAGCCTGTGCTATCAA
AGAAATTGCGCTGG 

2 Chapter 2 
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Table 3 (cont’d)     

CMW3125 avcD (E123K) 
R (pEVS143-
AvcDE123K) 

CCAGCGCAATTTCTTTG
ATAGCACAGGCTGC 

2 Chapter 2 

CMW3172 avcD (A126T) 
F (pEVS143-
AvcDA126T) 

GCTATCGAAGAAATTAC
GCTGGAAAGAACATTAA
TCTGTC 

2 Chapter 2 

Cmw3173 avcD (A126T) 
R (pEVS143-
AvcDA126T) 

GACAGATTAATGTTCTT
TCCAGCGTAATTTCTTC
GATAGC 

2 Chapter 2 

CMW3448 avcDVP (S49K) 
F 

ATTGGTCTTTGTGGAGC
TATAGGCAAGGGTGTG
AAAGCACTAAAAGATAA
C 

2, 3 Chapter 2, 
3 

CMW3449 avcDVP (S49K) 
R 

GTTATCTTTTAGTGCTTT
CACACCCTTGCCTATAG
CTCCACAAAGACCAAT 

2 ,3 Chapter 2, 
3 

CMW3450 avcDVP 

(E376A) F 
GAGAGCTGTACACGCA
GCAATGGATGCCATTGT
TG 

2, 3 Chapter 2, 
3 

CMW3451 avcDVP 

(E376A) R 
CAACAATGGCATCCATT
GCTGCGTGTACAGCTC
TC 

2, 3 Chapter 2, 
3 

CMW3456 avcDVP-6xHis 
knock-in F 

GTAGAAGCCACTATTGA
ACACCACCACCACCAC
CACTAACTGGCACGAC
AGGTTTC 

3 Chapter 3 

CMW3457 avcDVP-6xHis 
knock-in R 

GAAACCTGTCGTGCCA
GTTAGTGGTGGTGGTG
GTGGTGTTCAATAGTGG
CTTCTAC 

3 Chapter 3 

Gene Deletion 

CMW2794 ΔVSP-2 up4 F;  
CR02 & CR03 

GTGGAATTCCCGGGAG
AGCTCGGCTTGTTCACT
ATCGTAATAATGC 

2 Chapter 2 

CMW2795 ΔVSP-2 up R; 
CR02 & CR03 

GGAGGGGCCACCACTG
GGAGGGCACCAGATTC 

2 Chapter 2 

CMW2796 ΔVSP-2 down5 
F; 
CR02 & CR03 

GCCCTCCCAGTGGTGG
CCCCTCCCAGGT 

2 Chapter 2 

CMW2797 ΔVSP-2 down 
R; 
CR02 & CR03 

AGCTATAGTTCTAGAGG
TACGGGCATTAAGGTG
GTGGAAACCG 

2 Chapter 2 

CMW2814 ΔVSP-1 up F; 
CR01 & CR03 

GTGGAATTCCCGGGAG
AGCTGGCTTTACTGTTA
TTCGC 

2 Chapter 2 
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Table 3 (cont’d)     

CMW2815 ΔVSP-1 up R; 
CR01 & CR03 

TACCATGTAGTAGCGGT
ATCGAGATTCC 

2 Chapter 2 

CMW2816 ΔVSP-1 down 
F; 
CR01 & CR03 

GATACCGCTACTACATG
GTAACGAACTCTTC 

2 Chapter 2 

CMW2817 ΔVSP-1 down 
R; 
CR01 & CR03 

AGCTATAGTTCTAGAGG
TACCGCTAAGTTTGTGG
ATGC 

2 Chapter 2 

CMW2970 Δvc0176 up F; 
BYH207 

ATAACAATTTGTGGAAT
TCCCGGGAGAGCTGGG
AATCGAATATTGAGAG 

2 Chapter 2 

CMW2971 Δvc0176 up R; 
BYH207 

ATATAGTGTCTCTATTTA
TGGCTCATAATCTTGAA
G 

2 Chapter 2 

CMW2972 Δvc0176 down 
F; BYH207 

GATTATGAGCCATAAAT
AGAGACACTATATTTAG
TGTTTAATTAAC 

2 Chapter 2 

CMW2973 Δvc0176 down 
R; BYH207 

TGCGCATGCTAGCTATA
GTTCTAGAGGTACTATG
AAACTTATTTCTATACTC
TCAG 

2 Chapter 2 

CMW3067 ΔavcD up F; 
GS05 

GTGGAATTCCCGGGAG
AGCTACTATATTTAGTG
TTTAATTAACAAAAAAC  

2 Chapter 2 

CMW3068 ΔavcD up R; 
GS05 

CAGACTAAAGCCTGAAA
TTATGAAACTTATTTCTA
TAC 

2 Chapter 2 

CMW3069 ΔavcD down F; 
GS05 

TAATTTCAGGCTTTAGT
CTGGAAAATTCACTTTT
C  

2 Chapter 2 

CMW3070 ΔavcD down R; 
GS05 

AGCTATAGTTCTAGAGG
TACACATGGAGCATGAT
CAGG  

2 Chapter 2 

CMW3071 ΔIg222 up F; 
BYH206 

ATAACAATTTGTGGAAT
TCCCGGGAGAGCTTCT
CAAAGAAGCACGTAAAA
AAG 

2 Chapter 2 

CMW3072 ΔIg222 up R; 
BYH206 

CAAGAATTAACGTGGTA
AAGTGCGCACATTCTAC 

2 Chapter 2 

CMW3073 ΔIg222 down F; 
BYH206 

AATGTGCGCACTTTACC
ACGTTAATTCTTGATTA
GC 

2 Chapter 2 

CMW3074 ΔIg222 down R; 
BYH206 

TGCGCATGCTAGCTATA
GTTCTAGAGGTACTCAT
TTTCTTCTGAGGTTTC 

2 Chapter 2 



135 
 

Table 3 (cont’d) 

qPCR 

CMW2926 gyrA F TGGCCAGCCAGAGATC
AAG 

2 Chapter 2 

CMW2927 gyrA R ACCCGCAGCGGTACGA  2 Chapter 2 

CMW3206 avcD F TCGACCAGTTAAAGCAC
CCT 

2 Chapter 2 

CMW3207 avcD R CCTTCTGTACGGATCAA
GCCA 

2 Chapter 2 

CMW3208 avcI F GTGAATGGATATTTCGG
TGGA 

2 Chapter 2 

CMW3209 avcI R TTGTCGCTATTAGAAGC
GTT 

2 Chapter 2 

CMW3288 oriI F CAGGTGAACCAGCAAA
ATCGA 

2 [103] 

CMW3289 oriI R TGGTATTGAAGCTCAAT
GCGG 

2 [103] 

CMW3290 terI F TTCAAGCTGAGGCGGA
TTTG 

2 [103] 

CMW3291 terI R GCTCATTGGCTTCTTGT
GCTT 

2 [103] 

CMW3502 orf124_T5 F AGGTGCTAGCAACCAC
TGAC 

2, 3 Chapter 2, 
3 

CMW3503 orf124_T5 R CGTCCGATTTCGACGG
TTTG 

2, 3 Chapter 2, 
3 

CMW3506 p52_T7_F CAGAACTCATGGCAAG
CACG 

3 Chapter 3 

CMW3507 p52_T7_R TAAAGCCCTCCGCTTG
GTTT 

3 Chapter 3 

Electrophoretic Mobility Shift Assay (EMSA) 

CMW2779 FW HrpLpr  FAM-
CCTGGCGAACCTTCAAT
GATGAGAGCAGTTGTC
ATTGTGT 

A1 Appendix 1 

CMW2780 RV HrpLpr  TGGCTTGCTCCGTTACT
AAATCAGGTGATGCCTT
AGCGGC 

A1 Appendix 1 

CMW2784 FW HrpSpr  FAM-
GAATGCTCTTATATTTG
TCTCTCGC 

A1 Appendix 1 

CMW2785 RV HrpSpr  AAAAAATTACCCCTGCC
CTATCCAT 

A1 Appendix 1 

CMW3510 hrpL binding 
site FW 

ATATGCAACTTATTGCA
AATTTTGGCG 

A1 Appendix 1 
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Table 3 (cont’d)     

CMW3511 Upstream 
hrpL_pr w/o 
BS_RV 

ATGTCGCTGGCGACTTT A1 Appendix 1 

In vitro Transcription Synthesis 

EJW002 avcIVC RNA F GACCATGATTACGCCAT
AATACGACTCACTATAG
GGATGATTACAAGCATT
CATG 

2 Chapter 2 

EJW003 avcIVC RNA R [mU][mU]ACCAATGGATT
TTTTGTGC 

2 Chapter 2 

EJW016 avcIVC-RC RNA 
F 

GACCATGATTACGCCAT
AATACGACTCACTATAG
GGTTACCAATGGATTTT
TTG 

2 Chapter 2 

EJW017 avcIVC-RC RNA 
R 

[mA][mU]GATTACAAGCA
TTCATG 

2 Chapter 2 

CMW3454 avcIVP RNA 
probe F 

GACCATGATTACGCCAT
AATACGACTCACTATAG
GGTTACCAACGAATTTT
CTG 

3 Chapter 3 

CMW3455 avcIVP RNA 
probe R 

[mA][mU]GGTTACAAATT
TAAATG 

3 Chapter 3 

1F = Forward 
2R= Reverse 
3RBS= Ribosomal Binding Site 
4Up= Amplifies Upstream Fragment 
5Down= Amplifies Downstream Fragment 
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Table 4. Maximum Conservation of Homologs from Different Phylogenetic Lineages 
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