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ABSTRACT

INTERACTIONS BETWEEN PLASMA AND MATERIAL SURFACES FOR
STERILIZATION AND IMPURITY ADSORPTION

By

Madeline Ann Mackinder

As the worldwide population increases, maintaining a standard of public health becomes

more critical. Two major concerns in this area are nosocomial infections (NI) and water contamina-

tion. Current processes in sterilization and water treatment have limitations that could be overcome

using plasma techniques. The unique characteristics of plasma make it a promising alternative

for energy-intensive processes. This work investigated the characteristics of plasma that have the

greatest impact on sterilization and the reactivation of activated carbon. Previous studies have

researched the physical and chemical surface properties of biochar but have not been able to estab-

lish an efficient process to activate biochar with desired characteristics. Plasma treatment would

offer a way to etch the surface of biochar and specifically functionalize the surface. Successfully

activating biochar would increase its adsorption ability and enable its use for water treatment. This

project aims to harness these plasma properties and use plasmas to address three important topics

related to public health: sterilization of surfaces, modulating commercial activated carbon (AC),

and activations of biochar.

Cold plasma sterilization offers an efficient way to sterilize medical components and in-

struments without the risk of deformation to heat-sensitive materials. This paper reports the use

of magnetized plasma to realize low-temperature sterilization. A radio frequency dielectric barrier

discharge was created in a quartz tube using a mixture of argon and oxygen gas. Glass slides

inoculated with a uniform amount of Escherichia coli were exposed to the plasma afterglow at dif-

ferent pressures with and without a magnetic field. A global model was developed to evaluate the

magnetically enhanced dielectric barrier discharges and predict species densities. Optical emission

spectroscopy identified the plasma species present and validated the model. The magnetic field

significantly promoted the intensity of the plasma and the sterilization efficiency. A process gas



pressure of 100 mTorr presented the most effective treatment with a sterilization time less than one

minute and sample temperature below 32 °C.

The effects of O2 plasma on the adsorption capacity of activated carbon (AC) was investi-

gated by varying treatment times. Transmission electron microscopy (TEM), X-ray photoelectron

spectroscopy (XPS), Fourier transform infrared spectroscopy (FTIR), and Zeta potential were used

to characterize the surface properties of the AC. The carbon was then applied to remove methylene

blue (MB) from an aqueous solution. The adsorption kinetics and isotherm were also studied.

Results showed that pseudo-second-order kinetics was the most suitable model for describing the

adsorption of MB onto AC. Equilibrium data were well fitted to the Freundlich and Langmuir

isotherm models. The highest adsorption capacity resulted from 4 minutes of O2 plasma treat-

ment. This work shows that activation of AC by plasma can open the micropore and increase the

effectiveness of chemical removal.

Biochar was activated using a combination of O2 plasma and KOH. The adsorption capacity

was investigated for different O2 plasma treatment times, KOH concentrations, and treatment

temperatures. The adsorption capacity of methylene blue (MB) by the plasma activated biochar

was evaluated. The adsorption kinetics and isotherm were also investigated. Results showed

pseudo-second-order kinetics was the most suitable model for describing the adsorption of MB

onto biochar. Both the Freundlich and Langmuir isotherm models fit the equilibrium data. The

highest adsorption capacity resulted from 10% KOH + 300 °C for 5 minutes. This work shows that

activation of biochar by plasma can improve adsorption capacity.

The plasma treated AC and the plasma activated biochar were applied to the removal of

PFOA. It was demonstrated that plasma treatment can improve PFOA adsorption. The negative

surface charge was shown to negatively impact PFOA adsorption which aligns with the hypothesis

that PFOA would preferentially adsorb onto more positive surfaces due to its anionic state in water.
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CHAPTER 1

INTRODUCTION

1.1 Plasma as an Alternative for Energy-Intensive Processes

With the expansion of world population, industrialization, and environmental changes, a

large scope of threats to public health have emerged [1, 2]. Two major concerns are nosocomial

infections (NI) and water contamination.

NI, hospital-acquired infections, are responsible for a large number of deaths and post-

surgical complications every year [2–4]. The risk for NI are increased due to crowded hospital con-

ditions, frequent transfers of patients, and areas where immunocompromised patients are grouped

together [2–4]. In fact, most NI are caused by common microorganisms that would normally cause

mild or no disease in a healthy person [2–4]. Susceptible areas (e.g. wounds, respiratory tract, uri-

nary tract) become infected when microorganisms are introduced to the body through contaminated

objects [2–4]. Many of these infections could be avoided by efficient sterilization techniques.

Modern sterilization methods include using autoclave or high heat (> 350 °C), ethylene oxide

gas, hydrogen peroxide gas plasma, and radiation [3, 5, 6]. Sterilization by heat or autoclaving is not

a viable option for heat-sensitive materials, thus requiring alternative methods of sterilization [6].

Ethylene oxide is a viable candidate (for heat sensitive materials), but requires special equipment to

be used safely given its toxicity and flammability [6]. Furthermore, surfaces treated with ethylene

oxide require an airing time before they are safe to handle due to the toxic byproducts generated by

the ethylene oxide [7]. The use of hydrogen peroxide gas plasma can overcome these concerns as

it generates a diffusion and plasma phase, thus making it a “partial” plasma sterilization technique
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[5, 8, 9]. Challenges remain as the use of hydrogen peroxide requires long processing and ventilation

times [7]. Using gamma rays for radiation sterilization requires sophisticated operator protection

and a specialized site [6].

The various limitations of conventional sterilization techniques have led to investigations

of plasma sterilization. Plasma is a quasi-neutral ionized gas consisting of electrons, ions, excited

species, neutral molecules and atoms [10, 11]. When energetic electrons collide with the back-

ground gas, they can create biochemically active species: gas ions (e.g. O+
2), atoms (e.g. O), and

excited species (e.g. O∗, O∗
2) [12]. Current literature agrees that these reactive species and ions play

a large role in sterilization and destroy or inactive microorganisms by three mechanisms by which

plasma sterilizes a surface: ultra-violet (UV) irradiation of genetic material, chemical reactions

with the plasma species, and plasma ion sputtering [13].

Previous studies have shown that reactive species and ions created in plasmas play a key role

in sterilization. Therefore, increasing plasma density causes more surface reactions [12, 14]. This

work seeks to understand how the plasma density affects the sterilization efficiency. On the other

hand, an increased plasma density generally leads to large heating load to the sample surface due

to the bombardment of the charged particles created in the plasma. To mitigate the risk of damage

associated with heating, this work also studies the effects of a magnetic field on the confinement

of plasma, i.e., energetic electrons. Understanding plasma properties and plasma interactions with

materials is critical to exploring new processes for material modification and engineering.

Toxic chemicals in industrial wastewater pose a significant threat to public health and the

environment [15–17]. These pollutants vary in structure, chemical stability, and composition,

making it difficult for a single treatment to be used. Many are resistant to degradation and cannot

be effectively treated using conventional methods such as chemical oxidation, membrane treatment,
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and photodegradation [15, 16, 18]. Therefore, a simple and effective universal treatment is needed.

Tetramethylthionine chlorine, also known as methylene blue (MB), is a cationic dye fre-

quently found in industrial wastewater due to its widespread use in manufacturing, biology, and

medicine [15, 19–21]. While MB is not life-threatening in low doses, long-term MB exposure can

cause various responses including vomiting, anemia, hypertension, cyanosis, and jaundice [20–22].

Therefore, it is necessary to effectively treat and remove MB before wastewater is introduced into

the environment.

Various methods have been applied to remove MB. Ion-exchange resins remove chemicals

via electrostatic interactions or van der Waals forces. These resins are designed to attract ions

of the opposite charge. This poses a problem when trying to remove chemicals with opposing

charges. Reverse osmosis and nanofiltration are used for treating drinking water in large scales

but are expensive. The membranes become fouled and deteriorated There is also a problem with

fouling and deterioration of the membranes used that require their own treatment or disposal.

Electrochemical methods are based on electrochemical oxidation, which may form a toxic

by-product. Recent investigations show adsorption by AC to be an attractive method to remove

harmful chemicals from wastewater and is cost-effective for treating large volumes [23]. Activated

carbon is a versatile and effective adsorbent due to its high porosity, large surface area, and surface

functional groups [16, 19]. The adsorption properties of AC can be further enhanced by chemical

activation.

Conventional techniques for chemical activation of carbon are complex, time-consuming,

and expensive [24]. Additionally, these techniques mainly include the addition of elements that

could leach from the activated carbon adding to pollution [24]. Plasma treatment offers an alter-

native form of activated without these concerns. Plasma processing produces energetic electrons,
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ions, and radicals that can increase the active functional groups on the surface of carbon and im-

prove pore structure without toxic chemicals [24]. Plasma also offers the ability to generate specific

chemical species and functional surface groups through the use of appropriate plasma gases, which

allows the AC to be tailored for specific purposes.

Recent investigations show adsorption by activated carbon (AC) to be an attractive method

to remove a multitude of harmful chemicals from large volumes of wastewater [23]. However,

many as-derived ACs exhibit adsorption capacities inferior to that estimated from their surface

area [25, 26]. A likely reason for this discrepancy is that some micropores are not accessible to

impurities [25, 26]. A customary practice is to integrate a high-temperature (e.g. 900 °C) activation

stage in combination with the use of large amounts of reactive chemicals to create mesopores and

micropores. Plasma can improve pore structure at relatively low temperatures because the energetic

electrons, ions, and radicals within plasma provide intensive localized heating. Plasma also offers

the ability to generate specific chemical species and functional surface groups using appropriate

plasma gases, which allows the AC to be tailored for specific pollutants.

Although AC is a versatile and effective adsorbent due to its high porosity, large surface area,

and surface functional groups, it is traditionally produced from coal [16, 19, 27]. Production of AC

from coal is expensive, non-renewable, and energy-intensive [27]. Problems with access to potable

water are expected to increase in the coming years due to population growth and environmental

factors [28]. More effective, renewable, and low-cost methods of water treatments that do not

further endanger the environment or the global population are needed [28].

To address these limitations, this work studies plasma activation of biochar formed from

renewable lignocellulosic material. Biochar is porous carbon derived from biomass pyrolysis,

the thermal degradation of organic matter in an oxygen-poor environment [29–32]. The organic
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materials used to create biochar include agricultural wastes, providing a sustainable alternative

to coal without compromising current agricultural production [33]. Raw biochar has very poor

adsorption capacity, therefore biochar requires chemical activation to compete with commercial

AC [29, 31, 34]. Previous studies have investigated the physical and chemical surface properties

of biochar but have not been able to establish an efficient process to activate biochar with desired

characteristics. Conventional chemical activation techniques are complex, time-consuming, and

expensive. Plasma treatment does not require high external heat, making it a more energy efficient

processing method. This work aims to establish a plasma treatment that effectively activates biochar

both at low temperatures and reduced processing times from hours to minutes. Additionally, the

use of plasma improves pore structure through etching and offers the ability to generate functional

surface groups using appropriate plasma gases, which allows the biochar to be tailored for specific

purposes.

A group of chemicals that have been garnering attention are per- and polyfluoroalkyl

substances (PFAS). PFAS are a group of environmentally persistent man-made chemical that have

been used in industries world-wide and have been made in the United States since the 1950s

[35–39]. Many industrial and consumer products contain PFAS which include non-stick coatings,

firefighting foam, and food packaging [36, 38, 40].

The unique characteristics of plasma make it a promising alternative for energy-intensive

processes. This project studies plasma-surface interactions in three different areas concerning

public health: sterilization of surfaces, the re-activation of commercial activated carbon (AC),

functionalizing surfaces, and chemical activations of biochar. This work is made of 4 sections as

following:
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Section I Cold plasma sterilization offers an efficient way to sterilize medical components

and instruments. This paper reports using a magnetized plasma to realize low-temperature steril-

ization. A radio frequency dielectric barrier discharge is created in a quartz tube using a mixture

of argon and oxygen gas. A uniform amount of Escherichia coli is applied onto glass slides and

exposed to the plasma afterglow at different pressures with and without a magnetic field. Optical

emission spectroscopy is used to identify the plasma species present. The magnetic field signifi-

cantly promotes the intensity of the plasma and the sterilization efficiency. A process gas pressure

of 100 mTorr presents the most effective treatment with a sterilization time less than one minute

and sample temperature below 32 °C.

Section II The effects of O2 plasma treatment on the adsorption capacity of activated

carbon (AC) were investigated by varying the plasma treatment times. The surface properties

of the AC were characterized by transmission electron microscopy (TEM), X-ray photoelectron

spectroscopy (XPS), Fourier transform infrared spectroscopy (FTIR), and Zeta potential. The

carbon was then applied to remove methylene blue (MB) from an aqueous solution. The adsorption

kinetics and isotherm were also studied. Results showed that pseudo-second-order kinetics was

the most suitable model for describing the adsorption of MB onto AC. Equilibrium data were well

fitted to the Freundlich and Langmuir isotherm models. The highest adsorption capacity resulted

from 4 minutes of O2 plasma treatment. The 4-minute plasma treated AC had the best adsorption

capacity for MB at 0.467 mg/mg. This work shows that activation of AC by plasma can open the

micropore and increase the effectiveness of chemical removal.

Section III The combination of O2 plasma and KOH were used to activate biochar. The

effects of O2 plasma treatment, KOH concentration, and treatment temperature on the adsorption

capacity of biochar were investigated. The biochar was activated using various concentrations
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of KOH. The plasma activated biochar was applied to remove methylene blue (MB) from an

aqueous solution. The adsorption kinetics and isotherm were also investigated. Results showed

pseudo-second-order kinetics was the most suitable model for describing the adsorption of MB onto

biochar. Both the Freundlich and Langmuir isotherm models fit the equilibrium data. The highest

adsorption capacity resulted from 10% KOH + 300 °C for 5 minutes. The maximum adsorption

capacity was MB, 0.460 ± 0.008 mg/mg. This work shows that activation of biochar by plasma can

improve adsorption capacity.

Section IV It was demonstrated that plasma treatment can improve PFOA adsorption. How-

ever, the exact mechanism remains unclear. The negative surface charge was shown to negatively

impact PFOA adsorption which aligns with the hypothesis that PFOA would preferentially adsorb

onto more positive surfaces due to its anionic state in water. Future studies should focus on eluci-

dation of the exact PFOA adsorption mechanisms to AC and biochar. Additionally, pore volume

distribution should be investigated using BET and imaging (TEM).
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CHAPTER 2

BACKGROUND

2.1 Plasma basics

Matter exists in four natural states: solids, liquids, gases, and plasmas, Figure 2.1. Each

phase differs in bond strength holding their particles together [41, 42]. The strength of these binding

forces decreases in order from solid, liquid, and gas. Random kinetic energy (thermal energy) of

its atoms or molecules and interparticle binding forces determines the state of matter [41].

When a solid or liquid is heated, its atoms or molecules gain thermal kinetic energy [41, 42].

As temperature increases, molecules become more energetic and are able to overcome the binding

potential energy leading to a phase transition [41–43]. Plasma, the fourth state of matter, is an

ionized gas, which refers to the process of free electrons converting neutral atoms or molecules

to ions [10, 41, 43, 44]. Plasmas are created when ample energy is supplied to a gas causing the

formation of charged particles [10, 41, 43, 44]. This energy knocks electrons free from atoms

producing free electrons and ions. Plasma is generated using either thermal energy, adiabatic

compression, energetic beams, or electric fields [44]. Raising the temperature of a substance until

the required ionization is achieved can produce a plasma [41, 42, 44]. In nature, many plasmas are

produced this way, but it is uncommon in the laboratory [41]. The application of an electric field

is the gold standard for generating and maintaining low-temperature plasma(s) in the laboratory

[41, 44].

Plasma is electrically conductive due to the free electric charges (electrons and ions) [41, 43–

46]. Applying an electric field to a neutral gas accelerates stray electrons and ions present within
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Figure 2.1 States of matter with increasing energy.

the gas [41, 43–46]. The electric field not only accelerates these free charged particles but also

generates new charged particles due to collisions with other particles or with the surfaces of

electrodes [41, 43–46]. This produces an avalanche of charged particles that is ultimately balanced

by charge carrier losses, generating a steady-state plasma [41, 43–46]. Applying an electric field

transfers energy more efficiently to the much lighter electrons than to the heavier ions, and electrons

lose only a small portion of that energy after colliding with the heavy ion [41, 43–46]. Due to their

extremely low mass, electrons cannot transfer much of their thermal energy as heat [41, 43–46].

Because the transfer of energy from electrons to heavy particles is slow, the electron temperature in

plasma is usually higher than the ion temperature [41, 43–46]. A subdivision can be made between

plasmas that are in thermal equilibrium and those that are not.
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2.2 Thermal Equilibrium vs. Non-thermal Equilibrium

Thermal equilibrium implies that all of the species (ions, electrons, neutrals) have the same

temperature [41, 43–46]. Thermal plasmas require high temperatures (> 4000 K) and examples

of such are stars and fusion plasmas [41, 43–46]. Generally, thermal plasmas are described as

being in ‘local thermal equilibrium’, implying that the temperatures of all plasma species are the

same in a localized area within the plasma [41, 43–47]. Overtime, as electrons collide with heavy

particles they can equilibrate their temperatures (Joule heating) and local thermal equilibrium can

be assumed [41, 43–47]. Local thermal equilibrium is achieved when the electron number density

is sufficiently high (> 1023 m3) leading to a high frequency of elastic collisions between electrons

and heavy species [41, 43–46]. Conversely, in non-local thermal equilibrium plasma the different

plasma species are not the same temperature. In non-local thermal equilibrium plasma the electrons

are characterized by much higher temperatures then the heavy particles [41, 43–46]. Electrons can

only transfer small amounts of kinetic energy in elastic collisions to the ions [41, 43–46]. Electron

temperature (𝑇𝑒) is the highest in the system, far surpassing the temperatures of heavy neutrals (T0)

and ions (T𝑖) [43]. In steady state the electron temperature will be much higher than ion and neutral

temperatures, therefore, electrons are mainly responsible for local deviations from neutrality. In

most non-thermal plasmas the gas temperature is close to room temperature, whereas the T𝑒 is

about 1 eV (∼10,000 K) [43].

Gas discharge plasmas, lab generated plasmas, can also be differentiated into local thermal

equilibrium and non-local thermal equilibrium plasmas. This distinction is related to high pressure

instead of high temperature[41, 43–46]. At high pressure there are more collisions which leads

to efficient energy exchange between the species and, therefore, equal temperatures [41, 43–46].
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In recent years, gas discharge plasmas have gained attention due to the ability to easily modify

their parameters to suit specific purposes [46]. Figure 2.2, shows some of the range of plasma

phenomena [49].

Figure 2.2 Range of plasma phenomena in regard to density and temperature [49]. © Copyright
2021 Elsevier.

Local thermal equilibrium discharges are typically used for applications where heat is

desirable, due to their high temperatures (i.e. welding, cutting, spraying) [46]. Conversely,

non- local thermal equilibrium discharges are used for applications where heat is not desirable

(i.e. etching, deposition) [46]. The heavy particle temperature is low (usually not higher than

room temperature), but the electron temperature is much higher because they are light and easily

accelerated by the electric field [46]. The high electron temperature leads to inelastic electron
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collisions [41, 43–46]. These inelastic collisions (e.g. electron impact ionization) sustain the

plasma as well as create a chemically rich environment [41, 43–46]. Ionization and chemical

processes in these plasma are directly determined by electron temperature, and are not so sensitive

to thermal processes and the temperature of the gas [43].

2.3 Low-temperature Plasma

The main characteristics of plasmas are determined by the electron temperature (T𝑒) and

the electron density (n𝑒) and are divided into categories according to temperature and pressure.

A plot depicting where various plasmas lie in pressure-temperature space is shown in Figure 2.2.

If the gas temperature is below 1 eV (∼10,000 °C) , the plasma is considered low-temperature

or non-thermal [12, 48]. Low-temperature plasmas, mostly generated under low-pressure (> 0.1

Torr) or vacuum conditions, are characterized by their non-equilibrium nature. In low-temperature

plasmas, the electron temperature (e.g., a few eV) is much higher than the ion temperature (e.g.,

0.06 eV) and neutral particle temperature (e.g., 0.03 eV). Therefore, low-temperature plasmas are

particularly attractive for sterilization and surface modification where heat sensitive materials are

involved [9, 12, 48].

Low-temperature plasmas are nonequilibrium in nature [50]. Electrons present in the

plasma are far from equilibrium with neutrals and ions [50]. Nonequilibrium of electrons can be

caused by: large spatial gradients, strong electric fields, fast temporal variations, and collisions

with neutral particles [50]. The dominance of electron collisions with neutrals especially inelastic

collisions, over Coulomb interactions ensures a non-Maxwellian electron distribution function

(EDF) in weakly ionized plasmas [50]. As plasmas are heated, they become less collisional.

The difference in temperature between electrons and neutral particles in collisional weakly
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ionized plasma is proportional to the square of the ratio of the electric field (E) and to the pressure

(p) [43]. Because of this, the temperatures of electrons and neutrals only approach each other when

the values of 𝐸/𝑝 are small, which is a basic requirement for local thermodynamic equilibrium in

plasma [43]. Local thermal equilibrium plasma follows the laws of equilibrium thermodynamics

and is characterized by a single temperature for all species at each point of space [43, 47].

2.4 Degree of ionization

Applying sufficient kinetic energy allows the atoms in the gas to overcome their ionizing

potential, generating a plasma [10]. The degree of ionization (Eq. 2.1) is described by the ratio

of electron density (𝑁𝑒) divided by the sum of the density of electrons and the density of neutral

molecules (N𝑛) [10, 43]:

Degree of ionization =
𝑁𝑒

𝑁𝑒 + 𝑁𝑛
(2.1)

Plasma can be characterized as weakly ionized or strongly ionized. This distinction is

made based on the type of particle interactions. When the ionization degree is low, the plasma is

weakly ionized, so the charge-neutral interactions dominate over the Coulomb interactions [41, 43].

Strongly ionized plasmas occur when the degree of ionization increases so that the Coulomb

interactions become dominant [41, 43]. A fully ionized plasma has a degree of ionization close to

unity and all particles are subjected to Coulomb interactions [41, 43].

Low-temperature plasmas are weakly ionized because the degree of ionization is less than

10−4 [10]. A low degree of ionization coincides with a low-density plasma. In a low density plasma,

the neutral molecules surpass the electrostatic interactions of the charged molecules [10, 41, 43].

The plasma effects are impeded because charged particles have a higher probability of colliding

with the neutral particles than other charged particles [10, 41, 43]. Conversely, as the degree of

13



ionization increases, electrostatic interactions take over [10, 41, 43]. An important research topic

in low-temperature plasma is to promote the plasma density or ionization efficiency.

2.5 Alternating Current vs. Direct Current Excitation

In gas discharges, two ways to apply an electric field are by direct current and alternating

current discharges. Direct current discharges generate plasma in a closed vessel with fixed internal

electrodes [44, 46]. The active electrode (cathode) has a high negative potential relative to the

ground anode, leading to sputtering of the cathode surface [44, 46]. When a potential difference

is applied, the electric field accelerates the electrons from a cathode to an anode, causing them to

gain energy and collide with other particles. Inelastic collisions lead to excitation and ionization

[44, 46]. The excitation collisions followed by de-excitation emit radiation and are responsible for

the ‘glow’ discharge [44, 46]. The ionization collisions give rise to new ions and electrons [44, 46].

The ions are accelerated by the electric field toward the cathode, where the ion bombardment of the

surface causes the emission of secondary electrons [44, 46]. Ion bombardment can cause physical

sputtering of the cathode surface [44, 46]. Sputtering is the release of atoms of the cathode material

due to the ion bombardment, and occurs at sufficiently high voltages [44, 46]. The electrodes

may eventually erode, or they will accumulate positive or negative charges until the discharge is

extinguished [44, 46]. This buildup of charge can be overcome by using alternating current, so that

each electrode will act alternately as the cathode and anode [44, 46].

Alternating current discharges commonly operate at a radio frequency of 13.56 MHz [44,

46, 51]. The alternating electric field accelerates electrons, which gain sufficient energy to cause an

ionization avalanche [44, 51]. When the applied voltage is positive, the electrons will be accelerated

toward the electrode [44, 46, 51]. In the case of capacitively coupled plasma, as is used in this work,
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the radio frequency voltage is applied across two parallel metal plates, generating an oscillating

electric field between them [42, 44, 46, 51]. The heavier ions respond only to time-averaged electric

fields. Sheaths form next to the electrodes to keep the plasma neutral [44, 46, 51]. These sheaths

provide an electric field perpendicular to the electrode surface and repel fast moving electrons while

also accelerating ions [44, 46, 51].

The use of radio frequency discharge plasma is advantageous because electrodes can remain

outside of an insulated chamber (dielectric barrier), eradicating the risk of reactions between the

gas and electrodes as in direct current discharges [44]. Plasma created through a dielectric barrier

discharge, as shown in Figure 2.3, is generated by two electrodes separated by a dielectric barrier

such as a quartz tube [31, 44, 52]. The standard frequency for radio frequency sources is 13.56 MHz

[44, 51]. A carrier gas runs between the electrodes while still separated from them by the dielectric

barrier [31, 44, 52]. One electrode is a high voltage electrode while the other one is grounded

[31, 44, 52]. Radio frequency discharge plasma can operate in a wide range of pressures with the

addition of a magnetic field, modulating the plasma properties (e.g. plasma density and electron

temperature) [44]. Dielectric barrier discharge has numerous applications such as: sterilization,

surface treatment, and bacterial inactivation.
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Figure 2.3 The dielectric barrier discharge excited by radio frequency power [31]. © Copyright
2015 Elsevier.

2.6 Plasma properties

2.6.1 Quasi-neutrality

Plasmas are considered to be quasi-neutral, meaning that the net electric charge is zero

because the concentrations of positively charged and negatively charged particles are balanced

[10, 41, 43]. Fundamentally, plasma tends to remain electrically neutral [10, 41, 43]. Within

plasma, microscopic areas of charge separation resulting in small changes in neutrality may occur,

but there is no net charge over a macroscopic region [10, 41, 43]. Electrons are then pulled back to

their original positions by the resultant electric fields [10, 41, 43]. Due to their inertia, the electrons

which are pulled back oscillate about the initially charged region [10, 41, 43]. The high frequency of

this oscillation preserves quasi-neutrality on a time-average basis [10, 41, 43]. Naturally occurring

changes in plasma neutrality can only occur over distances in which disturbances to electrical

neutrality can be restored [10, 41, 43, 47]. Thus, the number densities of electrons (n𝑒) and ions
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(n𝑖) with charge state Z are locally balanced, i.e. [53]:

𝑛𝑒 ≃ 𝑍𝑛𝑖 (2.2)

2.6.2 Collective Properties of Plasma

The behavior of plasmas differs from that of solids and ordinary fluids because plasma

properties depend on the collective effects of particle interactions [41]. Collective effects are

responsible for the abundance of physical phenomena in plasma [41]. Each charged particle within

the plasma interacts simultaneously with surrounding charged particles due to the long range

effects of electromagnetic forces [41, 53]. Therefore, the macroscopic field usually dominates over

microscopic fluctuations, and a net charge imbalance 𝜌 = 𝑒(𝑍𝑛𝑖 − 𝑛𝑒), will immediately produce

an electrostatic field according to Gauss’s law [53]:

∇ · E = 𝜌/𝜀0 (2.3)

Similarly, the same set of charges will give rise to a current density 𝐽 = 𝑒(𝑍𝑛𝑖𝜐𝑖 − 𝑛𝑒𝜐𝑒),

inducing a magnetic field according to Ampere’s law [53]:

∇ × B = 𝜇0J (2.4)

It is these internally driven electric and magnetic fields that largely determine the dynamics

of the plasma, including its response to externally applied fields [53].

The motion and basic particle interactions are electromagnetic; the behavior of the particles
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is governed by their own internal fields and by externally applied fields [41]. For our purposes

quantum effects are negligible [41].

2.6.3 Debye shielding

The Debye length (𝜆𝐷) is a length parameter characterizing the plasma quasi-neutrality

and depends equally on the plasma’s temperature and density [10, 41, 43, 53, 54]. It represents

the characteristic distance of charge separation and plasma polarization [10, 41, 43]. The Debye

length is the maximum distance over which plasma can support departures from macroscopic

neutrality [10, 41, 43]. This is because within this length, charged particles are able to move

freely to neutralize any regions of excess space charge in response to Coulomb forces that appear

[10, 41, 43]. In other words, the Debye length is the distance over which balance is obtained

between thermal particle energy, and the electrostatic potential energy resulting from any charge

separation [10, 41, 43, 47, 54].

The Debye length can also be considered a measure of how far the electrostatic effect of an

individual charged particle can be felt. In a plasma, the charged particles arrange in such a way

so that mobile charge carriers (e.g. electrons) shield electrostatic fields within a distance of the

Debye length (𝜆𝐷) [10, 41, 43, 54, 55]. This shielding results from the collective effects of plasma

particles. The Debye length is directly proportional to the square root of the temperature (T) and

inversely proportional to the square root of the electron number density (n𝑒). The Debye length is

defined mathematically as [10, 41, 43, 54, 55]:

𝜆𝐷 =

(
𝜀𝑜𝑘𝑇𝑒

𝑛𝑒 𝑒
2

) 1
2

(2.5)
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In this equation, 𝜀0 is the permittivity of free space, k is the Boltzmann constant (1 × 10−23 J/K),

T𝑒 is the electron temperature, n𝑒 is the electron density, and e is the charge of an electron.

In order for a plasma to exist the physical dimensions of the system be large compared

to 𝜆𝐷 [10, 41, 43, 54, 55]. If this criterion is not met then there is not adequate space for the

collective shielding effect, and the charged particles will not exhibit plasma behavior. Therefore,

a first criterion for the definition of plasma is 𝐿 ≫ 𝜆𝐷 , where L is a characteristic dimension of

plasma [10, 41, 43, 54, 55].

The Debye length can also be considered as a measure of the distance over which fluctuating

electric potentials may appear in a plasma [10, 41, 43, 54, 55]. A Debye sphere is a sphere within

the plasma whose radius is equal to 𝜆𝐷 . Charged particles within the Debye sphere effectively

screen outside electrostatic fields. Consequently, each charge only interacts collectively with the

charges that lie inside its Debye sphere [10, 41, 43, 54, 55]. The effects of a single charge on other

charges residing outside of the sphere is effectively negligible. The number of electrons N𝐷 within

a Debye sphere is given by [10, 41, 43, 54, 55]:

𝑁𝐷 =
4
3
𝜋𝑛𝑒𝜆

3
𝐷 (2.6)

The Debye shielding (Figure 2.4) effect is characteristic of all plasmas. This leads to a

second condition to determine if there is a plasma: there must be sufficient electron density (n𝑒)

within the sphere to produce shielding [10, 41, 43, 54, 55]:

𝑁𝐷 ∼ 𝑛𝑒𝜆
3
𝐷 ≫ 1 (2.7)
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Figure 2.4 Representation of Debye shielding of a charged sphere in a plasma.

This indicates that the average distance between electrons, 𝑟 ∼ 𝑛 −1
3 , must be much smaller

than 𝜆𝐷 [41, 55]. The quantity defined by [10, 41, 43, 54, 55]:

𝑔 =
1

𝑛𝑒𝜆
3
𝐷

=
1
𝑁𝐷

(2.8)

This is known as the plasma parameter and the condition:

𝑔 ≪ 1 (2.9)

is called the plasma approximation. It is necessary that 𝑔 ≪ 1 to ensure that dominance of collective
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effects over particle collisions, thus becoming a plasma [41, 43, 53–55].

The plasma parameter may also be obtained using potential energy. The average potential

energy of interaction between two charges within in plasma is 𝑈 ∼ 𝑞2

𝑟
[55]. The mean distance of

closest approach:

𝑟𝑐 ≡
𝑒2

4𝜋𝜖0𝑇
(2.10)

Balancing the one-dimensional thermal energy of a particle with the repulsive electrostatic

potential of a binary pair gives [55]:

1
2
𝑚𝑣2

𝑡 =
𝑒2

4𝜋𝜖0𝑟𝑐
(2.11)

If the ratio of 𝑟/𝑟𝑐 is small then the charge particles are dominated by the electrostatic field

of another particle and their kinetic energies are small compared to the interaction potential energies

[55]. The electron density is low, and the Debye radius is large resulting in greater deviations from

quasi-neutrality. These plasmas are termed ‘strongly coupled’. Conversely, if the ratio is large

then strong electrostatic interactions are relatively rare. In this instance, the diffusion of electrons

and ions is ambipolar, where the charged particles move at the same rate in opposite directions

[43, 55]. Electron density is high, and the Debye radius is small. A high electron density decreases

the distance between electrons to be smaller than the Debye length [10, 41, 43]. Such plasmas are

termed ‘weakly coupled’ and a typical particle is influenced by all of the other particles within

its Debye sphere. This very rarely causes any sudden change in its motion, thus, the plasma is

quasi-neutral [43, 55].
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The average kinetic energy of a plasma particle is only T, so that [55]:

𝑈

𝐾
∼ 𝑞2𝑛

1
3

𝑇
∼ 1
𝑛

2
3 𝑟2
𝐷

= 𝑔
2
3 (2.12)

Therefore, if 𝑔 ≪ 1 then the average potential energy is substantially smaller than the average

kinetic energy of a particle [55]. It can be seen that the case Λ ≪ 1 , in which the Debye sphere is

sparsely populated, corresponds to a strongly coupled plasma. Likewise, the case Λ ≫ 1, in which

the Debye sphere is densely populated, corresponds to a weakly coupled plasma [10, 41, 43, 55].

2.6.4 Plasma Frequency

The stability of its macroscopic charge neutrality is an important plasma property [10, 41,

43]. When plasma is disturbed from equilibrium, the resulting internal space charge fields give

rise to collective particle motions to reestablish charge neutrality [10, 41, 43]. This happens due

to local charge separation resulting in an electric field, which exerts a force on the electrons and

ions [10, 41, 43]. The internal electric field acts to reduce the charge separation by collectively

accelerating the electrons back to their initial position to restore charge neutrality [10, 41, 43].

However, their inertia carries them past their neutral position, and an electric field is produced

in the opposite direction [10, 41, 43]. Because these oscillations are high-frequency oscillations,

the larger mass of the ions makes them unable to follow the motion of the electrons [10, 41, 43].

This sequence is repeated resulting in fast collective oscillation of electrons about the heavy

ions [10, 41, 43]. Plasma macroscopic charge neutrality is preserved on a time-average basis

[10, 41, 43]. The angular frequency of these oscillations is called the plasma frequency and is given
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by [10, 41, 43]:

𝜔𝑝 =

(
𝑛𝑒𝑒

2

𝑚𝑒𝜀𝑜

) 1
2

(2.13)

Collisions between electrons an neutral particles can dampen these oscillations [10, 41, 43].

Plasma oscillations can only develop if the mean free time 𝜏 between collisions is long enough

compared to the oscillation period [10, 41, 43]:

𝜔𝑝𝜏 ≫ 1 (2.14)

2.6.5 Plasma Sheaths

While plasmas as a whole are quasi-neutral, their boundary layer is not. Plasmas develop

boundary layers or sheaths at the interface between a plasma and a solid (i.e. chamber wall,

electrode, substrate, probe) [42, 44, 46, 51, 56]. This Debye sheath is a layer in plasma that has a

high density of positive ions, hence an overall positive charge, that balances an opposite negative

charge on the surface of a material with which it is in contact. As previously discussed, electron

thermal velocity (𝑒𝑇𝑒/𝑚)1/2 is at least 100 times the ion thermal velocity (𝑒𝑇𝑖/𝑀)1/2 because

𝑚/𝑀 ≪ 1 and 𝑇𝑒 ≳ 𝑇𝑖 (given in volts) [42, 56]. On a short timescale the fast-moving electrons are

not confined and near the walls may escape and be lost to the walls, resulting in charging the surface

negative relative to the bulk plasma [42, 44, 46, 51, 56]. The positive ions left in the plasma at the

boundary leads to a potential profile Φ(𝑥) that is positive within the plasma and falls sharply to

zero near both walls [42, 44, 46, 51, 56]. This acts as a confining potential for electrons. The force

acting on the electrons is directed into the plasma; this reflects electrons traveling toward the walls

back into the plasma [42]. Conversely, ions entering the sheaths are accelerated into the walls, as
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shown in Figure 2.5 [42].

Figure 2.5 The formation of plasma sheaths: (a) initial electron and ion densities and potential,
(b) electron and ion densities, electric field, and potential after the formation of plasma
sheaths [54].

2.6.6 Interactions in Plasma

Plasma conductivity is governed by electron density (n𝑒) and frequency of electron-neutral

collisions (𝜈𝑒𝑛) [43]. The electron density can be calculated and the frequency of electron-neutral
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collisions is proportional to pressure and can be found numerically for specific gases [43]. There

are two types of interactions in plasma: charge-charge and charge-neutral [41]. The electrostatic

force of a charged particle will govern its interaction with other charged particles (two like electric

charges repel while opposite charges attract) [41]. This electrostatic force, or Coulomb force,

between two charged particles is inversely proportional to the square of the distance separating

them [41]. This is shown by Coulomb’s law:

|𝐹 | = 𝐾 |𝑞1𝑞2 |
𝑟2 (2.15)

Here, K is Coulomb’s constant (≈ 8.988 × 109 𝑁 · 𝑚2 · 𝐶−2), 𝑞1 and 𝑞2 are the magnitudes of the

charges, and 𝑟2 is the distance. Along with electrostatic forces, a magnetic field associated with

moving charged particles will produce a force on other moving charged particles [41]. For charged

and neutral particle interactions, if the charged particle travels close enough its electric field will

distort the neutral particle’s electron cloud [41]. When the distance between the centers of the

interacting particles is sufficiently small the perturbation of the orbital electrons can induce electric

dipole moments [41].

2.7 Collisional Plasma

The physiochemical properties of plasma are governed by the microscopic elementary

processes, atomic and molecular collisions [57]. Plasma is chemically active due to the charged

particles present. Therefore, the nature of the parent neutral gas also influences plasma properties

because it dictates what type of species may be present [57]. For instance, the formation of negative

ions in electronegative gases, such as molecular oxygen, can modify the equilibrium of charged
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particles. The large negative ions introduce additional time scales and alter the quasi-neutrality

equation of the plasma [57]. In general, plasmas can be considered to be either collisional or

collisionless. Collisionless plasmas are thus named because collisions between plasma particles are

so infrequent that their effects on plasma dynamics are negligible [10, 43, 58]. Most of the plasma

in near-Earth environment, such as the ionosphere, can be treated as collisionless [10, 43, 58].

The majority of technological applications utilize collisional plasmas, which are plasmas in which

collisions occur at a high enough frequency as to effect plasma behavior [10, 43, 58].

Collisional plasmas are further divided into two classes, fully and partially ionized. Fully

ionized plasmas consist of only electrons and ions, whereas, partially or weakly ionized plasmas

contain a large number of neutral particles [10, 54]. In weakly ionized plasmas, most collisions

occur between electrons and neutrals. Conversely, in fully ionized plasmas the dominant collision

process is between charged particles [10, 54].

In weakly ionized plasma neutral particles impede the motion of charged particles. When

an electron collides with a neutral atom, depending on the rebound angle, it may lose a portion or

all of its momentum [10, 54]. When particles collide energy and momentum must be conserved

[42, 57, 58]. Through these collisions, electrons can transfer energy to other neutral particles which

results in many different processes such as ionization, excitation, and dissociation. Three specific

types of collisions are elastic, inelastic, and superelastic [42, 43, 57, 58].

2.8 Elementary Plasma Processes

In order to accurately describe the reactions occurring within plasma we must first under-

stand the motion of the particles. A diverse range of phenomena may occur when two particles

collide. For example, one of both particles may alter their energy or momentum, neutral particles
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may become ionized and vice versa [54]. Electrons are the first to receive energy from electric

fields due to their low mass and high mobility [43]. Electrons are the primary energy carriers in

plasma and can transfer this energy to other particles via collisions [43]. If the energy carried by

the electron is sufficient, the collision, and subsequent transfer of energy, may result in a reaction.

Electrons colliding with atoms result primarily in elastic scattering and inelastic processes such

as ionization. Although, other plasma-chemical processes such as dissociation may also result

from electrons transferring energy to other plasma particles [43, 54]. The main outcomes for ions

colliding with atoms are elastic scattering and resonant charge transfer. There are numerous other

important processes that occur in molecular gases including dissociation, dissociative recombi-

nation, processes involving negative ions (i.e. attachment, detachment, and positive-negative ion

charge transfer), and processes involving excitation of molecular vibrations and rotations [43, 54].

2.8.1 Collisions and Fundamental Parameters

Electrons transfer energy to other plasma particles through collisions, and if energy trans-

ferred is sufficient, a reaction or plasma-chemical process may result. The rates of these plasma-

chemical processes depends upon the number of electrons possessing ample energy to initiate them.

Electrons within plasma possess a variety of energy levels, and this distribution can be described

by the electron energy distribution function, 𝑓 (𝜀), which is the probability density for an electron

to have the energy 𝜀 [43]. This energy is in the form of thermal kinetic energy 𝜀 = 1
2𝑚𝜐

2 = 3
2 𝑘𝑇

[42, 43].

The electron energy distribution function depends on plasma conditions such as gas com-

position and electric field. It can vary from the equilibrium distribution. Commonly the electron

energy distribution function is determined primarily by the electron temperature 𝑇𝑒 and can be
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described by the Maxwell-Boltzmann distribution function [41, 43]:

𝑓 (𝜀) = 2
√︂

𝜀

𝜋 (𝑘𝑇𝑒)3 𝑒

(
−𝜀
𝑘𝑇𝑒

)
(2.16)

where k is the Boltzmann constant, and when temperature is given in electron volts (eV) then 𝑘 = 1

and can be omitted [43]. The mean electron energy in this case is proportional to the electron

temperature as follows [43]:

⟨𝜀⟩ =
∫ ∞

0
𝜀 𝑓 (𝜀) 𝑑𝜀 =

3
2
𝑇𝑒 (2.17)

These elementary processes are governed by the cross section, mean free path, interaction

frequency, reaction rate, and reaction rate coefficient [43, 54, 58]. The most fundamental character-

istic is the cross section. The cross section is the circular area 𝜎, centered on one particle, in which

the center of another particle must be in order for an elementary process to occur [43, 54, 58]. This

distance between the center of the two reactant molecules must be less than the sum of their radii.

Consider two colliding particles to be hard elastic spheres with radii 𝑟𝐴 and 𝑟𝐵, their collisional

cross section is equal to [10, 43, 54, 58]:

𝜎 = 𝜋 (𝑟𝐴 + 𝑟𝐵)2 = 𝜋𝑟2
𝐴𝐵 (2.18)

The interaction radius and cross section can exceed the geometric size of a particle because of

long-distance forces acting between electric charges and dipoles.

The mean free path 𝜆 describes the average distance a particle travels before having a

collision [10, 43, 54]. The mean free path of one particle “A” will travel before colliding or
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interacting with particle “B” can be calculated as:

𝜆 =
1
𝑛𝐵𝜎

(2.19)

where 𝑛𝑏 is the number density (concentration) of the B particles. The interaction or collision

frequency, 𝜈, is the number of collisions per second that an incident particle has with the target

population [10, 43, 54, 58]. Therefore, the interaction frequency of particle A colliding with B can

be defined as the ratio of their relative velocity 𝜐 to the mean free path 𝜆:

𝜈𝐴 = 𝑛𝐵𝜎𝜐 ≡ 𝜏−1 (2.20)

where the inverse of the collision frequency, 𝜏, is the mean time between interactions and is

calculated as [54]:

𝜏 =
𝜆

𝜐
(2.21)

The rate constant, K, is the collision frequency per until density [54]:

𝐾 = 𝜎𝜐 (2.22)

A range of particle velocities results in different collision frequencies, therefore, an average

of particle collisional velocity is needed [10]. Considering the velocity distribution function 𝑓 (𝑣)

and dependence of the cross section𝜎 on the particle’s velocity, the interaction frequency of particle

29



A with another particle B can be defined as:

𝜈𝐴 = 𝑛𝐵

∫
𝑓 (𝜐)𝜎(𝜐)𝜐 𝑑𝜐 = ⟨𝜎𝜐⟩𝑛𝐵 (2.23)

The reaction rate, w, is defined as the number of elementary processes which take place

per unit volume per unit time [43, 54]. To calculate the reaction rate for biomolecular processes,

the number densities and interaction frequency of the colliding partners are multiplied together

[43, 54]. Therefore, for the process A+B, the reaction rate can be calculated using the interaction

frequency of partner A with partner B, 𝜈𝐴, and the number density of particles A, 𝑛𝐴:

𝑤𝐴+𝐵 = 𝜈𝐴𝑛𝐴 = ⟨𝜎𝜐⟩𝑛𝐴𝑛𝐵 (2.24)

The factor ⟨𝜎𝜐⟩ is the reaction rate coefficient, k, which can be calculated using the velocity

distribution function and the cross sections of the colliding particles [43]. The reaction rate

coefficient for a bimolecular reaction can be calculated as:

𝑘𝐴+𝐵 =

∫
𝑓 (𝜐)𝜎(𝜐)𝜐 𝑑𝜐 = ⟨𝜎𝜐⟩ (2.25)

The reaction rate coefficient includes information on the energy distribution functions and

depends on temperatures or mean energies of the collision partners, whereas the reaction cross

section, 𝜎, is generally a function of velocity [43, 54].

2.8.2 Elastic and Inelastic Collisions

Elementary processes that occur within plasma can generally be subdivided into three
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classes: elastic, inelastic, and super-elastic [42, 43, 57, 58]. Collisions conserve energy and

momentum, alternatively, the total momentum and energy of the colliding particles before and

after collision are equal [42, 57, 58]. Electrons and fully stripped ions only possess kinetic energy,

whereas atoms and partially stripped ions are influenced by changes in potential energy due to

internal energy level structures. The changes in potential energy can result in excitation, de-

excitation, or ionization [42, 57, 58]. The sum of the kinetic and potential energy, or total energy,

is conserved in a collision [42, 57, 58].

Elastic collisions are those in which the internal energies of the particles do not change,

momentum is redistributed, and the total kinetic energy is unchanged [42, 43, 57, 58]. Although

the total kinetic energy is conserved in elastic processes, the kinetic energy is generally exchanged

between particles and results in geometric scattering [42, 43, 57, 58].

𝑒−𝑓 𝑎𝑠𝑡 + 𝐴𝑠𝑙𝑜𝑤 → 𝑒−less fast + 𝐴less slow

During inelastic collisions energy is transferred from the kinetic energy of colliding particles

into internal energy [42, 43, 57, 58]. During inelastic collisions, momentum is redistributed between

particles, but a small amount of the initial kinetic energy is transferred to internal energy in one

or more of the particles causing excited states or ions to form (i.e. excitation and ionization)

[42, 43, 57, 58]. Thus, there is less kinetic energy than before, and the sum of kinetic energies is

not conserved.

𝑒−𝑓 𝑎𝑠𝑡 + 𝐴→ 𝑒−𝑠𝑙𝑜𝑤𝑒𝑟 + 𝐴
∗

→ 𝑒−𝑠𝑙𝑜𝑤𝑒𝑟 + 𝐴
+ + 𝑒−

Finally, in super-elastic collisions there is more kinetic energy after the collisions because
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while momentum is conserved, the internal energy in particles entering into a collision is transferred

to kinetic energy [42, 43, 57, 58]. This usually occurs when an excited atom is de-excited by a

collision, increasing the sum of kinetic energy [42, 43, 57, 58].

𝐴∗𝑠𝑙𝑜𝑤 + 𝐵𝑠𝑙𝑜𝑤 → 𝐴 𝑓 𝑎𝑠𝑡𝑒𝑟 + 𝐵 𝑓 𝑎𝑠𝑡𝑒𝑟

2.8.3 Elastic Collisions

Lighter particles (m) (i.e., electrons) cannot lose much energy elastically to heavy particles

(M) [58]. The most that can be lost is a fraction 2𝑚/𝑀 [58]. However, substantial changes in

momentum can occur [58]. A moving particle striking elastically a stationary one of equal mass

head-on can transfer all of its kinetic energy [58]. Lighter particles can lose almost all their kinetic

energy through inelastic collisions with heavier objects [58]. No more than half of a particles

kinetic energy can be lost when two particles of equal mass collide inelastically [58]. Long-range

Coulomb forces may dominate binary collisions in which at least one particle is charged [58].

2.8.3.1 Coulomb Collisions

Elastic collisions between charged particles (electron-electron, electron-ion, and ion-ion)

due to their electric fields are called Coulomb collisions [43, 54, 57, 59]. Charged particles moving

through plasma experience the Coulomb electric field of the charged particles in their vicinity

[43, 57, 59]:

E(r) = 𝑞

4𝜋𝜖0
𝑟

𝑟3 (2.26)
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The Coulomb potential energy of an electron in an atom of atomic number Z is [60]:

𝑈 (𝑟) = 𝑍𝑞1𝑞2
4𝜋𝜖0𝑟

(2.27)

where r is the distance of the electron from the nucleus and 𝜖0 is the vacuum permittivity.

Because the Coulomb force is inversely proportional to the squared distance between the

spheres (1/𝑟2) is a long-range interaction [41]. The charged particle undergoes a continuous

deflection due to the simultaneous Coulomb interactions with many particles, of which the closest

encounters have the largest deflections [41, 43, 54, 57, 59]. The multiple Coulomb interactions can

be thought of as many simultaneous binary interactions. Their cross sections are high with respect

to those of collisions with neutral partners, but they are much less frequent in discharges with low

degrees of ionization [43]. The frequency of Coulomb collisions depends on the ionization degree

of the plasma. Coulomb collisions are dominant in plasmas that are considered fully ionized with

an ionization degree of > 0.01 [57].

Consider the potential energy of interaction for a collision between two perfectly elastic

hard spheres with radii 𝑅1 and 𝑅2 [41]:

𝑈 (𝑟) = 0 for 𝑟 > 𝑅1 + 𝑅2 (2.28a)

= ∞ for 𝑟 < 𝑅1 + 𝑅2 (2.28b)

In terms of the impact parameter, 𝑏 = 4𝜋𝜖0𝑟, which is the minimum distance of approach

if there were no interaction, when 𝑏 > 𝑅1 + 𝑅2 there is no interaction [41, 43]. However, when

𝑏 < 𝑅1 + 𝑅2 the particles collide. Because the spheres are impenetrable, we have 𝑟 > 𝑅1 + 𝑅2 and
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an interparticle potential energy function equal to zero,𝑈 (𝑟) = 0. After colliding with the bounded

electron at rest, the ionizing electron is scattered along the angle 𝜒 which is given by [41, 57]:

𝜒 = 𝜋 − 2
∫ ∞

𝑟𝑚

𝑏

𝑟2

[
1 − 𝑏2

𝑟2

] 1
2

𝑑𝑟 (2.29)

where 𝑟𝑚 = 𝑅1 + 𝑅2 is the distance of closest approach. This integral can be solved further by

defining a new variable 𝑦 = 𝑏/𝑟 and write (Equation 2.29) in the form:

𝜒 = 𝜋 − 2
∫ 𝑏/𝑟𝑚

0

(
1 − 𝑦2

)−1/2
𝑑𝑦 (2.30)

which gives

𝜒 = 𝜋 − 2 sin−1(𝑏/𝑟𝑚) (2.31)

The Coulomb logarithm lnΛ is a fundamental quantity in basic plasma physics. It quantifies

the dominance of small-angle scattering in a weakly coupled plasma [61]:

Λ = 𝜆𝐷/𝑏𝑚𝑖𝑛 (2.32)

where 𝜆𝐷 is the debye length, the effective maximum impact parameter for two-body scattering, and

𝑏𝑚𝑖𝑛 is the characteristic length to be determined [61]. Most frequent Coulomb deflections result in a

small deviation of the particle path before it encounters another free charge. To produce an effective

90 ° scattering and momentum transfer, many such glancing collisions must be accumulated. In

classical scattering theory 𝑏𝑚𝑖𝑛 = 𝑏0, where 𝑏0 is the impact parameter for 90 ° scattering between

34



two particles [41, 61]:

𝑏0 =
𝑞1𝑞2

4𝜋𝜖0𝜇𝜐2 (2.33)

where 𝑞1 and 𝑞2 are the charges of particles 1 and 2 respectively, 𝜇 is the reduced mass (𝜇 =
𝑚1𝑚2
𝑚1+𝑚2

),

and 𝜐 is the relative velocity. The quantity 𝜇 is the reduced mass, which is very similar to the

electron mass because the mass of the nucleus is much larger than the mass of an electron, so

1/𝜇 = 1/𝑚𝑒 and in most work the reduced mass can be replaced by 𝑚𝑒 [60].

The cross sections of Coulomb collisions are strongly dependent on the kinetic energy of

the colliding particles. If we assume two particles with the same charge and, for simplicity, one of

the particles is at rest, a scattering even takes place if the Coulomb interaction energy (𝑈 ∼ 𝑞2/𝑏 ,

where b is the impact parameter) is about the kinetic energy 𝜀 of a moving particle [43]. Then, the

impact parameter (𝑏 ∼ 𝑞2/𝜀) and the reaction cross section 𝜎 can be estimated as 𝜋𝑏2 giving the

equation:

𝜎(𝜀) ≈ 𝜋 𝑞4

(4𝜋𝜀0𝜀)2 (2.34)

2.8.3.2 Polarization Scattering

Electron-electron scattering cross sections at room temperature at about 1000 times greater

than those at an electron temperature of 1 eV, which is typically for electric discharges. Similar

considerations for charged particle scattering on neutral molecules having a permanent dipole

moment (potential energy𝑈 ∼ 1/𝑟2) and induced dipole moment (potential energy𝑈 ∼ 1/𝑟4) give,

respectively, 𝜎(𝜀) ∼ 1/𝜀 and 𝜎(𝜀) ∼ 1/𝜀1/2 [43, 54].

Elastic collisions are significant energy transfer processes within plasma [54]. For an elastic

collision of a projectile mass 𝑚1 and velocity 𝜐1 with a stationary target mass 𝑚2, the conservation
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of momentum along and perpendicular to 𝜐1 and the conservation of energy can be written in the

laboratory system as:

𝑚1𝜐1 = 𝑚1𝜐
′

1 cos 𝜃1 + 𝑚2𝜐
′

2 cos 𝜃2 (2.35)

0 = 𝑚1𝜐
′

1 sin 𝜃1 − 𝑚2𝜐
′

2 sin 𝜃2 (2.36)

1
2
𝑚1𝜐

′2
1 =

1
2
𝑚1𝜐

′2
1 + 1

2
𝑚2𝜐

′2
2 (2.37)

where the primes denote the values after collisions. We can eliminate 𝜐′

1 and 𝜃1 and solve the

system to obtain:

1
2
𝑚2𝜐

′2
2 =

1
2
𝑚1𝜐

2
1

4𝑚1𝑚2

(𝑚1 + 𝑚2)2 cos2 𝜃2 (2.38)

Since the initial energy of the projectile is 1
2𝑚1𝜐

2
1 and the energy gained by the target is

1
2𝑚2𝜐

′2
2 , the fraction of energy lost by projectile in the laboratory system when averaged over the

differential scattering cross section, the average loss is:

𝜁𝐿 =
4𝑚1𝑚2

(𝑚1 + 𝑚 + 2)2 cos2 𝜃2 (2.39)

Elastic collisions can only transfer kinetic energy. The average fraction 𝛾 of kinetic energy,

transferred from one particle of mass m (electron mass) to another of mass M (atom mass), is equal

to [43, 54]:

𝛾 =
2𝑚𝑀

(𝑚 + 𝑀)2 (2.40)

In elastic collisions of electrons and heavy neutrals or ions, the mass of the electron is

much smaller than the neutral or ion 𝑚 ≪ 𝑀 , and therefore, 𝛾 = 2𝑚/𝑀 , so the fraction of energy

transferred is minimal (𝛾 ∼ 10−4) [42, 43, 54]. Thus, electrons transfer little energy due to elastic

36



collisions with heavy particles, leading to 𝑇𝑒 ≫ 𝑇𝑖 in a typical discharge [54]. This small fraction

of energy transfer is why direct impact ionization due to a collision of an incident electron with

a valence electron of an atom dominates, as electron-electron collisions allow significant energy

transfer. Conversely, if 𝑚 = 𝑀 , then 𝛾 = 1/2, leading to strong elastic energy exchange among

heavy particles and therefore to a common temperature [42].

Neutral particles in plasma may result from the non-ionized fraction of the parent gas or

from plasma-chemical processes such as electron-induced dissociation and chemical reactions in

the plasma. Because neutrals are low temperature in most plasmas, the energy transfer can normally

be neglected. Then, the hard sphere approximation for their collisions is appropriate as discussed

previously.

2.8.4 Inelastic Collisions of Electrons

Atoms consist of a heavy positive nucleus with one or more electrons bound to it. Classically,

electrons move in orbits with radii set by the balance between the inward electrostatic (Coulomb

potential) and outward centrifugal forces (angular momentum) [42, 60]. Each electron atomic

orbital is defined by four quantum numbers: n, l, ml, and ms. Electrons in an atom are arranged in

energy levels, or shells, around the nucleus. The principal quantum number n determines the energy

of the electron, and all the orbitals of a given value n belong to the same shell [42, 60]. The farther

the shell is from the nucleus, the more electrons it can hold, and the higher the energies of those

electrons [42, 60]. These shells are further divided into subshells, based on angular momentum and

the shape of the region of space they occupy. The quantum numbers l and ml specify the angular

momentum and its component in a particular direction [42, 60]. The number of subshells is equal

to the shell number. Within each subshell, electrons are grouped into atomic orbitals, regions of

37



space within an atom where the specific electrons are most likely to be found. Each orbital can

hold two electrons with opposite spin of which the direction is specified by ms [42, 60].

The ionization energy, I, of an atom is the minimum energy required to remove an electron

from the ground state. The ground state is the state of lowest energy for that electron and it is

the energy level it normally occupies [42, 60]. These electrons are the valence electrons, which

are those that occupy the last subshell, and determine the collisional and other behavior of atoms

[42, 60]. A second electron may be removed from the atom as well, and the minimum energy

needed to remove the second electron from the singly charge cation would be called the second

ionization energy, 𝐼2. The standard enthalpy of ionization, Δ𝑖𝑜𝑛𝐻Θ is the energy that must be

supplied to remove an electron from an atom and is related to the ionization energy [60]:

Δ𝑖𝑜𝑛𝐻
Θ = 𝐼 + 5

2
𝑅𝑇 (2.41)

Mechanisms of ionization can vary with different plasma-chemical systems. The ionization

processes in plasma are primarily due to electron impact, although they may also be produced by

high energy photons in the UV spectrum [57]. The main volume ionization process stem from

high-energy impacts between electrons and ions [58]. Hence, an electron with kinetic energy

greater than 𝑒𝑉𝑖 for a specific species can ionize that species [58].

𝑒−𝑓 𝑎𝑠𝑡 + 𝐴→ 𝐴+ + 𝑒−𝑠𝑙𝑜𝑤 + 𝑒−𝑠𝑙𝑜𝑤

This inelastic collision between an electron and neutral atom is electron impact ionization.

It occurs when the valence electron of a neutral atom or molecule interacts with free plasma
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electrons possessing kinetic energy greater than the ionization energy [54, 57]. This endothermic

process produces a secondary electron and an ion. Direct ionization of atoms or molecules from

the ground state is important in plasmas where electric fields are high and concentration of excited

neutrals is moderate [57]. In stepwise ionization previously excited atoms or molecules require

lower energy from electron for ionization. It is important in collision-dominated local thermal

equilibrium plasmas where concentration of highly excited neutral particles is high [54, 57]. In

dissociative ionization by electron impact the molecule is separated into its constituents. This

takes place when the electron energy is much higher than the ionization potential to break the

molecule. Non-dissociative ionization by electron impact simply ionizes the molecule, resulting in

a vibrationally excited molecule remaining after electron removal [57, 62].

Numerous electron collision processes exist and are shown in Table 2.1. The five types

of ionization are: direct ionization by electron impact, stepwise ionization, non-dissociative ion-

ization, and dissociative ionization [43]. The processes of electron excitation, attachment, and

recombination will be briefly discussed as well.
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Table 2.1 Prominent electron collisions in plasmas for energy exchange (1–4), ion production (5–8),
charged particle losses (9–11) and involving negative ions (12–14). The neutral atom is
A, its excited state is A* and A+ represents the corresponding single charged ion. The
molecules or diatomic gases are indicated as AB [57].

Electron collision processes

Scheme Process Macroscopic effect

𝑒− + 𝐴+ → 𝑒− + 𝐴+ Coulomb collision between
electron and ions

Transport and energy transfer in
highly ionized plasmas

𝑒− + 𝐴→ 𝑒− + 𝐴 Elastic collision between
electron and neutral atoms

Electron transport and diffusion.
Electron mobility

𝑒− + 𝐴→ 𝑒− + 𝐴∗ Excitation of neutrals by
electron impact

Multiplication of metastable neutral
atoms

𝑒− + 𝐴𝐵 → 𝑒− + 𝐴𝐵∗ Vibrational/rotational excitation Energy transfer to vibrational/
rotational levels of moleccules

𝑒− + 𝐴→ 2𝑒− + 𝐴+ Electron impact ionization Multiplication of ion and electrons
from the ground state

𝑒− + 𝐴∗ → 2𝑒− + 𝐴+ Multistep/stepwise ionization Ionization of neutral atoms from an
excited state

𝑒− + 𝐴𝐵 → 2𝑒− + 𝐴 + 𝐵+ Dissociative ionization Production of atomic ions from
molecules

𝑒− + 𝐴𝐵 → 2𝑒− + 𝐴𝐵+ Non-dissociative ionization Production of positively charged
molecules

2𝑒− + 𝐴+ → 𝑒− + 𝐴∗ Three-body recombination Relevant in dense highly ionized
plasmas

𝑒− + 𝐴+ → 𝐴 + ℎ𝜈 Radiative recombination Relevant in dense highly ionized
plasmas

𝑒− + 𝐴𝐵+ → 𝐴 + 𝐵∗ Dissociative recombination Important in weakly ionized molec-
ular plasmas

𝑒− + 𝐴𝐵 → 𝐴 + 𝐵− Dissociative attachment Production of negative ions in
molecular gases

𝑒− + 𝐴 + 𝐵 → 𝐴𝐵− Three-body attachment Production of negative ions in
molecular gases

𝑒− + 𝐴− → 2𝑒− + 𝐴 Detachment by electron impact Loss of negative ions in
electronegative gases
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2.8.4.1 Direct Impact Ionization by Electron

Direct ionization occurs when an electron with energy greater or equal to the ionization

energy collides with a neutral atom or molecule [43, 63]. An electron possessing high enough

energy 𝜀, can ionize a neutral, unexcited atom, or molecule by interacting with a valence electron

of that atom [43, 63].

𝑒− + 𝐴→ 𝐴+ + 𝑒− + 𝑒−

The energy of the electron must be adequate to provide ionization in one collision, meaning

the energy transferred Δ𝜀 to the valence electron surpasses the ionization potential I [43, 63]. This

process is called direct ionization by electron impact. Direct ionization is most important in cold

or non-thermal plasmas where electric fields and therefore electron energies are relatively high,

but the excitation level of neutral species is comparatively low [43, 63]. While in-depth analysis of

elementary processes requires quantum mechanics, a classical approximation can be made to gain

a physical understanding. Beginning with the Rutherford formula (Equation 2.42), it is assumed

that the valence electron is at rest and the interaction with the atom is neglected. The Rutherford

formula defines the differential cross section of the incident electron scattering with energy transfer

Δ𝜀 to the valence electron as [43, 63]:

𝑑𝜎𝑖 =
1

(4𝜋𝜖0)2
𝜋𝑒4

𝜀(Δ𝜀)2 𝑑 (Δ𝜀) (2.42)

Direct ionization occurs when the transferred energy surpasses the ionization potential,

Δ𝜀 ≥ 𝐼. Integrating the Rutherford formula over Δ𝜀 ≥ 𝐼, where the ionization potential I is

the minimum necessary energy transfer for ionization, to the maximum energy transfer E gives
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an expression for the ionization cross section by direct electron impact, known as the Thomson

formula (Equation 2.43) [43, 63]:

𝜎𝑖 =
1

(4𝜋𝜖0)2
𝜋𝑒4

𝜀

(
1
𝐼
− 1
𝜀

)
(2.43)

In general, the Thomson formula should be multiplied by the number of valence electrons,

𝑍𝑣. The cross section shrinks (𝜎1 ∼ 1/𝜀) as the electron energies increase, 𝜀 ≫ 𝐼, and reaches a

maximum when 𝜀 = 2𝐼 [43, 63]:

𝜎𝑚𝑎𝑥𝑖 =
1

(4𝜋𝜖0)2
𝜋𝑒4

4𝐼2
(2.44)

Taking into account the kinetic energy of the valence electron, 𝜀𝑣 [43, 63]:

𝜎𝑖 =
1

(4𝜋𝜖0)2
𝜋𝑒4

𝜀

(
1
𝜀
− 1
𝐼
+ 2𝜀𝑣

3

(
1
𝐼2

− 1
𝜀2

))
(2.45)

If we assume the valence electron is at rest 𝜀𝑣 = 0, the Thomson formula (Equation 2.45) agrees

with Equation 2.44. Another variation of the Thomson formula (Equation 2.45) can be obtained

assuming a Coulomb interaction of the valence electron with the rest of the atom and taking 𝜀𝑣 = 𝐼

[43, 63]:

𝜎𝑖 =
1

(4𝜋𝜖0)2
𝜋𝑒4

𝜀

(
5
3𝐼

− 1
𝜀
− 2𝐼

3𝜀2

)
(2.46)

Combining all modifications of the Thomson formula using the generalized function 𝑓 (𝜀/𝐼) for all

atoms [43, 63]:

𝜎𝑖 =
1

(4𝜋𝜖0)2
𝜋𝑒2

𝐼2
𝑍𝑣 𝑓

(𝜀
𝐼

)
(2.47)

where 𝑍𝑣 represents the number of valence electrons in an atom. The generalized function can be
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written as [43, 63]:

𝑓

(
𝑥 =

𝜀

𝐼

)
=

1
𝑥
− 1
𝑥2 (2.48)

The generalized function best agrees with experimental data for different atoms and molecules

when [43, 63]:

10(𝑥 − 1)
𝜋(𝑥 + 0.5) (𝑥 + 8) < 𝑓 (𝑥) < 10(𝑥 − 1)

𝜋𝑥(𝑥 + 8) (2.49)

The total cross section diverges due to the long range of Coulomb potential. Therefore, the

cross section for all events with a scattering angle > 90 ° can be used as an estimation of a total

cross section for significant deflections:

𝜎90 =
𝜋

4
𝑏2 (2.50)

Integration of the cross section, 𝜎𝑖 (𝜀), over the electron energy distribution function will

calculate the ionization rate coefficient 𝑘𝑖 (𝑇𝑒) [43]:

𝑘𝑖 (𝑇𝑒) =
√︂

8𝑇𝑒
𝜋𝑚

𝜎0𝑒

(
− 1

𝑇𝑒

)
(2.51)

where the cross section 𝜎0 = 𝑍𝑣𝜋𝑒
4/𝐼2(4𝜋𝜖0)2 is about the geometric atomic cross section [42, 43].

2.8.4.2 Stepwise Ionization and Three-body Recombination

Stepwise ionization includes multiple steps to provide adequate ionization energy. First,

electron-neutral collisions create excited species. However, these collisions lack the energy to

ionize. Then a final collision occurs with a relatively low-energy electron, triggering the ionization
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event [43]. If the electronic excitation is great enough, stepwise ionization can be significantly

faster than direct ionization due to a higher probability of collision with excited neutrals compared

to free plasma electrons. This is because when 𝑇𝑒 ≪ 𝐼, the probability of obtaining high ionization

energy is much lower for free electrons than for excited atoms and molecules [43].

In thermodynamic equilibrium, the mechanism of neutralization of positive ions is three-

body recombination [43, 57]. Three-body recombination proceeds through a set of excited states.

A free electron receives the released excess energy from the formation of molecular ions. An

intermediate excited state is created which is the inverse of stepwise ionization [43, 57, 63].

Recombination of electrons and ions is important in high density plasmas.

2𝑒 + 𝐴+ → 𝑒 + 𝐴∗

Generally, these processes are comprised of a series of two body reactions in which the

third body absorbs the excess reaction energy [54].

2.8.4.3 Franck-Condon Principle and Non-dissociative Ionization

When the electron energy does not greatly exceed the ionization potential of a molecule the

process is called non-dissociative ionization by direct electron impact [43]:

𝑒 + 𝐴𝐵 → 𝐴𝐵+ + 𝑒 + 𝑒

Molecular vibration is the fastest internal motion of atoms within molecules. Typical periods

for molecular vibration are between ∼ 10−14-10−13 s [43, 64, 65]. This is still much longer than
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interaction times between electrons and molecules within plasma, which is 𝑎0/𝜐𝑒 ∼ 10−16-10−15 s,

where 𝑎0 is the atomic unit of length and 𝜐𝑒 is the mean electron velocity [43, 64, 65]. Therefore,

many electron excitation processes induced by electron impact are faster than all other atomic

motions inside the molecules, and the atoms can be considered stationary during the process of

electron transition [43, 60, 64, 65]. This is known as the Franck-Condon principle.

According to the Franck-Condon principle, when a molecule undergoes an electronic tran-

sition from one electron energy state to another, from normal state to excited state, the electronic

transition on an energy (y) versus internuclear distance (x) plot is vertical [64]. It is assumed that

there are no changes in the nuclear coordinates during an electronic transitions, therefore, the most

probable vibronic transitions are vertical because the time (> 3 x 10−14 s) required for an electronic

transition is negligibly small compared to the period of nuclear vibration [65]. After the electronic

transition occurs, the electron density is rapidly built up in new regions of the molecule and lost

from others [60]. The previously stationary nuclei responds to the new force by beginning to

vibrate and swing back and forth from the original separation. Looking at the quantum mechanical

description of the Franck-Condon principle refines this picture. The molecule is in the lowest

vibrational state of its lowest electronic state before excitation; the most probable nuclei location

being at their equilibrium separation. When the transition occurs, the molecule is excited to a new

state. During excitation the nuclear geometry remains constant so the transition may be thought

of being up a straight vertical line cutting through several vibrational levels of the upper electronic

state [60]. The most probable vibrational state for the termination of the transition will be one

where the separation is the same as the equilibrium separation [60]. Vibrationally excited ions are

formed as a result of non-dissociative ionization. Electronic transitions are most probable with

low kinetic energies of the nuclei. Possible exceptions to this principle are the lowest vibration
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levels [65].

2.8.4.4 Dissociative Ionization

Electron impact dissociation plays a central role in the chemistry of low-pressure reactive

discharges [43, 54]. Electronically excited molecules may undergo dissociation, which is the

breaking of bonds. If the collision excites the molecule into a state containing more energy than

the separated components, exceeding the binding energy, dissociation occurs [54].

𝑒 + 𝐴𝐵 → 𝐴 + 𝐵 + 𝑒

Dissociative ionization occurs when the electron energy significantly exceeds the ionization

potential [43, 54].

𝑒 + 𝐴𝐵 → 𝐴 + 𝐵+ + 2𝑒

The molecular ion 𝐴𝐵+ is formed at a higher threshold energy than that of ionization, and

dissociates into fast, positively charged ions and neutrals.

Polar dissociation generates negative ions without electron capture [42].

𝑒 + 𝐴𝐵 → 𝐴+ + 𝐵− + 𝑒

Positive ions are formed together with negative ions. The threshold energy is extremely

high due to the process including both ionization and dissociation.
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2.8.4.5 Recombination

Endothermic ionization processes produce positive ions and electrons. Their counterpart,

electron-ion recombination collisions of charged particles, results in their mutual neutralization.

Recombination collisions are exothermic processes in which the energy released corresponds to

the ionization potential [57].

In molecular gases, the fastest electron neutralization is dissociative recombination and is

important in weakly ionized plasmas [57].

𝑒 + 𝐴𝐵+ → 𝐴 + 𝐵∗

An electron collision may also break apart an electron-ion pair and produce fast excited

neutral fragments. Dissociative recombination occurs when the collision excites the AB atom to

the bound excited state 𝐴𝐵∗. Because the electron is captured, it is unable to carry away part of the

reaction energy [42]. Thus, it cannot dissociate to ground states of A and B because the potential

energy of 𝐴𝐵+ is greater than that of AB.

2.8.4.6 Electron Attachment

A negative ion is formed when an electron collides with a neutral gas atom or molecule and

becomes attached [58]. This process is dependent on the energy of the electron and the nature of

the gas [58]. For example the negative halogen ions and O−, O−
2 , NO−

2 , NO−
3 , OH−, and H− are
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easily formed, but not N−, N−
2 , or negative ions of the rare gases [58]. In the attachment

𝐴 + 𝑒− → 𝐴− + ℎ𝜈

𝐴𝐵∗ + 𝑒− → 𝐴− + 𝐵

the energy liberated is any internal energy plus kinetic energy plus the binding energy, 𝐸𝑎 (about

1.5 eV for O, 4 eV for F, Cl and 0.7 for H; the molecules of oxygen and the halogens have binding

energies around 0.5 eV) [58]. Negative ions can also be destroyed by collisions with atoms,

electrons, or photons [58].

In electronegative gases, electrons may also be lost through the formation of negative ions

in electron attachment. Attachment processes form ions by capturing electrons [57]. Dissociative

electron attachment produces negative ions and neutrals.

𝑒 + 𝐴𝐵 → 𝐴 + 𝐵−

Negative ions are formed when electrons attach to other plasma particles [43, 57]. Attach-

ment of more than one electron to form a multi-charged negative ion is impossible in the gas phase

because of electric repulsion. Similar to positive ions, negative ions are heavy particles and so gain

energy through collisions, not electric fields [43]. Negative ions have energy distribution functions

similar to that of the positive ions, one that is close to Maxwell- Boltzmann distribution. Their

temperatures are also close to the temperature of the neutral gas [43].

This process is important in discharges containing atoms with positive electron affinities

due to the threshold energy of production of negative ions being lower than for pure dissociation

[42]. The collisional excitation of the molecule from ground state to a repulsive 𝐴𝐵− state due to
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attachment, leads to autodetachment or dissociation.

Excess energy may be emitted to stabilize the formation of a negative ion during electron

attachment. Thus, a negative ion can be formed in the process of radiative attachment [42, 43].

𝑒 + 𝑀 → (𝑀−)∗ → 𝑀− + ℎ𝜔

However, the probability of this process is extremely low: 10−5-10−7.

2.8.5 Excitation

During an inelastic collision a fraction of the initial electron kinetic energy is transferred

and causes the internal state of the target particle to change [57]. One result of an inelastic collision

is electron impact excitation. This occurs when a high energy electron collides with a heavy particle

and a bounded electron can jump to an excited state [57].

𝑒− + 𝐴→ 𝑒− + 𝐴∗

𝑒− + 𝐴𝐵 → 𝑒− + 𝐴𝐵∗

Gas atoms may also absorb energy through photons and become excited through a process

called photo-excitation [58].

These excited states of atoms or molecules usually have a short life before returning to

ground state [57]. Sometimes a metastable state is formed with a longer lifetime that can eventually

lose its energy by collisions.

49



2.8.6 Collisions of Ions and Molecules

Ion-atom collisions are most frequent in weakly ionized plasmas, some of which are listed

in Table 2.2 [57]. These encounters within plasma influence the transport of ions and, in turn,

its displacement [63]. Unlike electrons, heavy particles such as ions and neutrals are not effective

at producing ionization events. Collisions of heavy particles are unable to provide ionization

even if their kinetic energy is sufficient. This is because their velocities are much lower than

those of the electron orbital velocity in the atom and heavy particles are usually only able to

transfer a small fraction ∼ 2𝑚𝑒/𝑚𝑖 of the ion/neutral kinetic energy to valence electrons [43, 57].

Excitation and ionization of atoms by heavy particle and ion collisions is less efficient than electron

impact ionization because their interaction frequency is low, and will not be discussed further [57].

However, charge transfer is possible in ion and molecule collisions. Charge, in the form of one or

more electrons, can be transferred from an atom or molecule to an ion, creating an excited state,

which may deexcite by releasing electromagnetic radiation [66]. The ion-neutral processes that

will be discussed are elastic ion-atom collisions, charge exchange processes, Penning ionization,

and associative ionization.
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Table 2.2 Prominent ion-neutral collisions in plasmas involving momentum and energy exchange.
The neutral atom is A, its metastable state or excited state is A* and A+ represents the
corresponding single charged ion. The molecules or diatomic gases are indicated as AB
[57].

Electron collision processes

Scheme Process Macroscopic effect

𝐴+ + 𝐴+ → 𝐴+ + 𝐴+ Coulomb collision between
ions

Transport of ions energy
thermalization

𝐴+ + 𝐴→ 𝐴+ + 𝐴 Elastic collision between
ion and neutral atoms

Transport of ions, diffusion and
thermalization energy

𝐴 + 𝐵+ → 𝐴+ + 𝐵 Resonant and/or
non-resonant charge exchange

Ion transport, diffusion and
thermalization energy

𝐴 + 𝐵∗ → 𝐴∗ + 𝐵 Transfer of excitation Diffusion of metastable atoms

𝐴 + ℎ𝜈 → 𝐴∗ Radiative excitation Production of metastable atoms

𝐴+ + 𝐴→ 2𝐴+ + 𝑒− Ion impact ionization Production of ions

𝐴∗ + 𝐵 → 𝐴 + 𝐵+ + 𝑒− Penning ionization Production of ions in gas mixtures

𝐴 + 𝐵∗ → 𝐴𝐵+ + 𝑒− Associative ionization Production of molecular ions in
diatomic or gas mixtures

𝐴 + ℎ𝜈 → 𝐴+ + 𝑒− Photoionization Production of ions

𝐴− + 𝐵+ → 𝐴 + 𝐵∗ Ion-ion recombination Loss of negative ions in
electronegative gases
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2.8.6.1 Elastic Collisions: Coulomb and Polarized Scattering

The primary collisional processes in weakly ionized plasmas are between charged and

neutral particles. Long-range Coulomb collisions require a high degree of ionization (>0.01) [57].

Coulomb collisions have already been addressed in Section 2.8.3.1 and will not be discussed further

here. At lower energies for electrons, the dominant process is relatively short-range polarization

scattering [54]. These elastic collisions result in both particles being scattered by the strong electric

field produced due to the close approach of the ion. When a charged particle approaches a neutral

atom, the electron cloud of the neutral atom polarizes [43, 57]. If the neutral atom has no permanent

dipole moment itself, the electric field E of the charged particle induces a dipole moment, 𝑝𝑚 [43]:

𝑝𝑚 = 𝛼𝜖0𝐸 = 𝛼
𝑒

4𝜋𝑟2 (2.52)

In this equation, r is the distance between the particles, and 𝛼 is the polarizability of a neutral atom

or molecule which is numerically about the volume of the atom or molecule [43].

This means that the electric field of the charged particle distorts the negative cloud of

electrons around the positive atomic nuclei in a direction opposite the field [41, 43, 54]. The

slight charge separation renders one side of the atom slightly positive and the opposite side slightly

negative [43].

The strong radial dependence of this potential causes the trajectory of the charged particle

to spiral into the neutral when the impact parameter is below a certain impact parameter 𝑝𝐿 . The

situation where the charged particle is captured by the neutral is called Langevin capture.
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The Langevin capture cross section is defined as [41, 43, 54]:

𝜎𝐿 = 𝜋𝑝2
𝐿

√︄
𝜋𝛼𝑞2

1
𝜖0𝜇

1
𝜐𝑟

(2.53)

where 𝜐𝑟 is the relative velocity of the collision partners before the collision. The Langevin capture

of electrons is a mechanism for the formation of negative ions, and only occurs in gases with high

electron affinity.

2.8.6.2 Resonant Charge Transfer

When a positive ion collides with a neutral atom, a valence electron may be captured,

resulting in a transfer of the electron from the atom to the ion [42, 43]. Generally, during this

charge exchange, the energy level into which the electron is captured is not equal to that from which

it was released [42, 43]. This energy defect, Δ𝑊 , may be positive or negative. If Δ𝑊 ≠ 0, the

kinetic energy of the colliding particles is not conserved [42, 43].

𝐴+ + 𝐵at rest → 𝐴 + 𝐵+
at rest

Charge transfer may occur in the classical over the barrier model or due to resonant tunneling

as depicted in Figure 2.6.

Charge transfer occurs in two steps; the electron is released from B and then it is captured

by 𝐴+. The potential energy of a B electron in a level n with a center-to-center separation of 𝑎𝐴𝐵

is given by [54]:

𝑊𝑛𝐵 = −𝑈𝑖𝐵
𝑛2 − 𝑒2

4𝜋𝜖0𝑎𝐴𝐵
(2.54)
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Figure 2.6 Charge transfer from B to A in the classical over-the-barrier model (COB) and due to
resonant tunneling (RT).

where in the first term, 𝑈𝑖𝐵 is the potential energy of B in level 𝑛 = 1. The second term describes

the interaction with the ion. In other words, the electrostatic energy due to charge 𝐴+. The released

electron obtains the potential energy in the Coulomb fields of the 𝐴+ and 𝐵+ ions [54]:

𝑈 (𝑧) = − 𝑒2

4𝜋𝜖0𝑧
− 𝑒2

4𝜋𝜖0 |𝑎𝐴𝐵−𝑧 |
(2.55)

where z is the distance from the center of 𝐴+ toward B. From this equation (Equation 2.55), the

maximum of U(z) between 𝐴+ and 𝐵+, at 𝑧 = 𝑎𝐴𝐵/2, results in [54]:

𝑈𝑚𝑎𝑥 = − 𝑒2

𝜋𝜖0𝑎𝐴𝐵
(2.56)

This shows that the potential barrier decreases when the collision partner approaches. The classical
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condition for electron release is given by Δ𝑊𝐴𝐵 > 𝑈𝑚𝑎𝑥 , which results in a maximum distance at

which the release takes place [54]:

𝑎𝐴𝐵,𝑟 = − 3𝑒2𝑛2

4𝜋𝜖0𝑈𝑖𝐵
(2.57)

Assuming ion velocity is low compared to the orbital velocities of the electrons, as is the

case for non-thermal plasmas, there is sufficient time for the transfer of the released electron to the

ion, provided there is a free level below the releasing level of B. Therefore, the cross section may

be estimated from the release only, resulting in [42, 54]:

𝜎𝐶𝑂𝐵 = 𝜋𝑎2
𝐴𝐵,𝑟 = 9𝜋

(
𝑒2𝑛2

4𝜋𝜖0𝑈𝑖𝐵

)2

(2.58)

This is the classical “over-the-barrier” model.

Another possibility is the resonant charge transfer by tunneling between identical species,

i.e. 𝐴 = 𝐵. This is because if the neutral particle and ion are from the same atom a charge transfer

can occur without any defect. This process is said to be resonant [42, 43]. The capture is only

energetically possible if [54]:

1
2
𝑚𝐴 + 𝜐2

𝐴 ≥ Δ𝑊𝐴𝐵 (2.59)

The cross section can be approximated by:

𝜎𝑅𝑇 =
1
𝑈𝑖

(𝐶1 − 𝐶2 ln(𝜐+))2 (2.60)

where 𝑈𝑖 is the ionization potential and the constants 𝐶1 = 1.58 · 10−7 and 𝐶2 = 7.24 · 10−8 [42].

The cross section decreases with the ion velocity 𝜐+ and the tunneling probability increases with
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interaction time. Resonant tunneling dominates the charge exchange in atomic gases.

𝐴𝑠𝑙𝑜𝑤 + 𝐴+𝑓 𝑎𝑠𝑡 → 𝐴 𝑓 𝑎𝑠𝑡 + 𝐴+𝑠𝑙𝑜𝑤

Resonant charge transfer acts as an elastic collision because kinetic energy is conserved

[54]. Cross-sections are large at low energies and therefore, resonant charge transfer is an important

process in weakly ionized plasmas. The large cross-section causes the particles to be practically un-

deflected after the charge transfer leading to an effective scattering angle for the ion and momentum

transfer for every collision [54].

Charge transfer processes between negative ions and neutrals are important in electroneg-

ative discharges such as oxygen discharges [54]. The charge transfer cross section between O2

molecules is resonant if the molecules have the same, or very close vibrational and rotational states

after a collision.

2.8.6.3 Penning Ionization

Metastables (long-lived excited states) can be valuable sources of ionization among species

where the ionization energy of species B is less than the excitation energy of species A [58].

𝐴 + 𝐵∗ → 𝐴+ + 𝐵 + 𝑒−

When the electron excitation energy of a metastable atom 𝐵∗ surpasses or is equal to the

ionization potential of another atom A, the collision between the two may result in ionization of

the second atom [57]. Hence, the ionization event arises through the formation of intermediate
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metastable molecules. This is called Penning Ionization and can also follow the collision of two

metastable atoms.

2𝐴∗ → 𝐴 + 𝐴+ + 𝑒

Penning ionization is important in electric discharges of reactive gases doped with noble

gases [57, 58, 63].

2.8.6.4 Associative Ionization

Associative ionization is the reverse process to dissociative recombination. If the total

electronic excitation energy of the colliding particles is not enough, ionization is still possible when

heavy particles stick to each other and form a molecular ion [43, 57].

𝐴 + 𝐵∗ → 𝐴𝐵+ + 𝑒

In order to proceed at thermal energies, the sum of the excitation energy of metastable 𝐵∗

and the dissociation energy of 𝐴𝐵+ must exceed the ionization potential of atom A [43, 54, 57]. If

the bound ground state of 𝐴𝐵+ is lower than the bound state of 𝐴𝐵∗, unstable 𝐴𝐵∗ may decay to

the ground state of 𝐴𝐵+ by electron emission.

57



CHAPTER 3

PLASMA STERILIZATION

3.1 Introduction

Sterilization is defined as a physical or chemical process that exterminates or inactivates

microorganisms [5]. The worldwide accepted definition for medical devices to be considered sterile

is the security assurance level (SAL) [67]. The SAL is a statistical parameter that refers to the

probability of one surviving viable microorganism after sterilization [67]. The accepted SAL for

medical devices is required to be below 10−6, meaning a probability of 1 in 1,000,000 [67].

Sterilization plays a major role in health-care facilities to prevent the spread of disease.

Current sterilization methods include using autoclave or heat, ethylene oxide gas, hydrogen peroxide

gas plasma, and radiation [5, 6]. However, these sterilization methods have their limitations.

Autoclave sterilization exposes microbes to saturated water vapor under high pressure and

high temperature in an enclosed chamber. The standard temperature and pressure of an autoclave

are 250 °C and 15-20 psi on an hour-long cycle [68, 69]. High temperatures disrupt the lipid

membranes and denature proteins and nucleic acids (DNA, RNA) in microorganisms, leading to

their death [70]. Steam vapor during heating has detrimental effects on metal objects in the form of

rust and corrosion. Although using an autoclave or heat is the most popular method for sterilization,

it is not advisable for heat-sensitive materials because they may become disfigured [6, 69].

Ethylene oxide (EtO) has been used as a sterilant for heat-sensitive materials since the

1950s, but it presents a risk in its toxicity [6]. Ethylene oxide is an alkylating agent that kills

microorganisms by inactivating their proteins, DNA, and RNA. This prevents normal cellular
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metabolism and replication, rendering the microorganism nonviable [70, 71]. Surfaces treated with

EtO require an airing time before they are safe to handle [7]. Ethylene oxide exposure represents

an occupational hazard and can cause respiratory problems, blurred vision, dizziness, nausea,

headaches, and convulsions [5, 72]. It is also linked to more serious health concerns like leukemia

[72]. The Occupational Safety and Health Administration regulates acceptable vapor levels of EtO

exposure to one part EtO, per million parts of air (1 ppm) measured as an 8-hour time-weighted

average [72]. After use, the chamber must be flushed with inert gas for 8-12 hours to remove all

traces of EtO [69]. This process though effective, is costly and laborious.

Hydrogen peroxide is also used as a sterilant. Hydrogen peroxide inactivates microorgan-

isms through oxidation [70]. It can be converted into extremely reactive hydroxyl radicals (OH),

which attack and break down membrane lipids, DNA, and other essential cell components to inac-

tivate bacteria [70]. The process is typically at higher temperatures than ambient, but not as high

as autoclave sterilization [7]. The use of hydrogen peroxide also requires a long processing time

(4-40 hours). Chemicals may impregnate certain materials and long ventilation times are required

before they can be utilized [7].

Gamma rays have been used in radiation sterilization [6]. Gamma rays are high energy

photons with no mass or charge that are emitted by a 60Co source [70]. They kill microorganisms

by attacking the DNA causing a variety of lesions in DNA including: single- and double-strand

breaks, DNA-protein cross-links, oxidized bases and abasic sites [73]. Misrepair of DNA damage

can lead to cell death. Sterilization can be conducted at, or close to ambient temperature [7].

Despite the lower temperature, gamma rays can still damage the materials. Gamma radiation is

recognized as a potent carcinogen requiring protection for the operators and special site to perform

it [6, 73]. Plasma sterilization presents an option that is low temperature, efficient, and non-toxic.
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The existing hydrogen peroxide gas plasma process is ’partially’ plasma sterilization [9].

This process includes two phases: a diffusion phase and a plasma phase [5, 8, 9]. First, the

sterilization chamber is evacuated, and hydrogen peroxide solution is injected from a cassette and is

vaporized in the sterilization chamber. The hydrogen peroxide vapor diffuses through the chamber

and initiates the inactivation of microorganisms on all the surfaces exposed to the sterilant. Second,

a gas plasma is created in the chamber. The residual hydrogen peroxide is then broken apart by the

plasma, which aids in the removal of hydrogen peroxide residuals from the sterilizer load to make

the contents safe for handling and use. Hence, the hydrogen peroxide plasma treatment is a direct

gas plasma sterilization.

In the past 15 years, low-temperature pure gas plasma sterilization has attracted great interest

because of the unique characteristics of plasmas. Plasma is quasi-neutral ionized gas, known as the

fourth state of matter. A large numbers of gas ions (e.g., O+
2), atoms (e.g., O), and excited species

(e.g., O∗, O∗
2) can be created in a plasma. These gas species are highly reactive and can effectively

destroy or inactivate bacteria. Current literature agrees that there are three mechanisms by which

plasma sterilizes a surface: ultra-violet (UV) irradiation of genetic material, chemical reactions

with the plasma species, and plasma ion sputtering [13].

The use of plasma as an effective sterilization treatment was theorized by Basaran et al. in

2008, which elucidated the importance of selecting the appropriate gas to generate the proper anti-

microbial species [74]. They studied SF6 and air (atmospheric) gas plasma treatments to investigate

their sterilization efficacy against Aspergillus parasiticus. Fluorine atoms in SF6 plasma were found

to be the primary etching species, which acted as the dominant sterilization mechanism; whereas the

use of air gas plasma generated anti-microbial oxygen species, which was the dominant sterilization

mechanism [74]. They found that the SF6 treatment required 15 minutes of treatment for a 6-log
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reduction, but after 10 days of storage, the plasma treated nuts had a renewal of fungal growth [74].

Hury et al. 1998, compared the efficiency of multiple plasmas for the killing of Bacillus

subtilis spores. The plasmas they compared pure Ar plasma to multiple oxygen-based plasmas: O2,

H2O2, and CO2 [75]. Organic molecules, those found in living things like bacteria, are primarily

made of C, O, H, and N. An effective plasma treatment for the elimination of bacteria must be able

to target and react with these elements. For example, on its own carbon is non-volatile, so it must

form a volatile compound with another element in order to be etched [75]. Reactive gas plasmas

can form these volatile compounds because atoms and molecules are always present [75]. Thus,

in the study done by Hury et al. the oxygen-based plasmas were shown to be much more efficient

and it was hypothesized that the oxygen-based plasmas sterilized bacteria by slow combustion with

oxygen atoms or radicals [75].

Cvelbar et al. 2007, further demonstrated that oxygen plasma was effective for etching

and oxidation by studying the optical emission spectra (OES). When microorganisms are treated

with oxygen plasma, they are assaulted by oxygen species. These oxygen species, especially

reactive oxygen radicals, irreparably damage the cell by either etching the outer membrane or

diffusing through the inner membrane which causes damage to the membrane, DNA, and proteins

by oxidation [6, 76, 77]. When micro-organisms undergo plasma treatment they are assaulted by

the oxygen radicals causing damage that the cell cannot repair [77]. This process, called etching,

happens due to the oxygen species being adsorbed onto the surface of the bacteria to react and form

volatile compounds. The capability of the atomic oxygen species to oxidize is essential to their

ability to sterilize [77].

A study by Yang et al. 2009, looked at the sterilization mechanisms of argon plasma on the

bacteria Pseudomonas aeruginosa. Using scanning electron microscopy (SEM) they found that
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after treatment, cells were eroded and their proteins and nucleic acid had leaked out [78]. The

argon plasma bombarded the surface, which caused etching and cell membranes to rupture [78].

The electrons and ions in the plasma discharge etched the cell walls or membranes of the bacteria,

causing protein leakage [78].

Previous studies have shown that the reactive species and ions created in plasmas play the

largest role in sterilization. Hence, a high plasma density is expected to promote the sterilization

efficiency. One aspect of this work is to understand the effects of plasma density on sterilization

efficiency under different gas pressures, which directly affect plasma density. On the other hand,

an increased plasma density usually leads to large heating load to the working piece surface due

to the bombardment of the charged particles created in the plasma. Hence, another aspect of

this work is to reduce the heating load to the sample surface by integrating a magnetic field to

confine the plasma. This research combines plasma modeling with optical emission spectroscopy

to verify the effects of a magnetic field on the concentrations of plasma species. Subsequently, the

sterilization efficiency and temperature with the use of a magnetized plasma are determined. The

plasma modeling also helps to predict the reactive species that play an essential role in sterilization.

3.2 After-glow Region for Sterilization

In typical plasma discharges, the direct area, where there is direct contact with the discharge

plasma, is used for treatment. This could be between the electrodes (gas discharge), the vessel in

direct contact with plasma source, or the flame of a plasma torch [7]. When the discharge takes

place in a flowing gas, some species produced in the direct area are carried further down the vessel,

and an afterglow (indirect) is obtained [7, 79].

Plasma sterilization has been studied in both the direct and afterglow regions. The afterglow
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contains relatively few charged particles compared to the direct glow region. Thus, it is essentially

comprised of neutrals, radicals, and molecules, some of which are in an excited state [79]. Species

of interest in the afterglow are short-lived particles like atoms (O and N), and excited molecules.

The use of low gas temperature plasma presents an alternative for sterilization of heat-

sensitive medical devices such as endoscopes and catheters [77, 79, 80]. There are multiple

advantages off using the afterglow over the direct region for sterilization purposes. Besides lower

gas temperature when operated with high enough gas flow, the treated surface is less likely to

be altered by impact of the charged particles accelerated within the plasma sheath. Under direct

discharges the charged particle density is higher [80]. In non-dielectric devices, the electric field of

the discharge may cause thermal damage due to local heating. The afterglow can fill large volumes

at lower costs compared to other discharges. Finally, the neutral species play a role in sterilization,

therefore, it is not essential to use the direct area [80]. Moreau et al. 2000, studied the influence

of operating parameters of a microwave discharge on using the afterglow to inactivate Bacillus

subtilis spores [80]. They found the gas flow rate played an important in their microwave system.

This enabled rapid transport of short-lived active species to all parts of the object being treated.

Although successful, it took 40 minutes to achieve total inactivation and the power was 100 W

[80]. Moisan et al. 2013, investigated the sterilization of medical devices in the flowing afterglow

of a N2-O2 discharge [7]. They identified metastable-state molecules (O2 (1Δ𝑔)) in the afterglow as

playing a prominent role in the inactivation. However, the sterility criteria was not met until after

60 mins at 2450 MHz [7]. Overall, sterilization time is usually shorter in the direct discharge than

in its afterglow [79].

We hope to show that the implementation of a magnetic field with a dielectric barrier

discharge will increase the efficiency of the plasma and the sterilization capabilities of the afterglow
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region by increasing number densities and neutral species.

3.3 Reactive Oxygen Species Effects on Cells

In cold plasma discharges, reactive species are generated through various collisional path-

ways, such as electron impact ionization, excitation, and dissociation. Molecular oxygen is weakly

reactive even though it has two unpaired electrons because they are in different molecular orbitals

and have a parallel spin [81]. Oxygen preferentially accepts electrons. Oxygen based plasmas are

excellent sources of reactive oxygen species (ROS), which can be atomic and molecular radicals,

such as atomic oxygen (O), ozone (O3) and hydroxyl (OH), etc. Other active species such as O2 in

the metastable singlet state may be present in oxygen-based discharges [79]. Particles in metastable

energy states have a very long lifetime because they cannot emit photons though an electric-dipole

transition. Under most experimental conditions, metastable species de-excite through collisions,

transferring their energy to other particles. This will eventually initiate chemical reactions in the

gas phase of the plasma or on surfaces exposed to it. The types of reactions were discussed in Ch.2.

The ROS have a direct impact on the cells of microorganisms by (i) damaging DNA or RNA, (ii)

lipid peroxidation, and (iii) oxidation of proteins (Figure 3.1) [81–84].

ROS cause physio-chemical changes in DNA affecting the interpretation and transmission

of genetic information. ROS reacts with the nitrogenous bases and deoxyribose in DNA causing

oxidative reactions which can lead to mutations, apoptosis, carcinogenesis. ROS may also instigate

DNA fragmentation due to forced rupture of nucleosomes (fundamental structures for the organi-

zation of DNA within chromosomes), which ultimately causes problems in the compaction and

coiling of DNA within chromatin [81]. Chromatin is a complex of DNA and proteins that forms

chromosomes and is integral in regulation of gene transcription. It has been found that alterations
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Figure 3.1 ROS reactions with DNA, lipids, and proteins [81].

in chromatin organization can strongly affect mutation rates [81, 85].

Hydroxyl radicals are one of the most reactive and electrophilic of the ROS. The OH

can cause the formation of 8-oxo-7,8-dihydroguanine (8-oxoG) from guanine (G), among other

oxidative products. Guanine is the most easily oxidized of the nucleic acid bases because it has

the lowest ionization potential among the DNA bases. The reduction potential of 8-oxo-dG is even

lower than that of guanosine (RNA nucleoside) so it can be further oxidized creating secondary
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oxidation products [81]. Unlike other oxidized bases, 8-oxoG does not inhibit nucleic acid synthesis,

instead it induces alternate base mispairing [81, 86–88]. When a mispairing occurs during DNA

replication, a base substitution can result. Similarly, 8-oxoG mispairing in RNA synthesis may

induce errors in gene expression [86].

During replication DNA that contains 8-oxo-dG, adenine (A) is most often incorporated

across from the lesion. This is problematic because within DNA adenine (A) always pairs with

thymine (T) and cytosine (C) always pairs with guanine (G) due to the ability of each base pair

to form hydrogen bonds. Following replication, the 8-oxo-dG is excised during the repair process

and a thymine (T) is incorporated in its place, ultimately causing a G to T transversion mutation

[87]. The hydroxyl radical causes strand breaks, which are initiated by abstraction of a deoxyribose

hydron atom, especially from thymine and guanosine [81, 88, 89].

Hydroxyl radical reactions with DNA include addition of double bonds to DNA bases

and abstraction of an H atom from the methyl group of thymine and each of the C-H bonds

of 2’deoxyribose [88]. Addition to the double bonds of DNA bases (C5-C6 double bond of

pyrimidines) brings about C5-OH and C6-OH adduct radicals. The redox properties of these

adduct radicals differ, with C5-OH radicals being reducing and C6-OH adduct radicals oxidizing

[88]. These pyrimidine radicals yield several products by numerous mechanisms.

Moreover, ROS may cause DNA strand breakage through free radical attack on the DNA

sugar phosphate backbone [81]. Severe DNA damage that cannot be repaired triggers apoptosis.

ROS attack the outer membranes of the cell. These outer membranes are made of a lipid

bilayer which is a polar membrane made up of two layers of lipid molecules. The most abundant

membrane lipids are phospholipids [90]. These phospholipids have a hydrophilic phosphate head

and two hydrophobic tails containing fatty acid chains. One tail usually has one or more cis-double
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bonds making it unsaturated. The cis-double bounds in the unsaturated fatty acids produce kinks

in the hydrocarbon chains making them more difficult to pack together. This gives the membrane

more fluidity allowing and allows it to remain fluid at lower temperatures. The fluidity also allows

the transport of biochemical by-products across the membrane [91]. The cis-double bonds produce

kinks in the hydrocarbon chains making them more difficult to pack together. This allows the

membrane to remain fluid at lower temperatures. Unsaturated fatty acids that make up cellular

membranes are susceptible to hydroxyl radical attacks. This can compromise membrane function

so that it is no longer an efficient barrier against the transport of ions and polar molecules into and

out of the cell [91]. Proteins embedded in the lipid bilayer also regulate the passage of various

compounds. The chains of amino acids that make up proteins are susceptible to oxidation in a

radical-rich environment.

A number of ROS can be formed by the sequential reduction of oxygen through the addition

of electrons. Examples of which are shown in Figure 3.2.

ROS are naturally present in organisms and participate in redox signaling pathways essential

to cell function. However, they are also involved in harmful processes such as aging, carcinogenesis,

and neurodegenerative disease [84]. The reactive superoxide anion (O –
2 ) is a negatively charged

radical formed through a single electron donation to oxygen [83, 92, 93]. The superoxide anion

(O –
2 ) may be formed under circumstances where the oxygen molecule is partially reduced by

receiving a single electron. Due to its charge, O –
2 cannot easily cross cell membranes. Thus,

O –
2 and a hydrogen ion may form a hydroperoxyl radical [92, 93].

O – + H+ → HO2
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Figure 3.2 Some mechanisms of ROS formation through the reduction of oxygen [81]. Copyright
© 2021 CC BY 4.0.

The O –
2 is generated by the mitochondrial electron transport chain which is responsible for

creating energy within the cell [84]. It is only moderately reactive on its own, but it participates in

multiple reactions yielding a variety of ROS and reactive nitrogen species (RNS) such as hydrogen
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peroxide (H2O2) and peroxynitrite (ONOO–), from which many additional secondary radical species

can be generated [83, 92, 93]. The organism produces an enzyme, superoxide dismutase (SOD), to

control O –
2 concentration by accelerating the reaction of O –

2 with itself to form H2O2 and oxygen

[83]. Another enzyme (glutathione peroxidase) catalyzes the degradation of H2O2.

2O –
2 + 2H+ → H2O2 + O2

2H2O2 → 2H2O + O2

Controlling O –
2 the concentrations of these allows other radical species can be controlled.

O –
2 is still potentially toxic despite not generally being considered a strong oxidizing agent.

In particular, O –
2 can oxidize iron-sulfur clusters in proteins, resulting in degradation and loss

of the catalytic ion and therefore enzymatic activity [83]. Furthermore, the iron released from

this process can directly reduce H2O2 via Fenton-type reactions, generating highly toxic hydroxyl

radicals (OH ) which is a powerful oxidant that attacks DNA [83, 84, 91, 94].

O –
2 + Fe3+ → O2 + Fe2+

H2O2 + Fe2+ → OH + OH– + Fe3+(Fenton reaction)

As previously stated, the formed OH is able to induce base oxidation in all nucleobases with

non-sequence specificity [95]. It can also cause direct cleavage of the sugar-phosphate backbone.

DNA damage can be induced in the absences of metal ions, but when metal ions are present the

damage is enhanced through the secondary generation of H2O2 [95].

In the presence of copper ions, hydrogen peroxide can modify nucleic bases. Copper ions

are associated with chromatin inside the cell to form stable complexes with DNA [95]. Individually
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H2O2 is unable to cleave and oxidize DNA, however, incubation with DNA and Cu2+ causes base

modifications at guanine, thymine, and cytosine residues. These base modification sites can be

cleaved and the derived reactive species from H2O2 such as copper-peroxyl species (Cu(I)-OOH)

are responsible for this DNA damage [95].

H2O2 + Cu+ → Cu(I) OOH + H+

Cu(I)-OOH is not greatly reactive compared to OH , but its lifetime is relatively long to induce

DNA damage [95]. Single-stranded DNA is easier to oxidize by these ROS.

Internal rearrangements of the unpaired electrons in O2 produce singlet oxygen. Singlet

oxygen (1O2) is in a quantum state where all electrons are spin paired [60, 95]. It is kinetically

unstable at ambient temperature, but the rate of decay is slow. Singlet oxygen is the lowest excited

state of the diatomic oxygen molecule [60]. Its physical properties only differ slightly from triplet

ground state oxygen. However, its chemical reactivity is much higher toward organic compounds.

The terms ‘singlet oxygen’ (1Δ𝑔) and ‘triplet oxygen’ (3Σ𝑔) come from the number of possible

arrangements of electron spins [60]. Singlet oxygen is very reactive and is significant in lipid

peroxidation [92, 93]. Singlet oxygen in the gas phase is relatively long lived (54-86 milliseconds)

and very reactive [60, 92, 93]. It is important in biological systems, specifically lipid peroxidation

[92, 93].
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3.4 Experimental and Theoretical Methods 1

3.4.1 Plasma System

A dielectric barrier discharge plasma system was used for sterilization, AC, and biochar

activation. A quartz tube was used as a vacuum chamber and was connected to a mechanical pump,

pressure gauge, and a gas flow controller. A pair of electrodes was used to generate plasmas. One

of the electrodes was connected to a radio frequency power generator through a matching network.

The operation frequency was 13.56 MHz. The other electrode was grounded. If a magnetic field

was used it was created by a permanent magnet assembly. The magnetic field in the plasma region

was generated in a direction perpendicular to the electrical field. For the sterilization experiments,

the sample was set at a downstream position right beyond the electrode (plasma) region, noted as

the afterglow region.

The plasma setup used is shown in Figure 3.3. Before igniting a plasma, the quartz tube

was evacuated with the vacuum pump to < 1×10−2 Torr and purged with the process gas 5 times

to prevent cross contamination. The tube was subsequently filled with the process gas, e.g., a

10% O2–90%Ar mixture. The gas flow was adjusted by a mass flow controller to achieve a test

pressure. Then the radio frequency power was turned on and the matching network was adjusted

to reach a zero-watt reflection power. The radio frequency power was then set maintained at 70 W

for sterilization.

1Taken from [96] M. A. Mackinder, et al., “Magnetic field enhanced cold plasma sterilization,” Clin. Plasma Med.,
(2020). Copyright © 2021 Elsevier
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Figure 3.3 Schematic diagram of the plasma reactor setup. a) Profile view. b) Side.

3.4.2 Effects of Magnetic Field

High electron mobility makes plasmas generally very good conductors and thermal con-

ductors [41]. Their high electrical conductivity does not allow them to support electrostatic fields

except, somewhat, in a direction normal to a magnetic field, which inhibits the flow of charged

particles in this direction [41]. Magnetized plasmas are anisotropic, meaning that their properties

in the perpendicular to the magnetic field are different from those parallel to it. When a magnetic

field is applied perpendicular to the electric field, this traps the electrons within the field, thus

allowing the plasma density to be increased [14]. Particles in plasma diffuse from high density to

lower density regions [41]. Electrons have a lower mass and tend to diffuse faster than ions [41].

The resulting charge separation generates a polarization electric field [41]. This field increases the

diffusion of ions, while decreasing that of electrons, subsequently causing the ions and electrons to

diffuse at approximately the same rate. This type of diffusion is known as ambipolar diffusion [41].

An externally applied magnetic field reduces the diffusion of charged particles across the field lines.

Thus, strong magnetic field are effective in plasma confinement [41, 97]. In classical diffusion,

the charged particles diffuse across magnetic field lines with a diffusion coefficient that is propor-
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tional to 1/𝐵2, where B denotes the magnetic field strength [41, 97]. It has been observed, many

experimental plasma devices display non-classical diffusion, which is called Bohm diffusion. The

so-called Bohm diffusion defines the diffusion coefficient as proportional to 1/𝐵 [41, 97]. Currently,

there is no general consensus on which theory to use to describe electron cross-field diffusion [97].

The electromagnetic force F on a particle of charge q moving with a velocity 𝜈 in an electric

field E and a magnetic field B is described by the equation:

F =
𝑑 (𝑚𝝂)
𝑑𝑡

= 𝑞E + 𝑞𝝂 × B (3.5)

Both E and 𝜈 can be split into components parallel and perpendicular to B.

𝜈 = 𝜈∥ + 𝜈⊥ (3.6)

𝐸 = 𝐸∥ + 𝐸⊥ (3.7)

Under the influence of a magnetic field the particle will gyrate in the plane perpendicular

to B [10, 41, 45]. This is because the velocity parallel to the magnetic field, 𝜈∥ , is unaffected, and

therefore, the magnetic field does no work on the particle [10, 41, 45]. Conversely, the velocity

perpendicular to the magnetic field, 𝜈⊥, is continually modified. In a uniform field, the motion of

the particle in the plane normal to B is a cycloid with the constant velocity 𝜈𝐸 which is called the

plasma drift velocity [10, 41, 45]:

𝝂𝑬 =
E × B

B2 (3.8)

The particle experiences a uniform acceleration along B. The electric force 𝑞𝐸⊥ , acting
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concurrently with the magnetic force, accelerates the particle causing it to increase or decrease

velocity [10, 41, 45]. The change in velocity is dependent on the particle motion with respect to

𝐸⊥ and the charge sign. This results in the charged particle gyrating around the magnetic field line

with a guiding center moving with constant velocity along it [10, 41, 45]. All the charged particles

drift in the same direction with the same velocity [10, 41, 45].

This, in turn, results in increased power efficiency due to an increase in collisions without

needing to increase either power or pressure [14, 96]. Previous studies have shown that the reactive

species and ions created in plasmas play an important role in applications such as sterilization [74].

Because of this, we hypothesize that the use of a magnetic field will (significantly) improve the

sterilization capabilities of the plasma.

3.4.3 Plasma Sterilization Procedure

A dielectric barrier discharge plasma system was used for sterilization experiments (see

Chapter 2). A quartz tube was used as a vacuum chamber and was connected to a mechanical

pump, pressure gauge, and a gas flow controller. A pair of electrodes was used to generate

plasmas. One of the electrodes was connected to a radio frequency power generator through a

matching network. The operation frequency was 13.56 MHz. The other electrode was grounded.

A magnetic field was created by a permanent magnet assembly (Figure 3.3). The magnetic field

in the plasma region was generated in a direction perpendicular to the electrical field or in parallel

to the electrode surface. A glass slide inoculated with the bacterial sample was placed on a

boat and set at a downstream position right beyond the electrode (plasma) region, noted as the

afterglow region. The magnetic field effectively confines energetic electrons from reaching the

sample. Hence, using the afterglow region for sterilization is expected to further lower the process
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temperature as compared to using the direct plasma region.

Before igniting a plasma, the quartz tube was evacuated with the vacuum pump to < 1×10−2

Torr and purged with the process gas 5 times to prevent cross contamination. The tube was

subsequently filled with the process gas, e.g. a 10% O2–90% Ar mixture. The gas flow was

adjusted by a mass flow controller to achieve a test pressure. Then the radio frequency power was

turned on and the matching network was adjusted to reach a zero-watt reflection power. The radio

frequency power was maintained at 70 W through all experiments.

The temperature studies were performed for the direct and afterglow areas, and with and

without a magnetic field. Temperature was measured using an infrared thermometer (Fluke 572-2

High Temperature Infrared Thermometer, Fluke Corporation, USA).

3.4.4 Preparation of Bacteria

The bacteria used for this study was Escherichia coli and was procured from a ThermoFis-

cher Culti-loop. The bacterial sample was prepared following the given procedure for the indirect

(broth) method. The broth used was a Luria-Bertani (LB) broth prepared in an autoclave. The

cultures were grown and kept at 37 °C. After 24 hours a serial dilution and dilution plating on LB

and agar media petri dishes were performed to calculate the number of bacteria present in each

sample. The colonies were counted using Fĳi ImageJ software and the Watershed segmentation

function was performed to calculate the number of bacteria present in each sample. Then 50 𝜇L of

the bacterial cell suspension was deposited on sterile glass slides as a droplet using a pipette and

a new sterile tip, then left to spread out and dry for no more than 10 min. After they were dry the

inoculated glass slides were then placed on a boat inside the plasma tube for treatment.

Each bacterial slide was exposed to plasma treatment times of 10 sec, 30 sec, 1 min, 1.5
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min, and 2.5 min. These treatments varied by pressure, location, and whether a magnetic field was

present or not. All the plasma treatments for each round of testing were performed on the same

day in order to make sure that the bacterial suspension was the same across each treatment. The

experiments were repeated at least three times. For each round of tests, one sample was not exposed

to the plasma and was kept as a control.

After the treatment was completed the boat with the inoculated glass slide was extracted.

Each slide was swabbed with a new sterile swab. The swab was then mixed into a sterile vial with

10 mL sterilized phosphate-buffered saline (PBS). The swab was then discarded. The inoculated

vial with PBS was then mixed and a 50 𝜇L sample was taken using a pipette and new sterile tip.

The 50 𝜇L sample was placed on an agar media petri dish and a spread plate was made. The plates

and vials were labeled accordingly and left to incubate for ∼24 hours.

3.4.5 Optical Emission Spectroscopy

Optical emission spectroscopy (OES) studies were performed for the different pressures,

and with and without a magnetic field to determine the primary plasma species and relative

concentrations. OES was performed using an optical spectrometer (USB4000, Ocean Optics, Inc.

USA).

3.4.6 Modeling of Magnetically Enhanced Plasma Discharges

A volume-averaged global model is developed to evaluate the magnetically enhanced di-

electric barrier discharges, which can provide a description of plasmas with complex chemistry

without the intensive computation required for spatially resolved models. The aim of using a global

model here is to identify the main species generated in the plasma and quickly predict spatially
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averaged plasma parameters such as densities of each species that would otherwise be difficult to

simulate and diagnose. Since the qualitative change of the plasma parameters with the process

parameters is the primary goal of this model research, the specific values of the plasma parameters

are less important, this makes the global model the best choice here. The structure of the system is

illustrated in Figure 3.3. The plasma generated in the quartz tube diffuses and loses isotropically

to the inner walls of the tube. However, by applying a strong magnetic field in the y direction to

the discharge system, the charged species and power losses perpendicular to the magnetic field are

significantly suppressed. Due to the reduced effective loss area of mass and energy, the electron

density as well as the number densities of reactive species are expected to be increased. In that

case, the influence of magnetic field should be considered in the model, as described as follows.

First, consider the case of no magnetic field. The mass balance equation for heavy species

is:

𝜕𝑛𝑘

𝜕𝑡
= 𝑅𝑘 +

1
𝑉

∑︁
𝑠

𝐴𝑠Γ𝑘,𝑠 (3.9)

where 𝑛𝑘 is the number density of species k, t the time, 𝑅𝑘 =
∑
𝑘 𝑘𝑖𝑧,𝑘𝑛𝑘𝑛𝑒 the reaction rate, 𝑘𝑖𝑧,𝑘

the ionization rate coefficient of electron collisions with species k, 𝑛𝑒 the electron density, 𝑉 = 7.8

cm3 the reactor volume, 𝐴𝑠 = 12.5 cm2 the surface area. The flux of ion species k at a surface s is

Γ𝑘,𝑠 =
𝛾𝑘

1 − 𝛾𝑘/2
1
4𝑛𝑘

√︃
8𝑘𝐵𝑇𝑘
𝜋𝑚𝑘

, where k𝐵 is the Boltzmann constant,
√︃

8𝑘𝐵𝑇𝑘
𝜋𝑚𝑘

the averaged thermal velocity,

𝛾𝑘 = 1 the sticking coefficient, 𝑇𝑘 = 400 K the temperature and m𝑘 the mass of heavy species k .

Assuming the plasma is quasi-neutral, the electron density is:

𝑛𝑒 =
∑︁
𝑘

𝑧𝑘𝑛𝑘 (3.10)
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where 𝑧𝑘 is the charge number of species k. The energy balance equation is

𝑒
𝜕𝑛𝜖

𝜕𝑡
=
𝑃𝑎𝑏𝑠

𝑉
+ 𝑅𝜖 +

1
𝑉

∑︁
𝑠

∑︁
𝑝𝑖

𝑒𝐴𝑠Γ𝑘,𝑠 (𝜖𝑒 + 𝜖𝑖) (3.11)

where e is the elementary charge, 𝑛𝜖 the electron energy density, 𝑃𝑎𝑏𝑠 = 70 W the absorbed power,

𝑅𝜖 = 𝑒
∑
𝐾 𝑘𝑘𝑛𝑘𝑛𝑒Δ𝜖𝑘 the electron energy variation due to polarization scattering and inelastic

collisions, 𝑘𝑘 and Δ𝜖𝑘 are the rate coefficient and the energy variation between electron and species

k, 𝜖𝑒 = 2𝑇𝑒 and 𝜖𝑖 = 1
2𝑇𝑒 +𝑉𝑠 are the mean kinetic energy lost per particle lost for electrons and ions,

respectively [42]. 𝑇𝑒 is the electron temperature and 𝑉𝑠 is the potential drop across the sheath. The

last term on the right-hand side of the above equation is summed over all surfaces and all positive

ions.

Without an external magnetic field, the generated plasma contacts with the inner surface of

the dielectric tube in the x and y directions and flows outward freely in the z direction. Assuming the

center-to-edge density ratio of ions is ℎ𝑠, the flux of ion species j can be expressed as Γ 𝑗 = ℎ𝑠𝑛 𝑗𝑢𝐵, 𝑗 ,

where 𝑢𝐵, 𝑗 is the Bohm velocity of ion species j. From an intermediate pressure of 50 mTorr to a

high pressure of 1 Torr, the center-to-edge ratio can be expressed as:

ℎ𝑙 ≈
0.86[

3 + 𝑙/2𝜆𝑖 + (0.86𝑙𝑢𝐵/𝜋𝐷𝑎)2
]1/2 (3.12)

at the axial sheath edge and

ℎ𝑅 ≈ 0.8[
4 + 𝑅/𝜆𝑖 + (0.8𝑅𝑢𝐵/𝜒01𝐽1(𝜒01)𝐷𝑎)2

]1/2 (3.13)

at the radial sheath edge, respectively [42]. l = 5 cm and R = 1.25 cm are the length and radius of the
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cylindrical reactor, 𝜆𝑖 = 1
𝑛𝑔𝜎

is the mean free path of ions, 𝑛𝑔 the number density of background gas

and 𝜎 the cross section of ion-neutral collisions, 𝐷𝑎 ≈ 𝜇𝑖𝑇𝑒 is the ambipolar diffusion coefficient,

𝜇𝑖 = 𝑧𝑖𝑒/𝑚𝑖𝜈𝑚 is the ion mobility,𝑚𝑖 is the ion mass and 𝜈𝑚 is the momentum transfer frequency, 𝐽1

is the first-order Bessel function and 𝜒01 is the first zero of the 𝐽1 Bessel function. In the x direction,

there are high-voltage sheaths on the dielectric surface, which we assume is about 𝑉𝑠 ≈ 1000 V.

The neutral species 𝛼 diffuses to the walls isotropically with a flux of Γ𝛼 = 1/4𝑛𝛼𝑢𝑇,𝛼, where 𝑢𝑇,𝛼

is the thermal velocity of 𝛼.

With a strong magnetic field B (e.g. 0.15 Tesla) parallel to the y direction, the charged

species and power losses perpendicular to the magnetic field are significantly reduced. The

diffusion coefficient of the plasma perpendicular to the magnetic field can be written as 𝐷⊥𝑎 ≈

𝜇𝑖𝑇𝑒/(1 + (𝜔𝑐𝜏𝑒)2), where 𝜔𝑐 = 𝑒𝐵/𝑚𝑒 is the electron cyclotron frequency, 𝑚𝑒 is the electron

mass, 𝜏𝑒 = 𝜆𝑒/𝜐𝑒,𝑡ℎ the mean time between interactions, 𝜆𝑒 is the electron mean free path, 𝜐𝑒,𝑡ℎ =√︁
8𝑒𝑇𝑒/𝜋𝑚𝑒 is the electron thermal velocity. The neutral species losses are not affected by the

magnetic field.

The above model is established by the built-in plasma module of the commercial software

COMSOL [98]. There are 12 primary species and 21 major reactions considered in the model. The

12 primary species considered are divided into neutral, positive, and negative species. The neutral

species consist of Ar, Arm, O, O2, O3, and O2(a). The positive and negative species considered are

Ar+, O+, O +
2 , O–, O –

2 , and e. The reactions included in the model are summarized in Table 3.1.

Most of the heavy particle reactions are adopted from the reduced chemistry set provided by Gaens

and Bogaerts [99]. In this reduction, only the reactions that contribute for more than 10% to the

formation or destruction of a species were selected to reduce the number of reactions. The electron-

impact reactions are characterized by the corresponding cross section data. For plasmas with a
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relatively high pressure used in this model, the electron energy distribution function (EEDF) is

assumed as Maxwellian. The processes considered are as follows: (1) elastic collisions, (2,6, & 8)

ionization, (3 & 7) excitation, (4) deexcitation, (5) multistep/stepwise ionization, (9) dissociation,

(10) dissociative attachment, (11, 15 & 18) charge exchange, (12) associative detachment, and (13,

14, 16, 17, 19, & 20) recombination.
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Table 3.1 Principal rate coefficients used in this model [96].

Reaction Reaction coefficient (m3/s) Threshold
(eV)

Reference

1 e + Ar → e + Ar
2.336 × 10−14𝑇1.609

𝑒 ×
exp(0.0618(ln𝑇𝑒)2 − 0.1171

(
(ln𝑇𝑒)3) [42]

2 e + Ar → 2e + Ar+ 2.34 × 10−14𝑇0.59
𝑒 exp(−17.44/𝑇𝑒) 15.76 [100]

3 e + Ar → e + Arm 2.5 × 10−15𝑇0.74
𝑒 exp(−11.56/𝑇𝑒) 11.56 [101]

4 e + 𝐴𝑟𝑚 → e + Ar 4.3 × 10−16𝑇0.74
𝑒 -11.56 [102]

5 e + Arm → 2e + Ar+ 6.8 × 10−15𝑇0.67
𝑒 exp(−4.2/𝑇𝑒) 4.2 [103]

6 e + O → 2e + O+ cross section 13.61 [104]

7 e + O2 → e + O2(a) cross section 0.977 [105, 106]

8 e + O2 → 2e + O +
2 cross section 12.06 [105]

9 e + O2 → e + 2O cross section 13.5 [107]

10 e + O2 → O– + O cross section 4.3 [108]

11 e + O2(a) → e + 2O cross section 12.523 [99]

12 O + O– → e + O2 1.5 × 10−16 [99]

13 O + 2O2 → O3 + O2 6.4 × 10−47exp(663/𝑇𝑔) [99]

14 O + O2 + O3 → 2O3 1.3 × 10−46exp(663/𝑇𝑔) [99]

15 O + O –
2 → O– + O2 1.5 × 10−16(𝑇𝑔/300)0.5 [99]

16 O + O –
2 → e + O3 1.5 × 10−16 [99]

17 O + O3 → 2O2 8 × 10−18exp(−2060/𝑇𝑔) [99]

18 O– + O2 → O + O –
2 1 × 10−16 [99]

19 O–+O +
2 +M → O+O2+M 2 × 10−37(𝑇𝑔/300)−2.5 [99]

20 O2(a) + O3 → 2O2 + O 1 × 10−20 [99]
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3.5 Results and Discussion 1

3.5.1 Enhancement of Plasma Density by a Magnetic Field

Using the plasma model described above, the magnetic enhancement of the dielectric barrier

discharges is verified and proven effective. The number densities of plasma species under different

conditions are illustrated in Figure 3.4. With an absorbed power of 70 W and 90%-Ar + 10%-

O2 feeding gas, the external magnetic field leads to significantly increased number densities of all

charged particles except O –
2 . However, with the magnetic field, the densities of the charged particles

decrease as the pressure increases. This is because the magnetic confinement is weakened under

the enhanced electron-neutral collisions. The number densities of neutral species tend to increase

by applying an external magnetic field and by increasing the pressure.

Figure 3.4 The number densities of plasma species under 100 mTorr without a magnetic field B,
and under pressures from 50 mTorr to 1 Torr with an external magnetic field of 0.15 T.
The absorbed power is 70 W in all cases.
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3.5.2 Optical Emission Spectroscopy Study

Optical emission spectroscopy (OES) was used to confirm that the addition of the magnetic

field increases plasma density and efficiency. A comparison of optical emission spectra in Figure 3.5

shows the results of applying a magnetic field in regard to plasma intensity. The spectra clearly

show that the addition of a magnetic field greatly increases the intensity (4-7 times) in the direct

plasma region and by 2 times in the immediate afterglow region. compared to that of the plasma

without a magnet. These findings are in good agreement with the modeled densities of the excited

oxygen species (e.g., O2(a)), which dominate the optical emissions. In a low density plasma, the

neutral molecules surpass the Coulomb interactions of the charged molecules [10]. The charged

particles then have a higher probability of colliding with the neutral particles than with other

charged particles, which impedes plasma effects [10]. By applying a magnetic field perpendicular

to the E-field, the electrons were trapped and the plasma density increased without the need to

increase power and/or pressure. It is worth noting that the global plasma model only predicts the

major species in the bulk plasmas rather than the species distributions in the reactor. The modeling

results provide information on what species could play essential roles in the sterilization. The

actual concentrations of the interested plasma species at the sample locations are determined from

the optical emission measurements.
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Figure 3.5 Top: Intensity of the direct area with and without magnet at 100 mTorr. Bottom:
Intensity of the afterglow area with and without a magnet at 100 mTorr.
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3.5.3 Temperature Study

Because increased plasma density leads to higher heating loads due to increased bombard-

ment of charged particles onto the surface from the plasma, the bacterial samples were placed in

the afterglow to minimize the effects of heat (see Figure 3.6 and Figure 3.7).

Figure 3.6 Schematic representation of the experimental setup and placement of samples within
the direct and afterglow regions.

Figure 3.7 Experimental setup with the direct area and afterglow area labeled.
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The known temperature threshold for E.coli death is 60 °C [100]. Keeping the temperature

below this threshold ensures that heat is not the mechanism of sterilization and that there is little

chance of polymer-based medical devices being heat damaged [101]. A temperature study was

also conducted and repeated three times. The results are shown in Figure 3.8. The maximum

uncertainty between the three recorded trials was ± 4 °C. This variation in temperature was mainly

due to the measurement by the infrared thermometer and the pointing location in the sample

surface. The graph clearly shows that the temperature within the direct plasma region is higher

and increases faster than the afterglow region. After 5 minutes of treatment at 70 W and ∼ 100

mTorr with a magnetic field, the direct region temperature exceeds the 60 °C threshold while the

afterglow region stays below 40 °C. As will be shown in the next section, the plasma sterilization

time needed to reach the sterilization assurance level (SAL) for the afterglow region is around 1

minute, implying that temperature would be well below the threshold for E.coli death. Although

a less dramatic temperature disparity is seen between the treatments without a magnetic field,

choosing the afterglow region is still more favorable in terms of localized heating by energetic

charged particles to the sample. Comparing the OES and temperatures of the afterglow region

between the treatments with and without a magnetic field highlight that the use of a magnetic

field helps to further decrease the temperature of the treatment without compromising the plasma

density. Hence, the magnetically enhanced plasma sterilization is expected to be more efficient.
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Figure 3.8 Temperature comparison between direct and afterglow areas with and without a mag-
netic field.

3.5.4 Effects of a Magnetic Field on Sterilization

Plasma sterilization experiments are first performed without the magnetic field for different

time. The plasma discharges are generated at 70 W RF power and ∼100 mTorr. Figure 3.9 shows

that there are no visible colonies at 1.5 minutes without a magnetic field. A D-value (decimal

reduction time) of 0.113 min is deduced from the survival curve of the treatment. The D-value

is the time required to kill 90% of a microorganism population. In order to determine a D-value,

a “survivor curve” must be constructed. The survivor curve is created when a population of

microorganisms of known number is treated. Samples are taken at different times and the number

of surviving microorganisms is determined after incubation [102]. The “survivor curve” is then
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constructed by plotting the log number of survivors vs. treatment time [102]. Fitting a line to the

data allows for the D-value to be calculated from the time required for one logarithm reduction

in survivor population or by taking the negative reciprocal of the slope [103]. The D-value is a

logarithmic rate of killing and the SAL concept is based on the assumption that exponential first-

order kinetics occurs for bacterial inactivation by physical or chemical processes, with a resulting

linear inactivation graph on a semi-logarithmic plot [102]. To get SAL compatible sterilization the

data needs to be extrapolated based on the results [102]. Using this D-value the estimated time

needed to reach the SAL is 1.57 minutes, as illustrated in Figure 3.10.

Figure 3.9 Growth after sample treatment without magnet. Top from left to right: control, 10 s,
and 30 s. Bottom from left to right: 1 min, 1.5 min, and 2.5 min.
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Figure 3.10 A comparison between the survival curves of the 100 mTorr treatment with and without
a magnetic field (n=3).

Similar experiments are then performed using the same process parameters with an external

magnetic field. As discussed before, the external magnetic field efficiently confines high-energy

electrons and promote plasma densities and low-temperature treatments in the afterglow region.

As shown in Figure 3.11, the addition of a magnetic field results in no visible colonies forming at 1

minute of treatment. Plotting and analyzing the survival curve of these results (Figure 3.10) gives

a D-value of 0.069 minutes. The calculated time needed to reach the SAL is then 0.965 minutes.

Comparing this to the time needed without the magnetic field, the magnetically enhanced plasma

decreases treatment time by 61%.
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Figure 3.11 Growth after sample treatment with magnet. Top from left to right: control, 10 s, and
30 s. Bottom from left to right: 1 min, 1.5 min, and 2.5 min.

3.5.5 Effects of Pressure on Sterilization

As mentioned in the introduction and illustrated in Figure 3.12, the gas pressure has

significant effects on the densities of the plasma species. Since the magnetic field promote the

sterilization efficiency, the studies on the effects of gas pressure are performed with a magnetic field

and the samples are placed in the afterglow region. From the previous experiments, the pressure of

∼100 mTorr results in a D-value of 0.069 minutes and a SAL of 0.965 minutes. Subsequently, gas

pressures below and above 100 mTorr are studied for comparison. The results are summarized in

Table 3.2. The results indicate that there is an optimal gas pressure ∼100 mTorr, which gives the

most efficient sterilization. Increasing the gas pressure leads to a rapid increase in the D-value and

sterilization time. This is due to the increased frequency of electron-neutral collisions that limit the
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transfer of sufficient kinetic energy to ionize and excite the gas species. At a lower pressure (e.g.

50 mTorr), the electron-neutral collision probability decreases and subsequently the ionization and

excitation are reduced.

Figure 3.12 The effect of pressure on the calculated D-values for treatments with and without a
magnetic field (n=3).

Table 3.2 D-value and SAL time at different gas pressures (n=3).

Magnetic field Yes Yes Yes Yes No

Gas pressure (mTorr) 50 100 200 1000 100

D-value (min) 0.133±0.01 0.069±0.02 0.078±0.02 0.294±0.04 0.113±0.02

SAL time (min) 1.713±0.30 0.965±0.08 1.06±0.08 4.00±0.50 1.57±0.30

3.6 Discussion of Sterilization Mechanisms 1

It has been known that reactive oxygen radicals damage the cells by either etching the

outer membrane or diffusing through to cause damage to the inner membrane, proteins, and DNA

by oxidation [6]. When micro-organisms undergo plasma treatment they are assaulted by the
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oxygen radicals causing damage that the cell cannot repair [77]. This etching process happens due

to the oxygen species being adsorbed onto the surface of the bacteria to react and form volatile

compounds. Oxygen plasma has been previously shown to be effective for etching and oxidation

[76]. The capability of the atomic oxygen species to oxidize is essential to their ability to sterilize

[77].

To further understand the sterilization mechanisms, OES studies are performed for the

magnetized O2/Ar plasmas. Figure 3.13 depicts the optical emission spectra for the afterglow area

at four pressures: 50 mTorr, 100 mTorr, 200 mTorr, and 1 Torr. The major emission lines include

1) atomic oxygen transition lines at 777 nm and 844 nm, 2) O*
2 transition lines within the range of

480-580 nm, 3) Ar lines at 750 nm and 811 nm, and 4) OH lines at 287 and 308 nm. Except OH

radicals, all the other species are predicted by the modeling to be dominant in the plasma.

The atomic oxygen transition lines at 777 nm and 844 nm have the greatest intensity at 100

mTorr [76]. The atomic oxygen line at 777 nm for 100 mTorr is ∼4.5x greater than 50 mTorr, and

∼2x greater than 200 mTorr and 1 Torr. The 100 mTorr atomic oxygen line at 844 nm is ∼3.5x

greater than 50 mTorr, and ∼2.5x greater than 200 mTorr and 1 Torr. In the afterglow the optical

emission intensities of the O*
2 species within the range of 480-580 nm are relatively constant at

different pressures. As a result of the combined effect of the oxygen radicals, the sterilization is the

most efficient at ∼100 mTorr pressure. These findings are in good agreement with a previous study

[79]. This mechanism is further reinforced by a study conducted by Liu et al. who find that, in the

afterglow zone of an oxygen plasma, oxygen radicals are in high concentration and responsible for

sterilization [104].
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Figure 3.13 Optical emission spectrum of the afterglow at different pressures.

Yang et al. have studied the sterilization mechanisms of argon plasmas. They find that

after treatment cells are eroded and their proteins and nucleic acid leak out [78]. The etching and

rupturing of the cell membranes are due to argon ion bombardments [78]. These findings, along

with the OES results showing that the argon emission peak at 750 nm has the greatest intensity

at 100 mTorr, suggest that Ar ion etching also plays a significant role in plasma sterilization.

Samples placed in the direct area run the risk of surface damage due to the impact of positive ions

through a sheath of relatively high potential [79]. Hence, the afterglow area is a suitable choice for

sterilization sample placement.

The UV emission lines at 287 and 308 nm are caused by the transitions of the OH band

[105]. There are two possible reasons to form the OH species: 1) the reactions between the oxygen
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species and the bacteria [106], and 2) the presence of residual H2O [107]. Since the OH peaks are

more intensive at 100 mTorr than at the other pressures in the afterglow, UV radiation highly likely

plays a role in sterilization or is an indication of oxygen plasma etching of the bacteria.

3.7 Summary and Conclusions 1

Plasmas, especially highly reactive plasmas like those of oxygen and argon mixture, have

been shown to have the ability to sterilize surfaces. Their ability to kill microorganisms like E.

coli depends strongly on the plasma characteristics and gas pressure. A magnetized plasma has

the ability to greatly shorten sterilization time due to increased concentrations of reactive species.

The direct discharge region of plasma has a greater density which leads to increased amounts of

heating and intense etching, increasing the potential for damage to occur to fragile or heat-sensitive

equipment. Therefore, the afterglow region with its lower temperature is a preferred location for

the samples. It was found that atomic and molecular oxygen (ions and excited species) and argon

ions were the plasma species that seemed to contribute most to the sterilization. The UV radiation

of the plasma may also play a role in killing the bacteria and needs further evaluation to quantify

its effects in sterilization.
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CHAPTER 4

METHYLENE BLUE ADSORPTION BY PLASMA RE-ACTIVATED CARBON

4.1 Toxic Chemicals: Methylene Blue

Over 7×108 kg of dyestuff are produced annually in the textile industry alone [109–111].

The washing of dyed or printed textiles and fabrics generates 280,000 tons of dye laden effluent.

This wastewater contains high levels of non-biodegradable organic compounds, especially dyes,

and hazardous species which impact the aquatic flora, fauna, and human health [109–114].

These dyes are highly soluble in water, making them difficult to remove by conventional

means [109, 114]. Due to their complex chemical structure, dyes are resistant to fading on exposure

to light, water and many chemicals [109–111, 114]. It has been found that dyes in the water

can have acute and/or chronic effects on exposed organisms depending on the exposure time and

concentration [109]. The can act as toxic, mutagenic, and carcinogenic agents, persisting across

entire food chains providing biomagnification [114]. Because dyes are highly visible, even minor

concentrations an effect the color of surface waters, and their ability to absorb/reflect sunlight

entering the water upsets bacterial growth and biological activity [109, 114]. There are many

structural varieties, such as, acidic, basic, disperse, azo, diazo, anthraquinone based and meta

complex dyes. These differences and complicated molecular structures make them difficult to treat

and interfere with municipal waste treatment operations [109, 114]. Decolouration of textile dye

effluent does not occur when treated aerobically my municipal sewage systems. Dyes in wastewater

also undergo chemical and biological changes, consume dissolved oxygen from the water, and tend

to sequester metal ions producing microtoxicity to fish and other organism, all of which harm
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aquatic life [109, 114].

Basic dyes are historically important because they include the first synthetic textile dyes

[109]. Basic or cationic dyes have cationic properties deriving from positively charged sulfur and

nitrogen atoms [109]. The charge is generally delocalized throughout the chromophoric system,

although it is probably more localized on the nitrogen atoms. They have components that dissociate

into positively charged ions in an aqueous solution. Basic dyes are so named because the cations

can interact with materials that have a net negative charge, forming salts which can be firmly

attached [109]. In general, basic dyes are beautiful, shiny, crystalline compounds with outstanding

brilliance. Their tinctorial value is exceptionally high with < 1 ppm of dye producing obvious

coloration [109].

An important basic dye is methylene blue (MB) (Figure 4.1). Methylene blue is a dark

green powder or crystalline solid. It dissociates in aqueous solution into a methlyene blue cation

and a chloride ion [109]. Methylene blue is a cationic dye commonly found in industrial wastewater

given its widespread use in material manufacturing, biological and medical applications, and the

production of ink [15, 19–22, 29, 115–117]. While MB is not life-threatening in low doses, long-

term MB exposure can cause vomiting, anemia, hypertension, cyanosis, and jaundice [20–22].

The MB cation is adsorbed preferentially by several adsorbents [109]. Because of this, and its

widespread use, MB was selected as an adsorbate in this research.
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Figure 4.1 Basic chemical structure of the cationic dye methylene blue.

4.2 Wastewater Treatment

Industrial wastewater holds significant concentrations of toxic chemicals, posing a severe

threat to both the environment and public health [15–17, 109, 114]. Furthermore, many of these

pollutants are resistant to biodegradation and are thus require treatment to allow degradation

(to occur). Two examples that will be discussed in this work are methylene blue (MB) and

perfluorooctanoic acid (PFOA). Both chemicals are widely used, cause health problems, and are

found in wastewater. Therefore, MB and PFOA need to be properly treated and removed from

wastewater before returning the water to the environment.

Conventional methods for treating wastewater include chemical oxidation, membrane treat-

ment, photo-degradation, chlorination, boiling, and adsorption [15, 16, 18, 118, 119]. A major

limitation to these technologies is that they can only target specific chemicals, and thus cannot

be used for the removal of a wide range of pollutants. Ion-exchange resins, for example, remove

chemicals using van der Waals forces, but limited to treating ions that are oppositely charged

[15, 16, 18, 118]. Reverse osmosis and nanofiltration can overcome this limitation and can be used

to treat potable water on large scale, but are expensive due to the fouling and deterioration over

time and require specialized treatments for proper disposal, thus increasing waste [118]. Elec-
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trochemical oxidation is an alternative; however, these methods can generate toxic by-products

[15, 16, 18, 119]. Chlorination is effective for killing biological contaminants (i.e., bacteria,

viruses, microorganisms), but high doses may lead to carcinogenic by-products [120]. Boiling is

also effective at removing biological contaminants only [120]. However, as the water evaporates

chemical concentrations increase [120].

Activated carbon is probably the best-known adsorbent material. It is manufactured from

charcoal produced from carbonaceous materials such as coals, petroleum coke, wood, and bones

[121, 122]. There two different processes for the preparation of activated carbon are physical

and chemical activation. In physical activations the charcoal is converted to activated carbon by

activating it at high temperatures (800–1000 °C) in an oxidizing environment. The oxidizing gas

is usually steam, CO2, or air [122].

Recent investigations show adsorption by activated carbon (AC) can be utilized as an

alternative method for removal of a wide range of toxic chemicals. It is a cost-effective and

viable option for treating large volumes of waste water [23, 25, 117]. AC is both a versatile and

effective adsorbent given its high microporosity, large surface area, and surface functional groups

[16, 19, 25, 117]. The large adsorption capacity (for AC) is achieved by chemical activation.

Conventional methods of chemical activation of carbon include mixing reactive chemicals (e.g.

NaOH) with raw carbon materials application of temperatures of 500–900 °C. This process creates

micropores of < 2 nm size, generating surface areas over 1,000 m2/g [24].

Common granular activated carbon (GAC) materials are highly efficient adsorption dis-

solved contaminants due to being primarily composed of micropores (> 1 nm). The structure

of GAC is heterogeneous and porous. Variation in pore size affects the adsorption capacity for

molecules of different shapes and sizes. The IUPAC classifies porosity into three different groups of
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pore sizes: micro, meso, and macropores (Figure 4.2) [123]. Typical ranges are given in Table 4.1.

Figure 4.2 Schematic of different AC pore structures [124]. Copyright © 2021 Springer Nature.

Table 4.1 Classification of pore sizes.

Diameter (nm) Pore volume(cm3/g) Surface area (m2/g)

Micropores < 2 0.10 600–1900

Mesopores 2–50 0.02 20–70

Macropores > 50 0.20–0.80 0.5–2

However, the micropores are easily blocked by suspended solids [125]. In a complex water

environment micropores can become blocked by larger organic matter or biofilm, quickly losing

its advantage if contaminants cannot reach the internal pore structure. Huggins et al. 2016,

observed that carbon materials with higher microporosity increased adsorption capacity. The

macroporosity avoids clogging and the blocking of smaller micropores thereby can result in higher

overall adsorption capacities. The useful life span of GAC relies on the contaminant concentration,
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adsorption capacity, and flowrate. Thus, selecting carbon material with the highest adsorption

capacity for a targeted contaminant could aid in extending treatment capacity [125].

4.3 Adsorption Processes

Adsorption is defined as the adhesion of molecules to a solid surface, the adsorbent.

Generally, in the laboratory, the adsorption process is carried out in a batch setup. The data

gathered is then used to construct am adsorption kinetics curve describing the rate of retention or

release of the solute from the aqueous environment to the solid surface as a given adsorbent does,

temperature, or pH [126].

The primary parameter to consider when designing an adsorption system is adsorption

kinetics. Adsorption kinetics describe the time-dependent progression of adsorption until equilib-

rium is achieved [121, 127]. The adsorption kinetics are influenced by the surface complexity of the

absorbent and solute concentration [126]. At the solid-liquid interface, adsorption and adsorption

site accessibility can be divided into four steps [121, 127]. The first is bulk transport, where adsor-

bate is transported from the fluid phase to the liquid film surrounding the adsorbent surface. Next,

the adsorbate must diffuse across the surface liquid film surrounding the solid particles, which is

termed external diffusion [121, 127]. Intraparticle diffusion (internal) of the adsorbate from the

liquid film to the surface occurs either by pore diffusion or surface diffusion. Finally, the adsorbate

interacts with surface sites, wither by chemical or physical adsorption [121, 127]. In the case of

reversible adsorption, desorption of the adsorbate must also be considered.

Depending on the forces involved, adsorption processes may be classified as either physical

or chemical [109, 121, 126]. These distinctions depend upon the interactions between the adsorbent

matrix and the molecule being adsorbed. Physical adsorption “physisorption,” occurs without any
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chemical reaction and is brought about as the result of weak attractive forces, Van der Waals

(dipole-induced, dipole-dipole, and dispersion forces). It is commonly a reversible and rapid

sorption process. These dispersion forces are electrostatic in origin and often account for a major

part of the adsorbate-adsorbent potential [109]. Dispersion forces exist within all matter and are

always present regardless of the nature of other interactions. Properties of the adsorbed material and

of the surface of the adsorbent can affect the quality of physisorption. These include molecular size,

boiling point, molecular mass, and polarity for the adsorbed material and polarity, pore size and

spacing for the adsorbent surface [109]. If a chemical reaction occurs between the adsorbate and the

adsorbent, the phenomena is referred to as chemical adsorption or “chemisorption” [109, 121, 126].

This process involves a sharing of electrons between the surface of the adsorbent and the adsorbate

molecules. Chemisorption is restricted to a single layer of molecules on the surface, although

an additional layer of molecules may be physically adsorbed after [109]. It involves a sharing of

electrons between the adsorbate molecules and the surface of the adsorbent. It is restricted to just

one layer of molecules on the surface, although it may be followed by additional layers of physically

adsorbed molecules. Both processes can occur simultaneously or alternatively under favorable

conditions [109].

During adsorption, atoms and molecules of the fluid phase (adsorptive) and the solid

(adsorbent) interact [121]. The adsorbate surface may be regarded as a site with electronic and

sterical properties inherent of the adsorbate matrix structure. These sites induce energetically

heterogeneous energy levels based on the degree of interaction with the molecule being adsorbed

[121]. Moreover, most adsorbents are characterized not only by their exterior surface, but also by

their inner porous structure, which contributes to adsorption. Nonetheless, major differences in the

interaction forces and the kinetics of adsorption exist between the exterior and inner surfaces [121].
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4.4 Adsorption onto Carbon

The general adsorption process on a porous adsorbent like AC can be divided into three

stages [127–129]. The first stage is external diffusion, where the adsorbates move from the bulk

solution to the external surface of the adsorbent [127–129]. The second stage is intraparticle

diffusion. During this stage the adsorbates diffuse further into the adsorbent to the adsorption sites

[128, 129]. Finally, in the third stage, the adsorbates are adsorbed at the active sites on the adsorbent

[128, 129]. This last step is a fast step and is usually considered negligible [127–129].

On a carbonaceous surface, chemical sorption of inorganic molecules occurs due to ion

exchange with abundant surface functional groups, such as carboxylic, hydroxylic, of phenolic

groups [130–132]. These groups can enhance cation exchange capacity (CEC). The chemisorption

of cations relies on the release of protons and base cations (Na, K, Mg, or Ca) [130, 133]. Because

chemical sorption is stoichiometric, the pH of the medium affects ion sorption efficiency [126, 130,

133]. Physical adsorption of inorganics onto carbon materials relies on electrostatic forces between

positively charged ions in the water and the delocalized cloud of electrons associated with aromatic

groups on the surface. This creates cation-𝜋 interactions with the C C aromatic bonds [130, 134].

Differing from chemical sorption, physical adsorption of inorganics does not require stoichiometric

release of protons and cations. Precipitation of inorganic pollutants, specifically metal cations, with

insoluble salts occurs on the surface of high ash content carbonaceous materials [130, 135].

These physical and chemical characteristics of AC to adsorb MB from wastewater were

investigated by Wang et al. 2005. They found that pore size distribution and surface charge of

the adsorbent were the parameters that controlled the adsorption capacity [117]. Using mild acid

treatment to modify the surface chemistry of AC resulted in decreased adsorption capacity [117]. It
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was found that acid treatment reduced the hydroxide groups and produced acidic surface functional

groups [117]. The acidic surface was not conducive to the adsorption of MB and gave evidence in

support of surface chemistry being a primary component in adsorption capacity [117].

Chien et al. 2000, investigated the influence of mesopore volume and adsorbate size on

the adsorption capacity of AC. They found that the adsorption capacity of AC with similar surface

areas and micropore volumes increased directly with the increase in mesopore volume [25]. They

concluded that the increase in mesopore volume enabled the adsorbates to adsorb to previously

inaccessible adsorption sites [25]. An increase in mesopore volume reduced the length of diffusion

path of micropores which would impact the diffusion of large molecule [25]. These findings

reenforced the influence of pore structure on adsorption capacity.

The mechanisms of perchlorate adsorption on AC and ion exchange resin were investigated

by Yoon et al. 2009. Their results showed that adsorption/desorption reached equilibrium within

30 minutes [136]. Raman spectra suggested that perchlorate was associated with functional groups

on AC surface at neutral pH through interactions stronger than electrostatic forces [136]. Zeta

potential showed that perchlorate was adsorbed on a negatively charged AC surface [136].

Many as-derived activated carbons exhibit an adsorption capacity inferior to that estimated

from it surface area due to the inaccessibility of micropores and mesopores to the impurities. To

rectify this, a high-temperature activation stage in combination with the use of excess amount

of reactive chemicals is commonly used to increase mesopore volume allowing for access to the

micropores. Saha et al., 2001, characterized AC after oxidation with nitric acid and air. They

found that samples lost surface area and displayed signs of erosion after the oxidation process

[137]. The combination of washing the acid oxidized samples with NaOH and heat treatment

recovered some of the surface area by removing impurities blocking mesopores [137]. Overall,
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they found that after modification the AC lost micropores and increased its mesoporosity [137]. A

study by Chingombe et al., 2005, investigated the modification of commercial AC using multiple

methods. They found that the oxidation process produced some by-products that would clog

the micropores [26]. This led to a decrease in microporosity, which plays an important role in

adsorption [26]. Washing the oxidized carbons with NaOH led to an increase in surface area due to

the removal of humic substances which subsequently opened the mesopores [26]. The addition of

nitric acid greatly increased sorption capacity for sodium compared to the AC before treatment, as

well as gaining weakly acidic functional groups [26]. Overall, the study found that these different

modes of modification, while lengthy and requiring high temperatures, lead to different chemical

characteristics.

It has been shown that heat and chemical treatments of AC result in noticeable changes

in surface morphology [129]. After the amination reaction, AC surface appeared eroded. It was

theorized that this was due to nitric acid, which is a strong oxidizing agent, causing C C bonds to

split at the 𝛼-position of the benzylic carbon atoms [129]. Plasma also offers the ability to generate

specific chemical species and functional surface groups using appropriate plasma gases, which

allows the AC to be tailored for specific pollutants without high temperatures.

This study examined the adsorption capacity of plasma-treated AC, which was originally

activated through conventional chemical activation. Due to its reactivity and etching capabilities

oxygen plasma was studied. The treated AC samples were compared based on adsorption capacity.

The material morphology and chemical structure characterization was performed to understand the

differences in the adsorption capacity.

104



4.5 Experiment and Methods 1

4.5.1 Plasma System and Process

A commercial activated carbon (AC R003) received from Oxbow Activated Carbon was

used in this study. This chemically activated carbon was further treated through plasma generated

by a capacitively coupled dielectric barrier discharge. A quartz tube connected to a mechanical

pump was used as a vacuum chamber. A pair of copper electrodes were attached to the outside

of the tube to generate plasma. One of the electrodes was connected to a radio frequency (RF)

power generator (Kurt J. Lesker, Radio Frequency Power Supply R301) while the other electrode

was grounded. The operation frequency was set at 13.56 MHz. Before the plasma was generated,

the quartz tube was pumped down to < 1 x 10−2 Torr and purged with the process gas to prevent

cross-contamination.

4.5.2 Plasma Activation Process

For plasma activation of the carbon, ∼0.05 g of carbon powder was thinly spread across a

ceramic plate. The ceramic plate was placed inside the tube between the two copper electrodes.

The system was sealed and pumped down to low pressure. The tube was then filled with the process

gas. The plasma pressure was kept constant for each treatment at 2 Torr (measured by a vacuum

meter, Kurt J. Lesker). The RF power of the plasma was fixed at 75 W and adjusted to reach a

zero-watt reflection power through all experiments. This process was repeated 5x for each test in

order to reach a final mass of 0.250 g of treated AC. The plasma gas used was 10% O2 - 90% Ar

1Taken from [138] M.A. Mackinder, K. Wang, Q.H. Fan, Methylene Blue Adsorption by Plasma Re-Activated
Carbon, J. Water Resour. Prot. (2021). Copyright © 2021 CC BY 4.0
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mixture and treatment times were varied. The plasma treatment times for each gas were: 1 min, 2

min, 3 min, 4 min, 5 min, and 6 min. The setup of this process is shown in Figure 4.3.

Figure 4.3 Setup for plasma treatment of activated carbon.

4.5.3 Methylene Blue Adsorption Methods

Methylene blue (MB) has an intrinsic adsorption at 664 nm wavelength. Therefore, the

peak intensity at 664 nm of the UV-visible spectra of different methylene blue concentrations were

used to construct a calibration curve of absorbance versus methylene blue concentration (mg/L).

Next, batch adsorption tests were performed at room temperature. The experiments were used to

106



examine the effects of plasma treatment parameters on MB adsorption by AC. The experiments

were conducted on samples of AC treated with O2 plasma and different treatment times (1–20 min).

In each experiment, ∼5 mg of AC was placed in a 50 mL centrifuge tube. Then 20 mL

of 25 mg/L MB solution was added to the centrifuge tube. Then, the centrifuge tubes were spun

in the centrifuge at 6000 rpm for 20 minutes. The supernatant was then collected and measured

for the remaining MB concentration. The remaining concentration was found by measuring the

absorbance of the solution by UV-visible spectroscopy at a wavelength of 664 nm. The adsorption

capacities of MB on the AC samples, 𝑞𝑡 (mg/mg), were calculated using the following equation:

𝑞𝑡 =
𝑉 (𝐶0 − 𝐶𝑡)

𝑤
(4.1)

where 𝐶0 (mg/L) is the liquid-phase initial concentration of methylene blue, and 𝐶𝑡 (mg/L) is the

concentration of methylene blue at each time. The mass of dry AC is represented by w (g), and V

(L) is the volume of methylene blue solution.

4.6 Results and Discussion 1

4.6.1 UV-visible spectroscopy

To determine the amount of time needed for each adsorption experiment, the time it took for

the AC to become saturated was investigated. The contact time between MB and AC was evaluated

as a factor of adsorption efficiency. The UV-vis spectra for MB adsorption by AC from 5 to 30

minutes was collected. The results showed that the concentration of MB left in the solution reached

a minimum between 10 and 20 minutes (shown in Figure 4.4), suggesting that the AC became

saturated around this time. The concentration decreased ∼89% after incubating MB with AC for 20
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min and did not change from 20 to 30 minutes suggesting equilibrium was reached. These findings

suggested that a soak time of 20 minutes was adequate for all subsequent studies. The adsorption

capacity at equilibrium of the AC before plasma activation was 4.13 mg-g−1 ± 0.002 [139].

Figure 4.4 The percent of MB adsorbed by AC versus the amount of time that the AC was soaked
in solution.

Next, the effect of different O2 plasma treatment times was investigated. The adsorption

capacity was found similar for a plasma treatment time in the range of 2–6 minutes but dramatically

decreased for treatments longer than 10 minutes, as shown in Figure 4.5. This could be due to over

etching of the AC causing the internal structure to collapse. All further studies were limited to a

maximum plasma treatment of 6 minutes in order to avoid over etching.
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Figure 4.5 Average adsorption capacity of oxygen plasma treated samples with increasing treatment
time (n=3).

The effects on adsorption capacity with different plasma treatment times were investigated

and compared to non-plasma treated AC. The adsorption capacities of the plasma treated samples

significantly increased as shown in Figure 4.5. The non-plasma treated sample had an adsorption

capacity of 4.13(± 0.002)×10−3 mg-mg−1. As the O2 plasma treatment was applied to the AC, the

adsorption capacity of the samples increased up to 4 minutes. The adsorption capacity for the O2

plasma treated samples reached its maximum adsorption capacity of 0.467 mg-mg−1 ± 0.0002 at 4

minutes of plasma treatment. After 4 minutes of treatment, the adsorption capacity decreased. After

10 minutes of O2 plasma treatment, the adsorption capacity had decreased ∼88% to 0.057 mg-mg−1

± 0.0001, and after 20 minutes it had decreased ∼93% to 0.032 mg-mg−1 ± 0.0003. Overall, the

O2 plasma treated samples had adsorption capacities higher than the non-plasma treated sample.

Plasma treatment significantly improved the adsorption capacity when the treatment time was

shorter than 6 minutes. The best adsorption capacity for the O2 plasma treatment was found to be
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0.467 mg-mg−1 ± 0.0002 at 4 minutes of plasma treatment which was over a one hundred times

increase. The similarity in adsorption capacity for the plasma treated samples up to 6 minutes

suggests that the treatment time does not significantly influence the adsorption capacity. This may

be due to localized heating at the atomic level due to inelastic collisions of energy carriers such

as electrons. The significant increase showed that plasma treatment of AC increases adsorption

capacity.

A simple experiment was conducted to ensure that the increase in adsorption capacity was

not due to the removal of residual water from vacuum and localized heating. The adsorption

capacity of AC left in vacuum for 10 minutes and the adsorption capacity of AC left in a 110

°C oven for 10 minutes were compared to untreated AC (Figure 4.6). Figure 4.6 shows that the

influence of heat and vacuum on the adsorption capacity of MB by the AC is insignificant.

To better explain how all the plasma treatments led to similar adsorption capacities, the

original AC R003 from Oxbow was further examined. As shown in Figure 4.7, the combination

of treatment factors, rather than individual ones, caused the most dramatic changes. The AC was

heated to 300 °C for 30 minutes with and without being kept under vacuum. The treatments

included in Figure 4.7 show that an increased temperature in concurrence with treatment under

vacuum improved MB adsorption for the non-plasma treated samples. Then, the effect of treating

AC with O2 plasma at room temperature was compared with the non-plasma treated samples. The

graph clearly shows that the 4-minute O2 plasma treated sample had the highest adsorption capacity.

The overall results suggest that the plasma treatment provided significant localized heating at atomic

scale in addition to modifying the porous structure.
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Figure 4.6 MB adsorption of AC that was heated left in vacuum, or raw.
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Figure 4.7 MB adsorption of AC under various experimental conditions.

4.6.2 Fourier-Transform Infrared Spectroscopy

Research has shown that atomic oxygen and ozone are highly effective in introducing oxygen

groups to carbon surfaces [140]. We have previously shown that excited species like atomic oxygen

are present in the 10% O2-90% Ar plasma. The use of excited species within plasma is an effective

way to introduce surface functionality to a carbon surface like activated carbon. When the oxygen

species arrives on the carbon surface it may form a bond to the surface. This oxygen species may

then react further or become a stable complex.
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Chemical reactivity of surface functional groups plays a role in the adsorption capacity

of AC. Identifying functional groups gives insight to the adsorption capacity and the influence of

plasma treatment on the AC surface. FTIR spectra were generated for the characterization of AC

surface groups. The assignment of observed bands in Figure 4.8 are shown in Table 4.2. These

bands were determined referencing papers studying the FTIR spectra of activated carbons having

similar or the same wavelengths.

Figure 4.8 FTIR spectra of O2 treated AC and untreated AC (R003).
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Table 4.2 The assignment of FTIR vibrations found in Figure 4.8.

Peak (cm−1) Surface group Assignment Reference

3500–3400 O H O H stretching, presence of
hydrogen bonds [15, 19]

∼ 2300 C O C O stretching, ketones [15, 17–20]

1770–1700 C O C O stretching, ketones,
carboxylic acid, aldehydes, or esters [15, 17–20]

1600–1475 C C C C stretching of aromatic
compounds [16, 21]

∼1240

C H stretching and OH
deformation of COOH and C O
stretching of C O C in cellulose
and hemicellulose

[17, 18]

900–700 Aromatic compound Aromatic stretching [18, 21]

Each individual spectrum had its baseline subtracted to find the peak heights. Both spectra

show a peak between 3500–3400 cm−1 indicative of OH stretching, which presents possible hy-

drogen bonding sites [15–19]. The 4-minute O2 treated AC has the higher measured absorbance

for this OH stretching peak compared to the non-plasma treated AC (R003). That the peak is more

prominent in the 4 minute O2 treated sample suggests the presence of more OH groups from in-

creased carboxylic groups on the surface [26]. The peak at 2300 cm−1 indicates the C O stretching

of a ketone. The appearance of a peak between 1770–1700 cm−1 represents C O stretching and

is indicative of the presence of ketones, carboxylic acid, aldehydes, or esters [15, 17–20]. This

suggests that O2 plasma treatment was able to generate more oxygen functional groups on the AC

surface. The peak between 1600–1475 cm−1 signifies C C stretching of aromatic compounds, of

which the O2 sample had a much higher peak [16, 21]. The peak around 1240 cm−1 occurs because

there was C H stretching and OH deformation of COOH along with C O stretching characteristic

114



of C O C in cellulose and hemicelluloses [17, 18]. The O2 plasma treated AC had a much higher

peak than R003. Peaks between 900–700 cm−1 indicate aromatic stretching and the presence of

aromatic compounds [18, 21].

Overall, the FTIR further supports the results found previously. There was no significant

difference in FTIR spectra between the different plasma treatments. There were more hydrogen

bonding sites present for all plasma treatments, as depicted by the increase in the absorbance for

the peak between 3500–3400 cm−1. There was also a marked increase in the C H bonds, along

with C O, C C, and ketones after the AC underwent plasma treatment.

4.6.3 XPS

Compared to the untreated AC, XPS analysis (Figure 4.9) showed a decrease in carbon

content. There was no discernable nitrogen found in the O2 plasma treated sample, but there was

an increase in oxygen. The increase in oxygen with a decrease in carbon indicates a change in

polarity [18]. The samples with higher amounts of oxygen would be expected to be more polar and

have less aromaticity leading to less hydrophobicity [18]. As the species within the plasma react

with the carbon surface, there is a progressive removal of carbon atoms. This results in changes

in the physical structure of the carbon surface such as changes in polarity and aromaticity [140].

There was no discernable nitrogen in the O2 plasma treated or the non-plasma treated samples.

XPS analysis further revealed a change in surface functional groups and atomic composition after

plasma treatment.

The XPS analysis of AC is shown in Figure 4.9. XPS provides information about the surface

functional species and composition. Carbon, oxygen, and nitrogen content were determined. The

XPS analysis of AC that was not plasma treated gave the atomic concentrations 89.01% C 1s and
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Figure 4.9 XPS data for non-plasma treated AC (top and bottom left) and AC that underwent
oxygen plasma treatment for 4 minutes (top and bottom right).

10.99% O 1s. No N 1s was detected. The high-resolution spectrum of C 1s of untreated AC could

be deconvoluted into 3 peaks: 282.97, 284.74, ad 286.35 eV. The O 1s region was made up of four

peaks: 530.0, 531.59, 532.79, and 534.83 eV.

The XPS analysis of AC that was treated with O2 plasma for 4 minutes gave the atomic

concentrations 80.06% C 1s and 19.94% O 1s with no apparent N. The high-resolution spectrum of

C 1s of AC that underwent O2 plasma treatment for 4 minutes can be broken into 4 peaks: 284.37,

285.64, 287.22, and 289.11 eV. The O 1s region was split into 4 peaks: 530.1, 531.41, 532.80, and
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533.95 eV.

Compared to the untreated AC, XPS analysis showed a decrease in carbon concentration in

the O2 plasma treated sample. There was no discernable nitrogen found in the O2 plasma treated

sample, but there was an increase in oxygen. The increase in oxygen with a decrease in carbon

indicates a change in polarity [18]. The samples with higher amounts of oxygen would be expected

to be more polar and have less aromaticity leading to less hydrophobicity [18]. There was no

discernable nitrogen in the O2 sample, or the non-plasma treated sample. XPS analysis further

revealed a change in surface functional groups and atomic composition after plasma treatment.

The peak numbers and their interpretation are listed in Table 4.3. With plasma treatment,

the C1s XPS spectra could be broken down into more peaks. Plasma treatment of AC resulted in an

increase in C O C and C O functional groups. In the O2 plasma treated sample, a peak around

290 eV appeared. This peak corresponds to C O/C C (carbonate, occluded CO, 𝜋-electrons in

aromatic rings) [24, 141–143]. With plasma treatment the O1s XPS spectra of the O2 sample has

four peaks with a higher intensity for the peak at 532.80 eV. The O2 treated sample loses its O

(oxide-like oxygen) and its C O (quinone type carbonyl) peaks, and it gains a peak at 533.9 eV

that corresponds with C-O (ester/amide/carboxylic anhydride) [141, 144–147]. This aligns with

the typical oxygen complexes (phenolic, hydroxyl, quinonic, carboxylic acid and ethers ) generated

on carbon surfaces by reactions with species such as ozone [140].
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Table 4.3 The assignment of the XPS peaks.

Peak (cm−1) Surface group Assignment Reference

O1s

528.6–529.3 eV O Oxide-like oxygen [138, 148–151]

531–531.4 eV C O Quinone/ketone/lactone/carbonyl [138, 148–151]

532.3–532.6 eV C O/C O Ether/phenol/anhydride/lactone [138, 148–151]

532.9–533.2 eV C O
Ester/amide/carboxylic anhydrides
and oxygen atoms in hydroxyls
or ethers

[138, 148–151]

534.2 eV C O Carboxylic acid [138, 148–151]

C1s

284.2–284.9 eV C Graphite [24, 138, 152, 153]

285.4–286.3 eV C O Ether/phenol/alcohol [24, 138, 152, 153]

287.2–287.9 eV C O Carbonyl/quinone [24, 138, 152, 153]

288.7–289.3 eV COO Carboxyl/ester [24, 138, 152, 153]

290.2–290.8 eV C O/C C Carbonate, occluded CO,
𝜋-electrons in aromatic ring [24, 138, 152, 153]

4.6.4 Zeta Potential

The progressive reactions and removal of carbon atoms from the surface of activated carbon

can influence the electric potential of the carbon surface [140]. Zeta potential measurements were

performed on the O2 and the non-plasma treated AC sample. Figure 4.10 shows the comparison

between each sample when the adsorption capacity was the highest. The O2 plasma-treated AC has

the most negative zeta potential compared to the non-plasma treated AC sample. The zeta potential
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curve for O2 plasma-treated AC shifts to the left of the non-plasma treated AC. The zeta potential

of the O2 plasma-treated AC is measured at -63 mV.

Figure 4.10 Zeta potential data of non-plasma and oxygen plasma treated AC samples (n=3).

Zeta potential is a measure of surface charge. It is the potential between the dispersed

particle surface and the mobile dispersion medium [22]. It was observed that both adsorbents had

large negative zeta potentials. This implies that the particles in suspension resist aggregation and are

inclined to disperse homogeneously throughout the solution [22]. This opposition to aggregation

and the ability to spread evenly throughout a solution is beneficial to adsorption. The magnitude

of the zeta potential is indicative of colloidal stability [154]. Figure 4.10 clearly shows that the O2

plasma treated sample has a zeta potential between -35 mV and -65 mV. Nanoparticles with zeta
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potentials less than -30 mV are considered to have high degrees of stability [154].

4.6.5 Transmission Electron Microscopy

Transmission electron microscopy (TEM) is used to obtain information about morphology

and nanostructure of materials [138, 152]. TEM images were taken of the best performing samples

from the plasma treatment, along with the untreated AC. The samples appeared to be amorphous

[152]. Figure 4.11 shows TEM images of non-plasma treated AC (left) and O2 plasma treated

AC (right). The scale bars for each image differ due to the need for higher magnification to see

the porous structure in the non-plasma treated sample. The image shows that the non-plasma

treated AC contains mainly micropores. With plasma treatment, meso-pores with irregular shapes

appear because the AC are etched by the plasma. The larger mesopores are easily visible under

lower magnification. This combined meso-pores and micro-pores facilitate the transport of MB

and promote the adsorption.

Figure 4.11 TEM images of non-plasma treated AC (left) and oxygen plasma treated AC (right).
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4.6.6 Kinetics of Adsorption

Adsorption of dyes on AC may include chemical adsorption. To investigate the adsorption

mechanism, the adsorption kinetics of MB onto AC that was not plasma treated was analyzed by

using pseudo-first and pseudo-second order kinetic models. The pseudo-first-order equation can

be written in the form:

log(𝑞𝑒 − 𝑞𝑡) = log(𝑞𝑒) −
𝑘1

2.303
𝑡 (4.2)

where 𝑞𝑒 represents the amount of adsorption (mg/mg) at equilibrium, 𝑘1 is the rate constant of

the pseudo-first-order equation, and 𝑞𝑡 is the amount of adsorption (mg/mg) at t, time (min) [115].

The rate constant, 𝑘1, can be calculated by plotting log(𝑞𝑒 − 𝑞𝑡) versus t [115].

The pseudo-second-order kinetic equation is shown below:

𝑡

𝑞𝑡
=

1
𝑘2𝑞

2
𝑒

+ 1
𝑞𝑒
𝑡 (4.3)

where 𝑘2 is the pseudo-second-order rate constant. Plotting 𝑡/𝑞𝑡 versus t, a line of best fit can be

found (Figure 4.12). This straight line can then be used to calculate 𝑘2 [115]. The R2 value for

the pseud-second-order model was 0.99, where the R2 value for the pseudo-first-order model was

only 0.80. Therefore, the adsorption kinetics are adequately described by the pseudo-second-order

model. Similar results have been found for the adsorption of MB onto rejected tea leaves, AC, and

different carbonaceous materials [22, 115, 153].

The pseudo-second order model fit the kinetics data of MB adsorption onto AC. This

suggests that chemisorption has a dominant role in the adsorption process [144, 153].
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Figure 4.12 Plot showing a line of best fit for the pseudo-second order kinetic model (n=3).

4.6.7 Adsorption Isotherms

The relationship between the initial concentration of MB and the adsorbed amount of MB

onto AC are investigated through adsorption isotherm models. The results show that the adsorption

of MB increases with the increase of the equilibrium concentration of MB.

The two isotherms tested for their ability to describe the experimental results were the

Langmuir and Freundlich adsorption isotherms [109, 148]. These models provide insight into the

mechanism of adsorption and the surface properties [109, 148].

The Langmuir isotherm is based on the assumption of monolayer adsorption onto a ho-
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mogeneous surface with a uniform distribution of adsorption [109, 115, 148]. It assumes that the

adsorbent surface is composed of a series of distinct sites capable of binding the adsorbate. This is

correlated with the chemisorption and the adsorbate binding is treated as a chemical reaction. The

Langmuir isotherm is expressed by the following equation:

𝐶𝑒

𝑞𝑒
=

1
𝑞𝑚𝑎𝑥𝑏

+ 1
𝑞𝑚𝑎𝑥

𝐶𝑒 (4.4)

where 𝐶𝑒 is the equilibrium concentration (mg/L), 𝑞𝑒 is the adsorption capacity at equilibrium

(mg/g), b is the Langmuir constant (L/g), 𝑞𝑚𝑎𝑥 is the maximum adsorption capacity (mg/g). A

linear plot of 𝐶𝑒/𝑞𝑒 versus 𝐶𝑒 confirms the legitimacy of the Langmuir model.

The Freundlich isotherm is related to adsorption capacity and intensity [115]. The Fre-

undlich isotherm assumes a heterogeneous surface with a non-uniform distribution of adsorption,

and probably indicates multilayer adsorption [109, 115]. This model is correlated with physisorp-

tion. Mathematically it is characterized by the heterogeneity factor ‘1/𝑛’, which is related to the

adsorption intensity [109]. It is expressed by the following equation:

𝑞𝑒 = 𝐾 𝑓𝐶
1/𝑛
𝑒 (4.5a)

ln 𝑞𝑒 = ln𝐾 𝑓 +
1
𝑛

ln𝐶𝑒 (4.5b)

where 𝐶𝑒 is the equilibrium concentration (mg/L), 𝑞𝑒 is the adsorption capacity at equilibrium

(mg/g), 𝐾 𝑓 is the Freundlich constant (L/mg), 1/𝑛 is the heterogeneity of the sorption sites and an

indicator of isotherm nonlinearity [153]. A plot of ln 𝑞𝑒 versus ln𝐶𝑒, gives a straight line with 𝐾 𝑓

and 1/𝑛 determined from the intercept and the slope, respectively [109, 115, 153].
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The data was fit to the Langmuir and Freundlich isotherm adsorption models shown in

Figure 4.13. The data fitting gave the regression coefficients Freundlich (R2 > 0.996) and the

Langmuir (R2 > 0.977) models indicating that both models described the adsorption process

adequately. This indicates that the adsorption of MB onto activated carbon occurred by single

molecular adsorption (chemisorption) and physisorption [153].

Figure 4.13 Langmuir (a) and Freundlich (b) isotherm adsorption models (n=3).

4.7 Conclusion1

The study shows that plasma treatment of AC can be used to increase the adsorption capacity

by providing localized heating at atomic scale and completing the activation process. The overall

results indicate that the AC as received contained some type of contamination that interfered with

the adsorption of MB. The combination of heat, vacuum, and plasma-treatment effectively removed

this contamination, causing the increased adsorption capacity. The maximum adsorption capacity

of MB by O2 plasma treated AC was 0.467 mg-mg−1 which was significantly higher than that of

the untreated AC. The results of XPS analysis indicated a change in surface functional groups and
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atomic composition after plasma treatment. The surface groups shown in both the O2 plasma treated

and non-plasma treated samples mainly consisted of carboxylic groups, phenols and/or ethers, and

carbonyls. After plasma treatment C O C and C O functional groups appeared. The adsorption

kinetics and isotherm were also studied. Results showed that pseudo-second-order kinetics was

the most suitable model for describing the adsorption of MB onto AC. Equilibrium data were well

fitted to the Freundlich and Langmuir isotherm models.
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CHAPTER 5

PLASMA ACTIVATION OF BIOCHAR

With increasing global population and environmental stressors (global climate change),

access to potable water is expected to decrease in the coming years [28]. Anthropic activities such as

agriculture, deforestation, and burning of fossil fuels exacerbate these issues, therefore solutions are

needed [149]. Environmentally sustainable processes intend to maintain environmental resources

by limiting the impact of anthropic activities and reducing the consumption of air, water, soils and

sediments [149]. The new environmentally sustainable processes, such as wastewater treatment,

seek to use renewable and clean energy sources. Current water treatments using AC traditionally

use coal as the main carbon source, which is expensive, non-renewable, and energy intensive to

produce, thus creating a need for an alternative water treatment [27, 28, 150].

The use of lignocellulosic materials to create biochar offers a renewable alternative. An-

nually, over 100 million tons of biomass are burnt in processing factories and fields, resulting in

loss of carbon and nutrients from the soils, as well as a large increase in harmful atmospheric

carbon emissions [151]. The vast quantities of biomass treated as waste could be converted into

cost effective and sustainable biochar [151].

Biochar is porous carbon derived from biomass pyrolysis, the thermal degradation of

organic matter in an oxygen poor environment [29–32]. Lignocellulosic materials have high

carbon content and are composed of cellulose, hemicellulose, and lignin [27, 33]. These materials

include agricultural wastes, providing a sustainable alternative to coal without compromising

current agricultural production [33].

In 2016, Thompson et al. compared the environmental impact and cost of powdered
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activated carbon (PAC) and biochar [150]. PAC has negative environmental impacts due to its

generation from nonrenewable coal. PAC also requires energy-intensive thermal activation in

order to develop its adsorption properties [150]. A potentially lower cost and environmentally

friendly alternative is biochar. Biochar has demonstrated sorption capacity for a wide variety

of contaminants including agrichemicals, pharmaceuticals, and endocrine disrupting compounds

[150]. The global average price for biochar was $2.56 kg−1 [155].

5.1 Influence of Feedstock on Chemical-Physical Characteristics of Biochar

5.1.1 Physical Carbon Structure of Biochar

Well known forms of carbon include the ordered structures of cubic diamond and hexagonal

graphite. Each carbon atom in diamond has four covalent bonds (𝜎 bonds) directed tetrahedrally to

four other carbon atoms, making it sp3 (Figure 5.1) [156]. There are no free electrons because all

valence electrons are engaged in covalent bonds. Graphite is made so sp2 hybridized carbon atoms

where each has three covalent bones (𝜎 bonds) directed to three other carbons in the same plane

[156]. The fourth valence electron is not involved in sp2 hybridization and is delocalized through

𝜋-𝜋 interactions, resulting in in-plane metallic bonding. As a result, within carbon the layer, the

bonding is a mixture of covalent and metallic. Conversely, the adjacent layers are weakly bonded

through van der Waals forces [156]. However, most carbonaceous materials are less ordered [157].

Coal, AC, and biochar are non-graphitic carbons, which is the most abundant class of sp2-

hybridized carbon materials [158]. The sp2-hybridized carbons are structurally disordered com-

prised of both single and stacked graphene sheets called a “turbostratic” arrangement [158]. Non-

graphitic carbons are further classified into graphitizable and non-graphitizable carbons. Biochar

is an example of non-graphitizable carbon and possess a highly developed internal porosity and
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Figure 5.1 Carbon sp hybridized orbitals.

surface area [157, 158].

Biochar has a higher proportion of aromatic C and condensed aromatic structures compared

to other organic matter [159]. The condensed aromatic structures vary in form, including amorphous

C (dominates at lower pyrolysis temperatures), turbostratic C (formed at higher temperatures), and

graphite C [159]. The effect of temperature on biochar structure and functional groups is depicted

in Figure 5.2.

During thermal decomposition, biomass undergoes a series of phenomena including de-

composition, transformation and rearrangement [160]. At low temperatures (100–200 °C) biomass

remains almost unaltered and mainly undergoes dehydration [160]. As temperature increases,

connections between cellulose, hemicellulose, and lignin decompose and consequently, isolated

aromatic rings (transition biochar) begin to form [160]. When carbon atoms are transformed into

rings with C C double bonds, it is possible for the P-orbitals to overlap and 𝜋-electrons to be-
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Figure 5.2 Example of different structures within biochar [158].

come delocalized, creating aromatic molecules [160]. This results in an increase in aromaticity

and a decrease in polarity [160]. This process continues as the temperature increases until all

biopolymers are degraded and substituted with isolated aromatic molecules with two to three rings

(amorphous biochar) [160]. At higher temperatures, these small sheets of aromatic rings stack

up to form small three-dimensional structures, consisting of three to five stacked C-sheets, termed

turbostratic crystallites [160]. Both amorphous material and turbostratic crystallites are present in

biochar structure (composite biochar). Biochar is considered “carbonized” or “turbostratic” when

all amorphous organic carbon is either converted into aromatic rings or volatilized.

Thermal treatment removes hydrogen and heteroatoms like oxygen by releasing gases,

ultimately reducing biochar yield. Two simultaneous processes reduce the carbonaceous material to
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a more condensed structure: 1) loss of amorphous structure during gas release, and 2) transformation

of the amorphous and disordered structures into aromatic ring systems [159, 160].

The well-organized C layers seen in biochar generated at higher temperatures (≥ 700 °C)

is hydrophobic in nature [159, 160]. It is characterized by lower contents of O- and H-containing

functional groups because of dehydration and deoxygenation of biomass. Surface functional groups

on biochar can act as either electron donors or acceptors, leading to the formation of coexisting

areas with opposing properties (acidic to basic and hydrophilic to hydrophobic) [159, 160]. This

result causes biochar to exhibit a lower ion exchange capacity. Conversely, biochar produced at

lower temperatures (300–400 °C) demonstrates more varied organic character as a result of aliphatic

and cellulose type structures [159]. Overall, as pyrolysis temperature increases the structure of

biochar appears to have more organized C layers (graphene like) and less surface functional groups

[159]. However, biochar does not usually get to this point due to the requirement of either heating

temperatures exceeding 700 °C or prolonged residence time [159, 160]. Therefore, most biochar

have a highly disordered and heterogeneous carbon structure [160].

The current understanding of the transformation during the carbonization process begins

with the precursor material. This material can range in composition. The general stages of atomic

rearrangement during heat treatment begins with amorphous carbon exhibiting all three types of

hybridization (sp, sp2, and sp3) without any crystalline structure is formed at temperatures above

700 °C [158, 161]. Around 1200 °C the mixed bonding turns into purely sp2. Non-graphitic carbon

is formed from further heating at temperatures from 1400 °C to 1700 °C, and above 1700 °C the

crystallites transform into ordered stacks of graphene sheets (Figure 5.2) [158, 161]. Different

precursor materials may not lead to the same transformations due to differences in bonding,

networking capabilities and the types of defects in the non-graphitic and graphitic phase [158].
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5.1.2 Composition of Lignocellulosic Biomass

The biomass used for biochar production influences the physical and chemical properties

of biochar [149, 162, 163]. The three main components of lignocellulosic biomass are cellulose

(40–50 wt %), hemicellulose (20–35 wt %), lignin (20–30 wt %) [149, 157, 162, 163].

5.1.2.1 Cellulose

Cellulose is a linear homopolymer of glucose consisting of 𝛽-d-glucose units linked via

𝛽-(1,4) glycosidic bonds, with cellobiose (C12H22O11) as the fundamental repeating unit [157, 164–

167]. Its chemical formula is (C6H10O5)𝑛 (Figure 5.3) where n is the degree of polymerization

(DP). The DP can vary significantly between materials, from a few hundreds to thousands (ex.

DP value of wood cellulose is ∼10,000 and plant cellulose ∼15,000) [157, 165]. The DP refers

to the number of monomer units in a polymer; in this case, the number of glucose units in one

cellulose chain. Cellulose chains are rigid and arrange in parallel crystalline arrays held together by

hydrogen bonds and van der Waals forces (Figure 5.4) [157, 164, 168]. Because of this, cellulose

is difficult to hydrolyze contributing to its great resistance to chemical, biochemical, and biological

conversions [164].

Figure 5.3 Two d-glucose units linked via 𝛽-(1,4)-linked d-glucose units.
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Figure 5.4 General structure of cellulose.

There are three hydroxyl groups (-OH) on each monomer which form hydrogen bonds with

other cellulose chains [157, 165]. Long thread-like bundles of molecules called fibrils are laterally

stabilized by these intermolecular hydrogen bonds [157, 165]. The groups of microfibrils make an

array which is surrounded by a wall and are connecter by amorphous cellulose and hemicellulose

(Figure 5.5) [157, 165].

The union of fibrils forms cellulose fiber. In plants, cellulose forms a microfibril composed

of both highly ordered (crystalline) and less ordered (amorphous) regions [157, 165]. The main

portion of cellulose is crystalline (native cellulose or cellulose I) with interspersed amorphous

regions (cellulose II, III, and IV) [165]. There are two different crystalline structure of cellulose

I: I𝛼 which is a one-chain triclinic cell unit (mainly in bacterial cellulose), and I𝛽 a two-chain
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Figure 5.5 Simplified model of the main polysaccharides and lignin that form the plant cell wall
structure [169].

monoclinic cell (plant cellulose) [165]. The chains of native cellulose (I) parallel to each other are

held together through hydrogen bonds between O(6) and the adjacent intermolecular O(3) to form

a layer [157, 165].

The arrays are associated with each other by lignin and hemicellulose. The few nm of space

between microfibrils in an array is around the same size as micro- and mesopore diameters (2–50

nm) [157]. When heated during pyrolysis, cellulose, hemicellulose, and lignin are broken down

into smaller monomers.

Cellulose is insoluble in water and most organic solvents. Only ionic liquids, like cadmium

ethylenediamine, are known to solubilize the polymer. Cellulose is biodegradable. Some fungus

and bacteria may be able to metabolize it, but this biological conversion can last several weeks.
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5.1.2.2 Hemicellulose

Hemicellulose is a type of plant cell wall polysaccharide. Unlike cellulose, hemicellulose

is branched and amorphous [164, 170]. Where cellulose is a homopolysaccharide with long

linear chains, hemicellulose is a heteropolymer with short chains and lateral branches [164, 166,

167, 170, 171]. These lateral branches consist of monosaccharides and functional groups and

prevent hemicellulose from forming a crystalline structure. Hemicellulose has a random amorphous

structure that is easily hydrolyzed.

Generally, hemicellulose is composed of glucose, xylose, or mannose units linked via 𝛽-

(1�4) backbones (Figure 5.6) [164, 170]. Other possible components of hemicellulose include

pentoses (xylose and arabinose), hexoses (glucose, galactose, mannose, and rhamnose), and car-

boxylic acids (acetic acid, glucuronic acid, and galacturonic acid). Their main role is to provide

a linkage between cellulose and lignin in the plant cell wall [164, 170]. Non-covalent attrac-

tions on the surface of each cellulose microfibril tightly bind hemicellulose and cellulose together

[164, 170]. The structure and composition of hemicellulose differs in different plant species and

cell types [164, 170]. Examples include xylans that are characteristic of hardwoods, galactogluco-

mannans, that are predominant in soft woods, and arabinoglycuronoxylans, as well as many others.

Because of this, hemicelluloses yield different sugars after hydrolysis treatment [164, 170]. For

our experiments, biochar from bamboo was used.

Arabinose and xylose have been found to most likely be the main components in bamboo

hemicellulose [172]. The primary hemicellulose of bamboo is thought to be glucuronoarabinoxylan

which has a xylose backbone with arabinose, glucuronic acid, and acetyl side groups. Arabinoglu-

curonoxylan, another major hemicellulose component of bamboo and agricultural crops, contains
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𝛽-(1�4)-linked d-xylopyranose units along with some substitutions [164, 170, 172]. The common

sidechains are 4-O-methyl-d-glucuronic acid attached by 𝛼-(1�2) bonds, and 𝛼-l-arabinofuranose

units attached by 𝛼-(1�3) bonds [164, 170].

Figure 5.6 Structure of hemicellulose (xylan) consisting of a xylopyranose backbone, with glu-
curonic acid (1�2) and arabinofuranose (1�3) side branches.

5.1.2.3 Lignin

Lignin is an aromatic (phenolic), three-dimensional, macromolecule composed of phenylpropanoid

units linked together through a complex network of ether and carbon-carbon bonds (Figure 5.7)

[157, 164, 173]. Lignin is a hydrophobic amorphous polyphenol made up of the primary monolig-

nols: coumaryl, coniferyl, and sinapyl alcohol [157, 164, 168, 173]. It gives strength and structural

rigidity to the cell wall [157, 173]. Lignin is tightly bound to cellulose and hemicellulose through

hydrogen bonds, lignin-carbohydrate complexes, and covalent bonds [164].

Lignin does not have a defined primary structure due to its heterogeneity. The main links

between monolignols are C O bonds of 𝛼- and 𝛽-arylalkyl ethers.
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Figure 5.7 Example of lignin molecule structure.

5.1.3 Relationship Between Feedstock and Pyrolysis Products

The composition of cellulose, hemicellulose, and lignin varies between different feedstocks.

These differences influence how the biomass behaves during thermal degradation [149, 162, 163].

Hemicellulose is the first to undergo decomposition at temperatures ranging between 200 and

260 °C [149, 157, 163]. However, cellulose and lignin break down at higher temperature ranges,

240–350 °C and 280–500 °C, respectively [149, 157, 163]. Pyrolysis of hemicellulose begins with

depolymerization resulting in oligosaccharides, 3 to 10 unit carbohydrate chains [149]. Further

cleavage of the xylan chain and molecular rearrangement produce xylopyranose, which is further

degraded into small molecular weight compounds containing two or three carbon atoms. Simi-
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larly, the first step in cellulose pyrolysis is its depolymerization into oligosaccharides [149]. The

oligosaccharides are further broken down to produce d-glucopyranose which is intramolecularly

rearranged producing levoglucosan. The latter ultimately decomposes to form small molecular

weight compounds [149]. Pyrolysis of lignin generates phenolic compounds [149].

The amounts of cellulose, hemicellulose, and lignin in the biomass effect reactivity and

yield, thereby affecting the ratios between biochar and volatile products (e.g., bio-oil and gas)

[149]. For instance, feedstocks with low amounts of lignin, minerals, and nitrogen are primarily

used for bio-oil and fuel-gas production [149]. Conversely, biochar is produced from feedstocks

with more lignin. In general, woods produce biochars with low ash and high carbon content, whereas

less rigid herbaceous biomasses, biosolids, and manures result in biochars with low carbon content

and higher ash [149].

Feedstock biomass also influences the porosity, and therefore, the adsorptive properties

of biochar. During thermal degradation, volatile organic compounds are lost resulting in a vol-

ume reduction [30, 32, 149, 174, 175]. The remaining mineral and carbon skeleton retains the

rudimentary porosity and structure of the feedstock. This residual structure arising from the bio-

logical capillary structure of the biomass, contributes to the majority of the biochar macro-porosity

[30, 149, 174, 175]. These larger pores serve as a feeder to smaller ones.

5.2 Biochar Fabrication

The pyrolysis of biomass produces a solid residue (biochar), a liquid product (bio-oil or

tar), and a mixture of gases (syngas). The yield and physical characteristics of biochar depend

on the biomass and the pyrolysis system used [18, 30, 174–179]. The original structure of the

biochar’s starting material is imprinted on the biochar product, influencing its physical and structural
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characteristics [174]. During pyrolysis, the biomass shrinks and loses mass, but there is residual

cellular structure and porosity [174]. The chemical composition of the original biomass also

impacts the physical nature of the biochar formed [174]. Organic material begins to undergo some

thermal decomposition at temperatures above 120 °C while also losing moisture. Plant cell wall

components hemicellulose, cellulose, and lignin are degraded at 200 °C to 260 °C, 240 °C to 350

°C, and 280 °C to 500 °C respectively [174]. The proportions of these polymers will influence the

degree of reactivity and the amount the physical structure is modified during pyrolysis [174].

The yield of biochar is linked to the lignin content of the feedstock biomass [180]. During

pyrolysis the alkoxy groups (methoxy groups on the benzene ring) are decomposed and combine

with free hydrogen, forming methanol [180]. This results in a significant difference in the surface

chemical structure of biochar. Gong et al. studied the affect the types of lignin had on the ability

of biochar to adsorb nitrogen gas [180]. They found that the samples with lignin composed of

coniferyl alcohol and sinapyl alcohol units formed more oxygen-containing functional groups and

hydroxyl groups. The sample with lignin composed of coniferyl alcohol formed a well-developed

pore system and had the best adsorption performance.

5.2.1 Pyrolysis Methods

There are three main pyrolysis techniques, shown in Table 5.1, utilized to obtain the

aforementioned by-products in the greatest yield: slow pyrolysis, fast pyrolysis, and gasification

[18, 32, 176–179, 181]. Slow pyrolysis is characterized by heating in the absence of oxygen

with relatively low temperatures, ranging from 300 to 700 °C, with heating rates around 5–7

K/min−1 (slow), and residence times ranging from minutes to days (long) [18, 32, 176–179, 182].

Residence time is the duration in which pyrolysis is kept at the highest treatment temperature. The
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primary aim of slow pyrolysis is the production of char, a carbon rich solid residue. Similarly,

fast pyrolysis is performed in in the absence of oxygen at lower temperatures from 400 to 600 °C.

Conversely, fast pyrolysis is heated at a much faster rate, 600–1200 K/min, with residence times in

seconds. The short residence times associated with fast pyrolysis yields bio-oil in high amounts

[18, 32, 176–179, 181–183].

Table 5.1 The general parameters of different pyrolysis processes [18, 176–179].

Slow Flash Fast Gasification

Temperature (K) 300–800 400–1000 400–600 750–1000

Heating rate (K/min) 5–7 ≥1000 600–1200 ∼1000

VRT >60 min–1 day 2–3 s 1–10 s 10–20 s

Major products Biochar Bio-oil/bio-gas Bio-oil syngas

Biochar yield (wt %) 30–55 11–22 16–37 14–25

A significant difference between slow and fast pyrolysis is the primary by-products, biochar

and bio-oil. This can be explained in theory by basic thermodynamics and kinetics. Slow pyrolysis

is considered a thermodynamically controlled process because of the long residence time [18, 176–

179]. The reactants and products are allowed adequate time to reach equilibrium, and the products

are formed based on temperature and pressure, rather than reaction rate. Conversely, fast pyrolysis

is kinetically controlled due to the rapid removal of vapor intermediates, thus preventing them from

either condensing into secondary char or cracking into low molecular weight syngas [18, 176–179].

Therefore, fast pyrolysis is usually performed under vacuum, or a constant flow of inert gas, to

remove the intermediates quickly to yield bio-oil in high quantities. Overall, the most promising

biochar production strategy seems to be one that focuses on temperature and pressure, rather than
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reaction rate.

Slow pyrolysis, or conventional carbonization, has a long vapor residence time and low

heating rate [32, 182, 183]. An advantage is that stable biochar can retain up to 50% of the

feedstock carbon [32]. This process has been used historically to generate charcoal [32]. Previous

studies have focused on increasing charcoal yields during slow pyrolysis and have identified several

critical variables: peak temperature, pressure, vapor residence time, and moisture content [32]. It

has been shown that the charcoal yield decreases with an increase in temperature, but the fixed-

carbon content of biochar will increase [32]. The increase in fixed-carbon content found in biochar

is most pronounced in the temperature range from 300 to 500 °C [32]. The peak temperature also

affects the pore size distribution and surface area, which are key factors in the adsorptive properties

of biochar [32].

Understanding the pyrolytic behavior of cellulose, hemicellulose, and lignin is fundamental

to the production of biochar. During pyrolysis, cellulose, hemicellulose, and lignin are broken down

into smaller monomers through a series of complex reactions, as discussed in a previous section.

Cellulose is mainly degraded into condensable organic vapors once the temperature of 400 °C is

reached, but only if volatile compounds are simultaneously removed from the reaction medium

[157]. At higher pressure if the process is not ventilated, the gases are more likely to react and

form char at the expense of consuming condensable organic vapors [157]. Lignin decomposition

occurs very slowly at a minor level in a wide range of temperatures (160–900 °C). The result of

this gradual process is the yield of solid residue (known as char) up to almost 40% of the original

sample weight [157].

Gasification is a partial combustion where biomass is reacted with steam or air, and the

amount present is controlled [182]. It is carried out at high temperatures ranging from 750 to
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1000 K. The primary by-product of gasification is syngas. During the process oxygen is restricted

leading to the primary conversion of biomass into carbon monoxide (CO) and hydrogen gas (H2)

instead of complete oxidation/combustion into CO2 and water [18, 176–179]. Gasification can

be stoichiometrically controlled theoretically, but realistically, equilibrium is hard to achieve with

current reactors, and thus, viscous tars are formed.

5.3 Biochar as an Adsorbent

Biochar has been considered as a sustainable means to remove pollutants from water due to

its high surface area and resistance to degradation [30, 130, 175]. Biochar may remove pollutants

from water by electrostatic attraction, ion exchange, or precipitation [130]. Therefore, most biochar

treatments aim to either increase the surface area, modify or enhance surface properties [130]. The

high surface area of biochars is due to the large quantity of micro and mesopores [130]. As the

number of micropores increases, so does the surface area leading to more surface sites upon which

pollutants can adsorb. Surface charge and functionality also influence the sorption capacity of

biochar [130]. Functional groups on the surface of biochar influence the ion exchange of chemical

sorption, which relies on base cations such as K, Na, Ca, and Mg [130]. These functional groups (i.e.

carboxylic, hydroxylic, or phenolic groups) affect the cation exchange capacity of biochar due to the

loss of oxygenated functional groups [130]. Electrostatic sorption occurs when ions in the water are

attracted to the electrons associated with surface functional groups [130]. The loss of oxygenated

functional groups effect the cation exchange capacity of biochar [130]. Electrostatic sorption occurs

when ions in the water are attracted to the electrons associated with surface functional groups [130].

Figure 5.8 shows the theoretical adsorption mechanisms for cations and anions for raw biochar and

activated biochar [130]. Surface functional groups and area can be manipulated by activation or
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modification of biochar to enhance its sorption capacities [130].

Figure 5.8 Theoretical adsorption mechanisms for metal cations and oxyanions onto unactivated
biochar, physically activated biochar, or chemically activated biochar [130].

Surface area and porosity are key factors in the determination of adsorption capacity. A

study by Chen et al. 2011, investigated the adsorption of Cu (II) and Zn (II) on two different

biochars: hardwood and corn straw. They found that despite the hardwood biochar being more

hydrophilic, its adsorption capacity was less than that of the corn biochar which had a greater

142



surface area [184]. The greater porosity and surface area were much more impactful and made the

corn straw biochar better at adsorbing the heavy metals [184]. Sun et al. 2017, studied the effects

of pyrolysis temperature on the properties of biochar. They found that the adsorption of iodine

showed minimal change in relation to the increase in pyrolysis temperature, but what did change

was the ash content and fixed-carbon content [185]. The yield, volatile matter, and the surface acid

oxygen-containing functional groups decreased [185]. When the pyrolysis temperature increases,

the biochar loses water and volatile matter [185]. As this occurs the chemical bonds break leading

to an increase in ash content and pH [185]. Lower pyrolysis temperatures and shorter residence

times improved the adsorption capacity of biochar [185]. It was found that at a temperature of 300

°C, carbon is consumed and micropores in the biochar open [185]. The larger micropores increased

the specific surface area [185]. The lower temperature left more organics and active groups on the

biochar surface, increasing iodine adsorption [185].

A study by Shen and Gu observed that the final mass of char at 800 °C increased with low

heating rate [186]. This agreed with previous studies that had found the longer preheating (>1

hour) at low-temperature (370 °C) increased char production from cellulose pyrolysis [177, 187].

During the preheating treatment, internal rearrangement, such as, dehydration, bond breakage,

formation of free radicals and carbonyl groups, reduction of the biomass molecular weight, and

evolution of water, CO, and CO2, occurs [177]. Next, at temperatures 200–300 °C biomass begins to

depolymerize into anhydro-sugars (i.e., levoglucosan) and light volatiles such as furans, aldehydes,

and acids. Once the pyrolysis process reaches temperatures > 300 °C, solid decomposition occurs

and further cleavage of C-H and C-O bonds results increased carbon content [177].
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5.4 Biochar Activation

Biochar is a stable carbonaceous solid that can be used in a wide variety of applications.

The most common applications of biochar are adsorbents, soil amendments, and most recently in

supercapacitors [157]. They have also been found useful for capturing carbon dioxide as a means

to combat climate change [157]. However, biochar has limited porosity, surface area, and polar

oxygenated surface groups before activation, negatively affecting its applications [155, 157]. This

can be rectified through physical modification and chemical activation, offering a promising future

for the synthesis of biochar with various desired properties.

Previous studies have demonstrated that biochar requires activation to achieve adsorption

efficiencies similar to AC. The modification of biochar is achieved either through physical or

chemical means. Physical modification changes the pore structure and surface area whereas

chemical activation aims to increase active functional groups on the surface [188]. The study by

Wang et al. 2018, showed that the chemical activation of biochar was 2–3 times more efficient than

the physically activated biochar. This gives further evidence for the pseudo-second order kinetics

of biochar found in previous works.

Physical activation of raw biochar is achieved by applying thermal treatment in a partial

oxidizing medium, usually steam, CO2, or a combination of the two [160, 189–192]. The biochar

produced through pyrolysis has a high percentage of carbon, but the internal surface area is low

due to blockage of pores by tar [190]. During the physical activation process the biochar is exposed

to a desired volume of the activation gas. The process is usually performed at high temperatures

700–1000 °C [160, 189, 190]. These oxidizing agents penetrate the internal structure of the

biochar and gasify the carbon atoms, thus removing them. This result in widening and opening of
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previously inaccessible pores [160]. The mechanism of action in physical activation involves the

physical agents (CO2 or steam) removing the carbon atoms from the biochar structure according to

the following Boudouard reactions [160, 192, 193]:

C + CO2 → 2CO,Δ𝐻 = 159 kJ/mol (5.1a)

C + H2O → H2,Δ𝐻 = 117 kJ/mol (5.1b)

During this process, CO2 forms a surface oxide and carbon monoxide through dissociative

chemisorption on the carbon surface [160]. The surface oxide, C(O), is subsequently desorbed

from the surface, further developing the pore structure [160]. CO in the gas may adsorb on

the carbon active site, slowing further gasification [160]. Thermodynamically, Boudouard reac-

tion is endothermic (large positive enthalpy), the equilibrium does not favor CO production until

temperatures > 700 °C.

The smaller size of water molecules compared to CO2 enables steam to be used for activation.

Steam activation uses super-heated steam to develop porosity of biochar through its mild oxidation

[160, 161]. At 800–900 °C, typically, H2O reacts with carbon and produces CO + H2 [160, 191].

Therefore, carbon is consumed, and pores are produced which progressively widen with time.

The process is usually run between 30 minutes and 3 hours [160]. The overall reaction between

steam and carbon and the reaction between CO2 and carbon are endothermic and easy to control

[160, 190].

It has been demonstrated that steam and CO2 generate different pore size distributions

due to side produced inhibitors, H2 and CO respectively [191]. In CO2 activation, CO enhances

microporosity, whereas during steam activation H2 enhances mesoporosity [191]. Each process
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also forms different functional groups. Stable carbon-oxygen complexes are created and obstruct

reaction sites, acting as a retardant [191]. Some of the complexes can decompose to CO, leaving

a free carbon site for additional reactions to occur. Physical activation with steam creates C H

complexes, which are more stable than C O complexes, leading to greater inhibition of the reaction

[191]. These different surface interactions coincide to produce different activation results. The

temperature impacts the gasification rate with lower reaction temperatures (∼600 °C) favoring the

production of CO2 and higher temperatures (> 900 °C) favoring the production of CO [191].

Whereas, in chemical activation, different reactions occur simultaneously, based on the

chemicals used [192]. Current activation of biochar with a base requires hours of high-temperature

treatment (∼960 °C) in an inert atmosphere using a strong base (KOH) or acid (H3PO4) mixed with

biochar powder [31, 190, 192]. This activation is usually incorporated as part of the carbonization

process. The acid H3PO4 may acts as a dehydration agent removing water from the biochar, while

the base KOH can act as an oxidizing agent, transferring electrons between reactants [192]. In the

thermal treatment of biochar, acids can be used as catalysts [192].

Various activators have been studied: KOH, H3PO4, ZnCl2, and H2, etc. KOH has the

most promise due to its moderate activation temperature, higher biochar yields, highly developed

microporous structure, and high specific surface area [157, 194, 195]. The first steps in KOH

activation are soaking the biochar in the desired concentration of KOH at temperatures between

25 and 100 °C which may last hours or days [157]. This is then followed by a thermal treatment,

usually around 760 °C. Alkalis, like KOH, under thermal treatment, can decompose to metallic

compounds (metallic potassium) and be incorporated into the carbon structure, and react with CO2
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and CO to develop porosity as shown in Equations 5.2a–5.2d [192, 193, 196, 197]:

6KOH + 2C → 2K + 3H2 + 2K2CO3 (5.2a)

K2CO3 → K2O + CO2 (5.2b)

K2CO3 + 2C → 2K + 3CO (5.2c)

K2O + C → 2K + CO (5.2d)

The chemical reactions between KOH and carbon have been well studied and can be

summarized in three steps: 1) KOH, K2CO3, and K2O etch carbon via redox reactions; 2) gaseous

products further react with carbon; and 3) metallic Potassium (K) intercalates into the carbon which

results in a developed porosity [157, 194, 195].

The assumed mechanism is the reduction of KOH to metallic K and carbonate K2CO3

during the carbonization process. The alkaline metals and carbonate are then intercalated within

the carbon matrix, subsequently widening and stabilizing the spaces between the carbon atomic

layers [157, 196, 198]. Simultaneously, side chain reactions between the carbon surface and the

active intermediates and the release of CO, CO2, and H2 may occur. Generally, KOH activation

shifts mean pore diameter to a smaller range enhancing the volume of micropores [157, 199–202].

The chemical reactions between oxygen (or oxygen-containing species) and KOH was

further elucidated by Chen et al. [194]. They found that the KOH was able to react with active

O-containing species to remove the O-containing groups [194]. This formed vacancies which were

filled by OH- (anions) from KOH entering and forming new O-containing species (i.e. C O, OH,

C O, O C O, and COOH) [194, 203]. KOH also etched carbon fragments to form vacancies,

which OH occupied to form new O-containing groups [194]. The potassium species formed

147



during activation, diffuse into the internal structure of the biochar creating new and widening

existing pores [157]. Activation with KOH usually increases alcoholic or phenolic groups ( OH),

carboxylic groups (C O), aromatic groups (C C), and alkenes ( C H) (Figure 5.9). However,

the surface oxygen groups on the carbon materials decompose upon heating, producing CO and

CO2 at different temperatures. Hence, C contents significantly increase while the quantities of O

and H decreased due to the weight loss because of increasing the release of volatile products as a

result of intensifying dehydration and elimination reactions [157, 204].

Figure 5.9 Example of oxygen enriched biochar with possible o-containing functional groups.

Feng et al. investigated the use of biochar for the adsorption of nitric oxides in the air due to

flue gas emissions [205]. Flue gas is emitted from combustion plants when fossil fuels (i.e. coal, oil,

natural gas) or wood are burned and contains residual substances and reaction products of fuel such
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as sulfur oxides, nitrogen oxides, and carbon monoxide [206]. The chemical aspect of the activated

biochar surface (e.g., functional groups and active sites) greatly influence the denitrification ability

of biochar [180, 205, 207]. It has been found that oxygen-containing functional groups specifically

enhance the denitrification efficiency [180, 205, 207]. Chemical activation by KOH is an effective

method to improve flue gas denitrification [205]. KOH activation has been found to increase the

number of oxygen-containing functional groups on the surface of biochar, as well as the adsorption

abilities [194]. The alkali metal K has also been shown to effect reaction efficiency by acting as a

catalyst in NO reduction [180, 205, 208].

Temperature and KOH concentration have been shown to influence this process. If the

activation temperature exceeds 760 °C, the boiling point of potassium, the potassium diffuses

into different layers of carbon and forms new pores [157, 204]. Therefore, it may be inferred

that porosity could be further increased by more reactions between KOH and carbon, which may

also enhance carbon burn-off [157, 201]. KOH modification could enhance porosity and surface

area of biochar without extreme temperatures through removal of inorganic matter, unblocking

of pores, and destruction of some micropore structure [157, 203, 209]. Aside from temperature,

concentration of the activating chemical significantly affects pore size distribution. Higher KOH

concentration typically generates carbon with higher surface area [201]. For example, the surface

area of corncob derived biochar activated with KOH was almost 3–4 times higher for KOH/char

ratios from 3–6 at 780 °C compared to those with a ratio of 0.5 to 2 [157, 200].

Current activation of biochar with a base requires hours of high-temperature treatment (∼960

°C) in an inert atmosphere using a strong base (KOH) mixed with biochar powder [31]. This is an

energy-intensive and time-consuming process that inhibits achieving cost-effective biochar. This

work aims to establish a plasma treatment that effectively activates biochar at a low-temperature
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and in less time. A study by Gupta et al., 2015, used low-temperature (< 150 °C) plasma treatment

to activate yellow pine biochar [31]. The study focused on the effects of oxygen plasma on the

biochar microstructure and supercapacitor characteristics like high capacitance [31]. They found

that capacitance was enhanced with a 5 minute oxygen plasma treatment due to an increase in pore

size distribution and surface area [31].

As discussed in plasma sterilization, biochar is an organic material made primarily of

carbon. If it is treated with a plasma, for example oxygen plasma, then a microporous structure can

be created. Plasma can also form specific functional groups on the surface of biochar. If an oxygen

plasma is used to activate the biochar, the reactivity of carbon to oxygen would activate the biochar

and increase its porosity and surface area, making it much more efficient in adsorption.

The ultimate goal of this study is to replace current water treatment methods with one low

cost, universal method: biochar. Biochar requires chemical activation in order for its adsorption

capacity to compete with commercial AC (> 100 mg/g) [29, 31, 34, 210]. Conventional chemical

activation techniques utilize alkalis, like KOH, and require hours of high-temperature treatment

(∼960 °C) [31, 192]. This energy-intensive and time-consuming process inhibits achieving cost-

effective biochar. Plasma activation offers a strategy that dramatically decreases energy costs of

activation due to the decrease of treatment times from hours to minutes, and temperatures from

higher than 900 °C to below 300 °C. This is possible due to the reactive species within the plasma

gas. They collide and interact with the biochar surface, which ultimately etches the biochar and

creates an improved porous structure without the need for high temperatures [37]. We aim to

establish a plasma treatment that effectively activates biochar at a low-temperature and in less time.

Additionally, the use of plasma improves pore structure and offers the ability to generate chemical

species and functional surface groups using appropriate plasma gases, which allows the biochar to
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be tailored for specific purposes [188].

5.5 Materials and Methods

A preliminary study was conducted in order to determine which activating agent and plasma

gas combination was the most promising candidate for biochar activation. The 5 mg biochar samples

were soaked in either KOH, H3PO4, or Na2CO3 (Figure 5.10). The chemically soaked samples

were then treated with 1 of four plasma gases at 100 °C for 5 minutes: O2, H2, CH4, and N2. Next,

5 mg of the plasma treated biochar was place in 2 mL of 10 mg/L MB solution and soaked for

20 minutes. The solution was spun down and the supernatant was extracted for evaluation with

UV-vis. The Adsorption capacity was then calculated from the concentration of MB remaining.

The combination of KOH and O2 plasma were the most promising, particularly because of O2

reactivity.

The biochar was soaked in 1 of 3 KOH solutions: 0.1% KOH, 1% KOH, or 10% KOH.

They were then left to dry at room temperature. Next, the samples of KOH treated biochar were

placed in the plasma system and treated with oxygen plasma. An external heat source was used in

the activation process and the temperature were varied.

151



Figure 5.10 Preliminary study adsorption capacities of biochar soaked in one of three activating
agents.

5.6 Results and Discussion

5.6.1 Mass Loss

The weight % lost was recorded for each of the samples. As shown in Figure 5.11 at the

lower temperature of 200 °C the % loss was around 15 % for all three concentrations of KOH.

When the temperature was increased to 300 °C the % loss nearly tripled with the 10% KOH sample

having the highest % loss. This is most likely due to the KOH decomposing to metallic potassium

and reacting with CO2 and CO in the carbon structure, causing increased porosity [192, 193, 196].

As the temperature increased, so did the reactivity, thus leading to increased wt % lost. The

same can be said about the concentration of KOH increasing. Impregnating the biochar with

higher concentrations of KOH, increased the rate of reaction which led to increased wt % lost up
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to a point. Less mass reduction was found for samples treated with 30% KOH and 50% KOH

with O2 plasma at 300 °C for 5 min (Figure 5.12). This may be due to an excess of KOH after

10%. The overabundance of KOH can potentially plug pores of AC and prevent volatiles through

pore channels, leading to a decrease in mass loss [198]. It has been shown that the amount of

weight lost at higher mass ratios of KOH to biochar minimizes the weight loss. KOH acts as a

dehydrating agent, influences pyrolytic decomposition, inhibits tar formation, and increases carbon

yield [198, 211–213].

Figure 5.11 Average wt% loss after 5 minute oxygen plasma treatment for 0.01% KOH, 1% KOH,
and 10% KOH biochar samples at either 200 °C (right) or 300 °C (left) (n=3).
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Figure 5.12 Average wt % lost for KOH treated biochar at 300 °C (n=3).

5.6.2 Methylene Blue Adsorption

As stated previously, porosity plays an influential role in the determination of adsorption

capacity. We saw that with increased temperature and concentration of KOH, there was an increase

in mass loss. The reaction of the base with the biochar leads to increased porosity, therefore we

can theorize that the increased wt % lost correlates with an increase in porosity/ surface area. The

MB adsorption capacity was found for each of the activation treatments. As shown in Figure 5.13

and Table 5.2, the highest adsorption capacity, 0.0475 mg/mg, was obtained by the 10% KOH

O2 plasma treatment at 300 °C for 5 minutes, supporting the theory that increasing temperature

and KOH concentration lead to more surface area. There is a risk of over etching the biochar

and causing the internal pore structure to collapse. To combat this, we investigated increasing the

plasma treatment time using a lower concentration KOH sample. Increasing the treatment time

from 5 to 10 minutes saw an increase in adsorption capacity, although it still was not as high as the

10% KOH sample.
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Figure 5.13 Average adsorption capacity of oxygen plasma treated biochar samples for 5 minutes.
Dashed line represents the adsorption capacity of the untreated biochar (n=3).

Table 5.2 Calculated average adsorption capacities for oxygen + KOH activated biochar samples
(n=3).

Biochar sample Adsorption capacity (mg/mg)

Untreated 0.0020 ± 0.0008

0.01% KOH + O2 at 200 °C for 5 min 0.0028 ± 0.0015

0.01% KOH + O2 at 200 °C for 5 min 0.0251 ± 0.0064

1% KOH + O2 at 200 °C for 5 min 0.0032 ± 0.0007

1% KOH + O2 at 300 °C for 5 min 0.0246 ± 0.0015

1% KOH + O2 at 300 °C for 10 min 0.0311 ± 0.0012

10% KOH + O2 at 200 °C for 5 min 0.0274 ± 0.0058

10% KOH + O2 at 300 °C for 5 min 0.0460 ± 0.0080
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UV-vis was performed for samples using unreactive Ar plasma to determine whether the

reactivity of the O2 plasma was essential for activation. The spectra in Figure 5.14 shows that

treatment of 10% KOH soaked biochar with Ar-plasma at 300 °C for an hour did not improve

adsorption to the extent that O2 plasma did. Thus, the reactivity in O2 plasma plays a larger role in

activation besides etching.

Figure 5.14 UV-vis spectra of biochar treated with argon plasma vs oxygen plasma.

Overall, biochar activation by O2 plasma treatment combined with 10% KOH at 300 °C

yielded the maximum adsorption capacity of MB at 0.460± 0.008 mg/mg. Other calculated average

adsorption capacities are given in Table 5.3.
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Table 5.3 Average adsorption capacity values for plasma activated biochar (n=3). (∗) denotes single
trials.

Biochar sample Adsorption capacity (mg/mg)

Untreated 0.0020 ± 0.0008

O2 0.0030 ± 0.0019

300 °C 0.0133 ± 0.0014

0.01% KOH + O2 at 200 °C for 5 min 0.0028 ± 0.0015

0.01% KOH + O2 at 200 °C for 5 min 0.0251 ± 0.0064

1% KOH + O2 at 200 °C for 5 min 0.0032 ± 0.0007

1% KOH + O2 at 300 °C for 5 min 0.0246 ± 0.0015

1% KOH + O2 at 300 °C for 10 min 0.0311 ± 0.0012

10% KOH + O2 at 200 °C for 5 min 0.0274 ± 0.0058

10% KOH + O2 at 260 °C for 5 min 0.0408 ∗

10% KOH + O2 at 300 °C for 5 min 0.0460 ± 0.0080

30% KOH + O2 at 300 °C for 5 min 0.0432 ± 0.0014

50% KOH + O2 at 200 °C for 5 min 0.0322 ± 0.0030

50% KOH + O2 at 300 °C for 5 min 0.0349 ± 0.0013

5.6.3 Adsorption Kinetics

Adsorption of dyes on biochar may include chemical adsorption. To investigate the ad-

sorption mechanism, the adsorption kinetics of MB onto biochar that was not plasma treated was

analyzed by using pseudo-first and pseudo-second order kinetic models. The pseudo-first-order
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equation can be written in the form:

log(𝑞𝑒 − 𝑞𝑡) = log(𝑞𝑒) −
𝑘1

2.303
𝑡 (5.3)

where 𝑞𝑒 represents the amount of adsorption (mg/g) at equilibrium, 𝑘1 is the rate constant of the

pseudo-first-order equation, and qt is the amount of adsorption (mg/g) at t, time (min) [115]. The

rate constant, 𝑘1, can be calculated by plotting log(𝑞𝑒 − 𝑞𝑡) versus t (Figure 5.15) [115].

The pseudo-second-order kinetic equation is shown below:

𝑡

𝑞𝑡
=

1
𝑘2𝑞

2
𝑒

+ 1
𝑞𝑒
𝑡 (5.4)

where 𝑘2 is the pseudo-second-order rate constant. Plotting 𝑡/𝑞𝑡 versus t, a line of best fit can be

found (Figure 5.16). This straight line can then be used to calculate 𝑘2 [115]. All the calculated

kinetic values are shown in Table 5.4. The 𝑅2 value for the pseud-second-order model was 0.99,

where the 𝑅2 value for the pseudo-first-order model was only 0.96. Therefore, the adsorption

kinetics are adequately described by the pseudo-second-order model. Similar results have been

found for the adsorption of MB onto rejected tea leaves, AC, and different carbonaceous materials

[22, 115, 153].

The pseudo-second order model fit the kinetics data of MB adsorption onto biochar. This

suggests that chemisorption has a dominant role in the adsorption process [144, 153].
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Figure 5.15 Pseudo-first order kinetic model for biochar (n=3).

Figure 5.16 Pseudo-second order kinetic model for biochar (n=3).
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Table 5.4 Calculated adsorption kinetics values (n=3).

Initial concentrations (mg/L)

10.73 15.89

Soak time (min) Biochar adsorption capacity (mg/g)

5 6.567 ± 0.155 7.215 ± 0.262

30 4.548 ± 0.078 4.887 ± 0.222

60 4.973 ± 0.314 5.095 ± 0.208

180 5.202 ± 0.348 5.711 ± 0.496

210 5.268 ± 0.321 5.711 ± 0.351

Kinetic models and its parameters

Initial concentrations (mg/L) 10.73 15.89

qe,exp (mg/g) 5.268 5.711

Pseudo-first-order kinetic

qe,cal (mg/g) 0.9251 6.8818

k1 (1/min) 0.0150 0.0516

R2 0.9647 0.9839

Pseudo-second-order kinetic

qe,cal (mg/g) 5.294 5.797

k2 (g/mg min) 0.9517 0.6388

h (mg/g min) 2.190 1.538

R2 0.9993 0.9986

5.6.4 Adsorption Isotherm

The relationship between the initial concentration of MB and the adsorbed amount of MB

onto biochar are investigated. The graphs show that the adsorption of MB increases with the

increase of the equilibrium concentration of MB.
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The two isotherms tested for their ability to describe the experimental results were the

Langmuir and Freundlich adsorption isotherms [109, 148]. These models provide insight into the

mechanism of adsorption and the surface properties [109, 148].

The Langmuir isotherm is based on the assumption of monolayer adsorption onto a homo-

geneous surface with a uniform distribution of adsorption [109, 115, 148]. The Langmuir isotherm

is expressed by the following equation:

𝐶𝑒

𝑞𝑒
=

1
𝑞𝑚𝑎𝑥𝑏

+ 1
𝑞𝑚𝑎𝑥

𝐶𝑒 (5.5)

where 𝐶𝑒 is the equilibrium concentration (mg/L), 𝑞𝑒 is the adsorption capacity at equilibrium

(mg/g), b is the Langmuir constant (L/g), 𝑞𝑚𝑎𝑥 is the maximum adsorption capacity (mg/g). A

linear plot of 𝐶𝑒/𝑞𝑒 versus 𝐶𝑒 confirms the legitimacy of the Langmuir model. The adsorption

isotherm data was collected and the average concentrations and adsorption capacity were graphed,

as shown in Figure 5.17. The values for this data can be found in the appendix.

Figure 5.17 Langmuir isotherm model (n=3).
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The Freundlich isotherm is related to adsorption capacity and intensity [115]. The Fre-

undlich isotherm assumes a heterogeneous surface with a non-uniform distribution of adsorption,

and probably indicates multilayer adsorption [109, 115]. Mathematically it is characterized by the

heterogeneity factor ‘1/𝑛’, which is related to the adsorption intensity [109]. It is expressed by the

following equation:

𝑞𝑒 = 𝐾 𝑓𝐶
1/𝑛
𝑒

ln 𝑞𝑒 = ln𝐾 𝑓 +
1
𝑛

ln𝐶𝑒

(5.6)

where 𝐶𝑒 is the equilibrium concentration (mg/L), 𝑞𝑒 is the adsorption capacity at equilibrium

(mg/g), 𝐾 𝑓 is the Freundlich constant (L/mg), 1/𝑛 is the heterogeneity of the sorption sites and an

indicator of isotherm nonlinearity [153]. A plot of ln 𝑞𝑒 versus ln𝐶𝑒, gives a straight line with 𝐾 𝑓

and 1/𝑛 determined from the intercept and the slope, respectively [109, 115, 153]. The adsorption

isotherm data was collected and the average concentrations and adsorption capacity were graphed,

as shown in Figure 5.18. The values for this data can be found in the appendix.

Figure 5.18 Freundlich isotherm model (n=3).

The data was fit to the Langmuir and Freundlich isotherm adsorption models. The data
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fitting gave the regression coefficients of the Langmuir (R2 >0.949) and the Freundlich (R2>

0.9219) models indicating that the models described the adsorption process adequately. The

essential characteristics of Langmuir isotherm are expressed thought the dimensionless equilibrium

parameter R𝐿 , indicates the type of isotherm model to be favorable (0<R𝐿<1), unfavorable (R𝐿>1),

linear (R𝐿=1), or irreversible (R𝐿=0) [153]. The R𝐿 values were calculated for all concentrations

used and are shown in Table 5.5. The calculated parameters for the Freundlich isotherm model

can be found in the appendix. All R𝐿 values are between 0 and 1, indicating favorable adsorption.

This indicates that the adsorption of MB onto biochar occurred primarily by chemisorption [153].

Table 5.5 Calculated values for the different intial concentrations (n=3).

Langmuir
Slope Q𝑚𝑎𝑥 Intercept b C𝑂 R𝐿

0.0798 12.53 1.321 0.0604 10.73 0.6068
15.89 0.5102
21.56 0.4343
36.46 0.3123
83.53 0.1654

5.7 Conclusion

We have shown the feasibility of a low temperature activation of biochar using O2 plasma.

The reactivity of O2 plasma seems to play a larger role in activation than its etching ability. The

kinetic data was well fit to pseudo-second order kinetics. The 10% KOH + O2 plasma activation at

300 °C yielded the highest adsorption capacity of MB, 0.460 ± 0.008 mg/mg.
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CHAPTER 6

ADSORPTION OF PFAS ONTO PLASMA ENHANCED BIOCHAR AND AC

6.1 Introduction to PFAS

6.1.1 Definition of PFAS

Per- and poly-fluoroalkyl substances (PFAS) are a family of chemicals which are hydropho-

bic, chemically stable, and resistant to biodegradation, oxidation, and hydrolysis [36, 38–40, 214–

219]. PFAS are a subset of fluorinated substances that contain one or more C atoms on which

F atoms have replaced all the H substituents (Figure 6.1) [38]. They contain the perfluoroalkyl

moiety CnF2n+1– [36, 38, 216, 220]. The carbon chain is hydrophobic and lipophobic along with

having strong C F bonds. The carbon chain also has a carboxylic acid or sulfonic acid functional

group which is hydrophilic [40, 219].

Figure 6.1 General structure of PFAS with a perfluoroalkyl chain tail and functional group head.

These characteristics make PFAS attractive for things like surface coatings on cookware,

stain repellant carpet and fabric treatments, food contact paper, and fire-fighting foam [35, 38, 40,
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214–217, 219, 221, 222]. The extensive use of PFAS has led to environmental contamination.

The PFAS family of chemicals have been produced since the late 1940s with more than

4000 known PFASs currently on the global market [215, 218]. They can be classified into two main

categories: polymers and non-polymers [216, 220]. Polymers and non-polymers can be further

divided into subclasses, groups, and subgroups as show in Figure 6.2. Non-polymer PFAS are

the most commonly detected in the environment and in humans. They are divided into two major

subclasses: perfluoroalkyl substances and polyfluoroalkyl substances. Perfluoroalkyl substances

are made up of a perfluoroalkyl chain, meaning fluorine atoms replaced all their hydrogen atoms

(perfluoro-) [36, 38–40, 214]. Conversely, polyfluoroalkyl substances have partially saturated alkyl

chains, where fluorine has replaced all the H atoms attached to at least one, but not all, C atoms

[38, 216].

Figure 6.2 Summary of the PFAS family.

Within the subclass of perfluoroalkyl substances, the group perfluoroalkyl acids (PFAAs)

are some of the least complex but most tested for PFAS molecules [216]. PFAAs are formed
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as a result of biotic and abiotic degradation of many polyfluoroalkyl substances. Thus, PFAAs

are sometimes referred to as “terminal PFAS” because they are non-degradable under normal

environmental conditions [215, 216].

Two major subgroups of PFAAs are perfluoroalkyl carboxylic acids (PFCAs) and perfluo-

roalkane sulfonic acids (PFSAs), both of which are terminal degradation products of other polyflu-

oroalkyl. PFCAs can be generated through the transformation of fluorotelomer alcohols (FTOH).

Similarly, PFSAs are terminal degradation products of perfluoroalkyl sulfonamido ethanols (PF-

SOEs) [38, 216]. Common examples of these subgroups are Perfluorooctanoic acid (PFOA) and

perfluorooctane sulfonate (PFOS). PFCAs and PFSAs (especially PFOA and PFOS) are the most

commonly tested for in the environment [216, 217].

PFAAS can also be described as either ‘long-chain’ or ‘short-chain’. These delegations

help to categorize PFCAs and PFSAs that may behave similarly in the environment, although other

factors may affect bioaccumulation potential as well [216]. Long-chain PFAAs refer to PFCAS

with 8 or more carbons and PFSAs with 6 or more. PFCAs with seven or less carbon and PFSAs

with five or less carbons are called ‘short-chain’ [216, 220].

6.1.2 Physical and Chemical Properties of PFAS

The perfluoroalkyl moiety of PFAS (CnF2n+1) grants exceptional chemical and thermal

stability [38, 39, 214]. This is due to the C F bonds, which are considered the strongest chemical

bond in organic chemistry. The C F bonds possess a strong bonding energy up to 536 kJ/mol, which

results in PFAS having a reported half-life of > 92 years [223, 224]. Their strong C F bonds give

them a high dissociation energy and make them extremely difficult to destroy and remove [39, 214].

The F-atoms are highly electronegative making the C F bond polarized. High coulombic attraction
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due to the charge separation between C and F creates a bond that is extremely short and strong.

Additionally, the high electronegativity of F gives the bond a significant dipole moment where the

electron density is concentrated around the fluorine. This along with the mall size of the F atom

shields the carbon and enhances the chemical stability of the molecule. The low polarizability gives

the molecule hydrophobic and lipophobic properties because less susceptible to the electric fields

of other molecules. The partial charges of the C and F are attractive further enhancing the bond

strength [216]. The culmination of the unique properties of fluorine provides the perfluoroalkyl

moiety of PFAS (CnF2n+1) with enhanced properties such as: stain resistance (hydrophobic and

lipophobic), strong acidity, chemical and thermal stability, and very low reactivity) [218, 225].

PFAS are often used as surfactants. Surfactants effectively lower surface tension of a liquid,

the interfacial tension between two liquids, or between a liquid and a solid even at low concentrations

[38, 40]. The efficiency of surfactants is related to selective adsorption of the surfactant at

the interface which is a result of the amphiphilic nature of the surfactant [40]. Amphiphilic or

amphipathic refers to the surfactant structure consisting of both a “solvent-soluble” lyophilic portion

and a “solvent-insoluble” lyophobic part [40]. Conventional surfactants consist of a water-soluble

hydrophilic part and a water-insoluble hydrophobic and lipophilic part [38, 40]. The hydrophobic

part in PFAS contains fluorine which changes the properties of the surfactant resulting in the

hydrophobic part repelling water as well as oil and fat [38, 40]. This water and oil repellency has

been applied to exterior surface coatings. For example, when applied as a coating to the exterior

of a textile, the perfluorinated tail of the molecule is projecting away from the surface, which then

repels water and oil [226]. PFAS surfactants have superior aqueous surface tension, therefore,

they excel as emulsifiers, dispersants, and foaming agents [38, 40]. The extent of fluorination and

location of the F atoms affect the surface properties.
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PFAS functional groups, such as carboxylates, sulfonates, sulfates, phosphates, and amines,

control the transport properties of PFAS. Environmental transport is determined by ionic state

of the molecule, which in turn determines its charge and physiochemical properties. The ionic

state of environmental PFAS can alter its bioaccumulation potential [216]. Under appropriate pH

conditions, functional groups of certain PFAS can dissociate into cations and anions in aqueous

environments [216]. For example, PFOA has a low acid dissociation constant and dissociates into

a perfluorooctanoate anion and hydrogen ion in water over a broad range of pH. PFAS can form

cations, anions, or zwitterions. Therefore, PFAS may also be classified based on their functional

groups [216, 227].

The polarity of PFAS can be exploited by creating electropositive functional groups on the

biochar surface to promote electrostatic interaction between the biochar and PFAS. Many methods

have been employed to remove them, the most utilized being activated carbon.

6.1.3 Synthesis of PFAS

PFAS is produced through two main manufacturing processes: electrochemical fluorination

and telomerization [38].

During electrochemical fluorination, all the H atoms are replaced by F as a result of

electrolysis of an organic precursor material in anhydrous HF [38]. A mixture of linear and

branched perfluorinated isomers are produced, along with homologues of the starting material

[228]. Typically, carbons in linear isomers are bonded to only 1 or 2 more C atoms, whereas

carbons in branched isomers are bonded to many more [38, 226]. PFOA and PFOS are synthesized

with a ratio of 7:3 or 8:2 linear to branched perfluorinated C chains, respectively [38].

The telomerization process creates perfluoroalkyl iodides with longer chains, called telom-
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ere A. This happens through a reaction of perfluoroalkyl iodides and telofluoroethylene. Telomere A

is further reacted with ethylene to produce telomere B, and both are used to produce fluorotelomer-

based products. Telomerization primarily produces linear PFAS and materials for the manufacturing

of surfactants, food contact packaging, and textile treatments [226].

6.1.4 Products and Uses

PFAS have been produced and used in a broad range of consumer products and applications

since the 1940s [215, 218, 220, 223, 225, 226]. Currently, more than 4700 compounds have been

classified as PFAS that are distributed on the global market [215, 218, 220, 223]. The remarkable

characteristics of PFAS, due to its C F bonds, have enabled a wide variety of uses in manufactured

products designed to resist heat, stains, grease, water and friction [223, 229]. Some applications

of PFAS include food packaging (heat and grease resistance), stain resistant fabrics, waterproof

clothing, non-stick cookware, and fire-fighting foam [38, 40, 220, 223, 225, 226, 229].

6.1.5 Effects of PFAS in the Human Body

Paustenbach et al. 2007, conducted a retrospective exposure assessment for a population

of ∼50,000 people who resided near a facility where PFOA was used [230]. They used historical

records of the facility emissions from 1951-2003 as the basis for the estimates of potential PFOA

intake. The study estimated 1.7 million pounds of PFOA were released during this time. They

analyzed numerous environmental concentrations and found that the primary exposure pathway was

through drinking water [230]. The high mobility of PFAS and its disposal leads to the transport and

proliferation through the environment, including, landfill leachate, surface water, groundwater, soil,
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fresh water, marine water, and dust particle [224, 230]. Its widespread presence and persistence

allows for the bioaccumulation of PFAS within organisms and humans [224].

Studies by Giesy and Kannan and Hansen et al. (2001) revealed the presence of PFOS

and other PFAS species in human blood samples purchased from biological supply companies

[38, 231, 232]. This study suggested that PFAS were responsible for a significant portion of the

organic F detected in human serum in previous studies of people not occupationally exposed to

PFAS [38, 231].

Extensive use and persistence of PFAS has led to accumulation in the environment. Ev-

idence linked chronic exposure of PFAS in rats multiple health effects such as neurotoxicity,

immunotoxicity, liver, pancreatic, and testicular tumors [224, 226, 233]. However, data is limited

on the effects for acute toxicity in humans.

The concentrations of PFAS in wastewater treatment plants varies by compound. Phong

Vo et al. 2020, conducted a comprehensive review of which PFAS compounds appear in highest

concentration in wastewater treatment plants in various countries [223]. Figure 6.3 depicts the

influent and effluent concentrations (ng/L) found in these wastewater treatment plants. The PFAS

concentrations range from 0.02 to 106 ng/L [223]. The concentration of short chain PFAS was

at least 50-fold larger than that of long chain PFAS in all instances. wastewater treatment plants

receive influent streams from landfill leachate that is discharged to sewer infrastructure [234]. Some

PFAS, such as PFOA and PFOS, may be resistant to wastewater treatment. Precursor compounds

can transform during biological treatment resulting in effluent concentrations exceeding influent

levels [234]. Long-chain PFAS can break down and degrade into short-chain PFAAs (C4-C7).

These short-chain PFAS are predominant in leachates because they are highly soluble and mobile

in water and soil [224, 234, 235]. They are also extremely persistent due to being final degradation
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products. This high mobility results in a fast distribution to water sources, and ultimately drinking

water [235]. A deficit in appropriate water treatment technologies for short-chain PFAS results in

a constant background concentration in the environment and exposure [235].

Figure 6.3 The Influent and effluent concentrations (ng/L) of selected PFAS compounds in wastew-
ater treatment plants [223]. © Copyright 2020 Elsevier.

There are two species of PFAS that are most investigated: PFOA (perfluorooctanoic acid)

and PFOS (perfluorooctanesulfonic acid) (Figure 6.4) [236]. These species are found in human
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milk and dust, leading to direct exposure of newborns and toddlers [233]. Johansson et al. had

previously reported that PFOA and PFOS can cause neuro-behavioral defects and changes in the

cholinergic system of adult mice [233]. When PFOA and PFOS were directly given to neonatal

mice, they found that a single oral dose of 21 𝜇mol PFOA or PFOS/kg body weight significantly

increased the level of important proteins for normal brain development which could be a mechanism

of behavioral defects [233].

Figure 6.4 Chemical structure of PFOA and PFOS.

Dietary intake is theorized to be the main route of exposure to PFOA and PFOS [236]. In

humans, they do not usually accumulate in lipids, but in blood [236]. Concentrations of several

PFAS in human blood have been measured from multiple countries [236]. It is unknown whether

the route of exposure to these compounds plays an important part in their toxicity [236]. Recent

studies have shown that the indoor environment (dust, coated food contact materials, impregnation

sprays, and carpet treatments) along with the intake of contaminated foods and drinking water, may

be an important contributor to chronic human exposure [236].
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The existence of PFAS, like PFOA and PFOS, in the environment stems from the industrial

and commercial use and disposal of these substances and products that contain them [38, 237, 238].

6.1.6 PFAS Regulations

Lilienthal et al. looked into the detection of PFAS in drinking water and the regulations

implemented in various countries [219]. PFOA and PFOS were focused on due to their wide-spread

past use. Numerous institutions revised regulations or decreased the maximum recommended

maximum concentrations in drinking water and food [219]. The U.S. Environmental Protection

Agency (EPA) issued a water health advisory for PFOA and PFOS [239]. Health advisories are

not regulated or enforced. Instead, they provide technical information to state governments and

public health officials so that they may be informed about the health effects, current treatments, and

analysis methods [239]. The EPA instituted a health advisory level of PFOA and PFOS at 70 parts

per trillion in drinking water [239].

Perfluoroalkyl acids (PFAA), such as perfluoroalkyl carboxylic and sulfonic acids, are

another species of PFAS that have been increasingly detected in U.S. drinking water [240]. In

the environment PFAA are biologically stable and exist primarily as anions [240]. A study by

Inyang and Dickenson looked at the use of carbon adsorbents to remove PFAA from potable reuse

systems [240]. They used granular activated carbon in their study. They found that PFAA removal

was influenced by the alkyl chain length, functional groups, and solution chemistry [240]. The

adsorption of PFOS on activated carbon was found to increase with increasing alkyl chain length,

with a removal of 182 mg g−1 [240].

Although, PFAS have been produced since the 1940s, they did not garner large scale

attention until the early 2000s [226]. Previously, companies had conducted evaluations of potential
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health effects, but there were in the form of internal reports and not published [226]. The possible

risks PFAS continued to be broadly unrecognized until research efforts documented two groups

of long-chain PFASs to be present worldwide in the environment and in human blood serum

[226, 235, 241].

The 3M Company was a major producer of PFAS starting in 1949, with a total production

estimated at approximately 96,000 metric tons of PFAS between the years 1907 and 2002 [226].

The EPA worked with 3M to voluntarily phased out the production and use of PFOS and related

compounds between 2000 and 2002 [226, 229]. However, to meet market demands, other companies

began producing an estimated 1000 metric tons per year starting in 2002 [226, 229]. The U.S.

began to restrict the production and use of PFAS. In 2006, the EPA worked with 8 major chemical

companies in the U.S. that joined the 2010/2015 PFOA Stewardship Program to reduce emissions

and stop production of long-chain PFAAs by 2015 [226, 229].

PFOS, its derivatives, and perfluorooctane sulfonyl fluoride (PFOSF) were added to Annex B

of the Stockholm Convention on Persistent Organic Chemicals in 2009, which restricts production

and use to a few particular applications [224, 226]. Consequently, multiple PFAS are being

evaluated for listing and both PFOS and PFOA are banned or being phased out in many countries

[224, 226]. Concerns about PFAS toxicity have led to strict regulation, however, a lack of detailed

information and understanding of their environmental impact have resulted in differing guidelines

between countries [224].

In 2016, the U.S. Environmental Protection Agency established a health advisory level of

0.07 𝜇g/L for the combined concentration of PFOS and PFOA in drinking water [239, 242, 243].

Many states have set drinking water standards for PFOS, PFOA, or both, but the uncertainty in the

understanding of health protective levels has led to a wide range of variability in state standards
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that can be greater or less than the EPA advisory level [229].

6.1.7 Adsorption by AC

Adsorption using anion exchange resins and AC has been a key technologies for PFAS

remediation [223]. The mechanisms for PFAS adsorption are complex and co-contaminants such

as anions and organics compromise the performance of these adsorbents. Consequently, strategies

have been developed to modify adsorbents to increase PFAS adsorption capacity based on the

affinity and porosity of adsorbent [223].

Adsorption on AC is the most commonly applied treatment for PFOA and PFOS removal

from water [244]. However, variations in performance among AC types highlights the need for a

better understanding of structure-property correlations in order to modify AC for selective PFAS

adsorption [244].

Adsorbents adsorb PFAS via hydrophobicity, ligand exchange, electrostatic interaction,

formation of hydrogen bond, and the nature of PFAS [223]. Electrostatic interaction and the

hydrophobic effect are considered to be two main driving forces for adsorption of PFOA and PFOS

on AC [223, 244]. PFOA and PFOA have low pKa values and thus, primarily exist as anions in

environmentally relevant scenarios (pH of 5–8) [216, 244, 245]. As discussed in a previous section,

PFOA dissociates into an anion and hydrogen ion in water [216]. With low pKa values, it is to

be expected that they fully dissociate in water and the electrostatic interaction between the anionic

head group and charged surface groups of AC influence their adsorption [244]. Hydrophobicity

also plays a role in PFOA and PFOS adsorption, although it is more pronounced with the longer

chained PFOS [244]. The surface chemistry of AC is crucial to determining the adsorption affinity

of PFOA and PFOS [223, 244, 245].
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PFAS adsorption also relies on the pore size distribution. The pore size range of 1-2 nm

has been correlated with efficient PFAS adsorption. Conversely, pores smaller than 1 nm do not

show such a correlation [223, 246].

Zhi and Liu, 2015, found that sorbent surface chemistry overwhelmed physical properties in

controlling the extent of uptake [245]. Carbon surface basicity showed the strongest positive effect

on affinity of PFOA and PFOS, suggesting high anion exchange capacity/anion exchange sites were

important for PFOS and PFOA uptake [223, 245]. However, carbon polarity had an insignificant

impact on adsorption [245].

PFAS is present in water and wastewater matrix together with various minerals, humic acid,

and dissolved organic matter [223]. These other molecules interfere with PFAS adsorption by

dominating the adsorption sites and create a negative charge on the adsorbent surface. Figure 6.5

shows the mechanism of competitive adsorption of long-chain, short-chain PFAS, and organic

matter. The negative charge initiates electrostatic repulsion with the anion head of PFAS and the

adsorbent [223]. Organic matter may also attract the hydrophobic tail of long-chain PFAS. These

hydrophobic interactions may enable long-chain PFAS adsorption due to the charged head being

far enough away from the negatively charged surface [223, 247]. Due to stronger hydrophobic

interactions, PFOA and PFOS have been shown to have higher sorption than short-chain PFAS

[240, 247].

Short-chain and long-chain PFAS are adsorbed in different ways, due to their structure and

hydrophobicity [223, 248]. Short-chain PFAS tend to be adsorbed less because they are more

hydrophilic than long-chain PFAS [223, 247]. The steric hinderance of the sulfonate group in

PFSAs compared to the carboxyl group in PFCAs results in slower and less adsorption [223, 249].

Increasing PFAS concentration may cause the long-chain PFAS to block the pores on the AC,
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Figure 6.5 Mechanism of competitive adsorption of long chain, short chain PFAS and organic
matter (OM) [223].

preventing adsorption and diffusion of other PFAS [223, 247, 248]. The long-chain PFAS can

also desorb short-chain PFAS by replacing the adsorption site [223, 248, 249]. This desorption

and their hydrophilic character results in the deteriorating removal efficiency of short-chain PFAS

overtime [249]. AC has been shown to efficiently adsorb long-chain PFAS but are not selective for

short-chain PFAS.

Yu et al. 2009, investigated the adsorption kinetics of PFOS and PFOA onto AC. They

found that the sorption kinetics of PFOS and PFOA on granular activated carbon (GAC) in the

initial stage followed an intraparticle diffusion-controlled adsorption, except the sorption of PFOA

on the GAC at pH 3 [128]. Solution pH 3 is very close to the pKa of PFOA, therefore some

PFOA may exist in the form of neutral molecules, but all PFOS molecules are still in anionic form

because of its negative pKa (-3.27) [128]. This resulted in enhanced adsorption of PFOS at pH
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3 due to increased protonated groups on the GAC [128]. The adsorption of PFOA was expected

to decrease at pH 3 given that there was decreased anionic PFOA. However, there was actually

increased PFOA adsorption from pH 7 to pH 3, indicating that hydrophobic interactions must play

a role in the sorption at pH 3 [128]. Concurrently, hydrophobic neutral PFOA may adsorb on

the adsorbent via hydrophobic interactions, while anionic PFOA is adsorbed through electrostatic

interactions [128]. Comparing the adsorption of PFOS and PFOA on anion-exchange resin, GAC,

and powdered activated carbon (PAC), it was found that PAC was the best for adsorption of PFOS.

The adsorption of PFOA was high onto PAC compared to GAC. The sorption kinetics revealed that

the sorption of PFOS and PFOA onto GAC and anion-exchange resin was extremely slow, with

sorption equilibrium achieved after at least 168 h [128]. Conversely, the sorption equilibrium for

PAC was only 4 h showing that adsorbent size affected the sorption velocity [128].

6.1.8 Adsorption by Biochar

One of the chemicals in this group is perfluorooctane sulfonate (PFOS). PFOS is a persistent

organic pollutant used in metal plating processes and fire-fighting foam [250]. There is a need to

develop an efficient and cost-effective way to not only remove PFOS from the water, but also to

dispose of it. Guo et al. 2017 researched how the pyrolytic temperature affected the adsorption

of PFOS on biochar. Results showed that a high temperature increased the surface area, fine-pore

structures, and the aromaticity of the biochar [250].

Guo et al. studied the adsorption of PFOS in DI water by corn biochar that was pyrolyzed

under different temperatures [250]. They found that the difference in adsorption of aromatic

contaminants relied heavily on the structure and the functional groups of the biochar [250]. It

was found in SEM images that as the pyrolysis temperature increased, the surface of the biochar
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became smoother. The ash content also increased with temperature. It was seen that at 250 °C,

OH, aliphatic C O, and ester C O groups were removed from the surface of the biochar [250].

As the temperature increased, surface area increased because of the complete removal of aliphatic

alkyl and ester C O groups that were shielding the aromatic core [250]. At the highest temperature

in the study, 700 °C, phenolic-OH linked to the aromatic cores were removed [250]. The results

showed a large surface area at 297.58 m2/g with the indication of fine pore structures [250]. The

study determined that biochar had a higher capacity for PFOS adsorption as pyrolytic temperature

increased, possibly due to more aromatic groups in the biochar [250]. The pseudo-second order

adsorption model was again shown to describe the adsorption process on biochar. It was speculated

that PFOS was adsorbed via hydrophobic interactions [250].

The paper also investigated the effects of pH on the adsorption. The pH of the PFOS solution

was increased from 3.0 to 10, resulting in a decrease in the amount of PFOS adsorbed by biochar

[250]. PFOS is negatively charged at a pH above 3.0, whereas the biochar was positively charged,

suggesting a strong electrostatic interaction occurred between PFOS and the biochar which resulted

in a high adsorption rate [250].

6.2 Materials and Methods

6.2.1 Plasma System and Process

Commercial activated carbon purchased from Oxbow Activated Carbon was used in this

study. The chemically activated carbon was further treated through plasma generated by a capac-

itively coupled dielectric barrier discharge. A quartz tube connected to a mechanical pump was

used as a vacuum chamber. A pair of copper electrodes were attached to the outside of the tube to

generate plasma. One of the electrodes was connected to a radio frequency (RF) power generator
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(Kurt J. Lesker, Radio Frequency Power Supply R301) while the other electrode was grounded. The

operation frequency was set at 13.56 MHz. Before the plasma was generated, the quartz tube was

pumped down to < 1×10−2 Torr and purged with the process gas to prevent cross-contamination.

6.2.2 Plasma Activation Process

For plasma activation of the biochar and AC, ∼0.05 g of carbon powder was thinly spread

ceramic plate. The ceramic plate was placed inside the tube between the two copper electrodes.

The system was sealed and pumped down to low pressure. The tube was then filled with the process

gas. The plasma pressure was kept constant for each treatment at 2 Torr (measured by a vacuum

meter, Kurt J. Lesker). The RF power of the plasma was fixed at 75 W and adjusted to reach a

zero-watt reflection power through all experiments. This process was repeated 5x for each test in

order to reach a final mass of 0.250 g of treated AC. The plasma gas and treatment times were

varied. The gases used were: 10% O2–90% Ar mixture, H2, N2, and CH4. The plasma treatment

times for each gas were: 1 min, 2 min, 3 min, 4 min, 5 min, and 6 min.

6.2.3 PFOA Preparation and LC-MS/MS Measurement

Batch adsorption tests were performed at room temperature. The experiments were used

to examine the effects of plasma treatment parameters on MB adsorption by AC. The experiments

were conducted on samples of AC treated with different plasma gases (O2, H2, N2, and CH4) and

treatment times (1, 2, 3, 4, 5, and 6 min).

Perfluorooctanoic acid (PFOA, > 97%) was purchased from Sigma Aldrich. A 2 ppb PFOA

stock solution was prepared with HPLC water. A sample of the stock solution before the addition of

biochar was taken as a control. Then 5 mg of biochar/AC was added to 20 mL of the PFOA solution
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in a 50 mL polypropylene centrifuge tube. The sample was left to soak at room temperature for 20

minutes. After 20 minutes the sample was extracted. A labeled standard (13C8-PFOA) was then

added to the final samples. The PFOA concentrations were determined using LC-MS/MS. The

adsorbed amount of PFOA by the biochar was calculated as the difference between the initial and

final PFOA solution concentrations.

The adsorption capacity, 𝑞𝑡 (𝜇g/mg), of biochar to adsorb PFOA was calculated using the

following equation:

𝑞𝑡 =
𝑉 (𝐶0 − 𝐶𝑡)

𝑤
(6.1)

where𝐶0 (𝜇g/L) is the liquid-phase initial concentration of PFOA, and𝐶𝑡 (𝜇g/L) is the concentration

of PFOA after treatment. The mass of dry biochar is represented by w (mg), and V (L) is the volume

of PFOA solution.

6.2.4 LC-MS/MS

The concentration of PFOA was measured with liquid chromatography (Waters Acquity

I-class Plus UPLC) coupled with a Waters TQ-XS mass spectrometer. The PFOA separation was

performed on an Acquity UPLC BEH C18 (2.1 × 50 mm, 1.7 𝜇m) column. 10 mM ammonium

acetate in water (A) and acetonitrile (B) (A:B= 99:1) were used for the mobile phase. Negative ESI

multiple reaction monitoring (MRM) mode was used by the TQ-XS mass spectrometer operated in

negative ESI multiple reaction monitoring (MRM) mode. The parameters used for quantification

of PFOA were precursor mass m/z of 413, daughter ion mass m/z of 369, dwell time of 163 ms,

cone voltage of 20 V, and collision energy of 10 V. The gradient elution was: 0 min (A=99%,

B=1%), then ramp to (A=1%, B= 99%) at 4 min, next ramp to (A=99%, B=1%) at 5 min and kept
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until 7 min. An internal standard 13C8 PFOA was used for mass loss correction (precursor mass

m/z of 421, daughter ion mass m/z of 376). The desolvation temperature, desolvation gas flow, and

ion spray voltage were maintained at 400 °C, 800 L/h, and 1000 V, respectively. The cone gas flow

was 150 L/h and the nebulizer gas flow was 7 psi.

For the quality assurance, isotope dilution analyte carbon-13 labeled analog was used for

correction for analytical bias. C-13 PFOA was spiked into the samples at the time of extraction.

6.3 Results and Discussion

6.3.1 PFOA Adsorption on AC

We theorized that electropositive or neutral gas discharges would create an adsorbent

surface more suitable to PFOA adsorption than electronegative O2 plasma. This is because PFOA

dissociates into an perfluorooctanoate anion and hydrogen ion in water [216, 244, 245]. Its pKa

value has been reports as > 4, and thus will exist in aqueous solutions at neutral pH (7) almost

entirely as the dissociated acid [216]. When the pH of a solution and the pKa are equal, half of the

PFAS molecules will be dissociated, therefore, it is assumed for our experiment of PFOA in HPLC

water with a pH 7 that PFOA will exist primarily in its anionic form [216, 244, 245]. It is important

to note that pKa, unlike pH, is unaffected by concentration. Because anionic and undissociated

PFOA differ in physical and chemical properties, it is essential to distinguish between forms and

select an appropriate adsorbent [216].

Surface chemistry has been found to have a greater influence on adsorption of PFOS and

PFOA compared to physical properties [245]. Adsorption of organic compounds by AC is controlled

by physical and chemical interactions. Physical interactions include size exclusion and porosity,

specifically microporosity effects [251]. Chemical interactions encompass the chemical nature
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of the AC surface, adsorbate, and the solvent. Hydrophobic interactions are important for the

compatibility between the adsorbate and solvent, as well as, adsorption by dispersive forces [251].

The adsorbate can specifically interact with the AC surface through functional groups and unpaired

electrons. Surface chemistry has been found to have a greater influence on adsorption of PFOS and

PFOA compared to physical properties [245, 251].

The effects on adsorption capacity of PFOA on AC with different plasma gases was in-

vestigated and compared. The adsorption capacities of the plasma treated samples increased the

adsorption capacity with time in all samples but the oxygen sample. It should be noted that a

base-line adsorption capacity for AC (R003) was not accurately deduced due to concentrations of

PFOA increasing past stock solution concentrations.

Within the first two minutes of plasma treatment, adsorption capacity increased for all

samples as shown in Figure 6.6. There was no significant difference between the samples. After 2

minutes of plasma treatment the upward trend continued for H2, N2, and CH4 adsorption capacities,

but significantly decreased for O2 (see Figure 6.7). The calculated adsorption capacities are

reported in the appendix. The best adsorption capacities for the H2, N2, and CH4 plasma treated

AC samples were after 4 minutes of treatment. The values are given in Table 6.1. Conversely,

4 minutes of treatment with O2 plasma produced the worst adsorption capacity for that sample

group. This may be due to new generation of oxygen functional groups on the surface leading to

a more negative surface charge. Because PFOA is almost completely dissociated, the like charges

of the perfluorooctanoate anion and the negative oxygen groups will repel each other, leading to

decreased adsorption on the O2 treated AC.

The maximum adsorption capacity was found for the H2 treated AC as shown in Figure 6.7.

Although no significant difference was seen between H2, N2, and CH4. H2 is a strong reducing
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Figure 6.6 Average adsorption capacity for PFOA onto plasma treated AC at 1 and 2 minutes (n=3).

Figure 6.7 Average adsorption capacity of PFOA on plasma treated AC at 4 min (n=3).
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Table 6.1 Average adsorption capacity of PFOA onto AC treated with various plasmas for 4 minutes
(n=3).

Plasma treatment Adsorption capacity (𝜇g/mg)

O2 0.0092 ± 0.003

CH4 0.0250 ± 0.001

H2 0.0263 ± 0.0002

N2 0.0254 ± 0.0006

agent, giving the surface more electrons and reducing oxides. H2 plasmas have been shown to

remove surface contaminants for carbon material surfaces [252]. Highly energetic ions may etch

the carbon. Along with etching, H2 plasma has been used to dope graphene and enhance electrical

conductivity.

Adsorption capacity decreased after 4 minutes. Figure 6.8 depicts the average adsorption

capacities after 6 minutes of treatment, the values of which are found in the appendix. The decrease

in adsorption capacity for CH4, N2, and H2 as well as the slight increase in O2 may be attributed to

over etching. For O2 over estching of the surface may result in less oxygen functional groups on the

surface and thus, less negative charge. In all samples over etching would also lead to a destruction

of internal pore structure. More work would need to be done to visualize structure changes and

evaluate pore volume.
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Figure 6.8 Average adsorption capacity of PFOA on plasma treated AC at 6 min (n=3).

6.3.2 Zeta Potential of AC

Zeta potential measurements were performed on the O2, H2, N2, and CH4 plasma-treated

AC samples as well as the non-plasma treated AC sample. Figure 6.9 shows the average zeta

potentials between each sample. The O2 plasma-treated AC has the most negative zeta potential

compared to the other plasma-treated AC samples and the non-plasma treated AC sample. The

zeta potential of the O2 plasma-treated AC is measured at -63 mV around 4 minutes. H2, CH4, and

N2 were much more positive than the O2 sample. It can be seen that the oxygen sample reached a

minimum for zeta potential at 4 minutes which coincides with its lower adsorption capacity. The

three other samples had average zeta potentials ∼-35 mV with around 4 minutes of treatment.

Surface basicity has been shown to enhance PFOA adsorption on GAC [245, 251]. Zeta

potential. The enhanced adsorption of PFOA onto H2 plasma treated AC may be due to a combi-

nation of increased positive surface charge and removal of contaminants by etching. Conversely,

the negative surface charge of the oxygen treated AC hindered the adsorption of PFOA.
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Figure 6.9 Average zeta potential of plasma treated AC at 1, 2, 4, and 6 minutes (n=3).

The overall results suggest that the AC as received had some type of contamination that

interfered with the adsorption of PFOA. Heating in vacuum was able to remove this contamination,

but high temperature and extended time was required. The addition of plasma treatment provided

localized heating at atomic scale and efficiently further remove contamination. The increased

adsorption capacity arises from the already present pore structure and the more positive surface

charge.

6.3.3 PFOA Adsorption on Biochar

As a green alternative to AC, biochar should be able to adequately adsorb a wide range of

chemicals. Using the same general procedure as for AC, we investigated the adsorption capacity

of PFOA onto biochar. The biochar sample chosen was the most efficient at adsorption of MB in

the previous chapter, 10% KOH at 300 °C treated with O2 plasma for 5 minutes. We compared

the adsorption capacity to that of raw biochar (NREL) and the industry favored AC Calgon F400.

Shown in Figure 6.10 are the results. The plasma activation process significantly enhanced the
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adsorption of PFOA onto biochar compared to raw biochar. However, the adsorption capacity was

still significantly less than that of F400. The average adsorption values are given in Table 6.2.

Figure 6.10 Average adsorption capacities of PFOA onto raw biochar (NREL), commercial AC
(F400), and plasma activated biochar (10% KOH) (n=3).

Table 6.2 Average adsorption capacity for PFOA onto raw biochar (NREL), commercial AC (F400),
and plasma activated biochar (10% KOH) (n=3).

Sample Average Adsorption capacity (𝜇g/mg)

NREL 0.0017 ± 0.0019

F400 0.2992 ± 0.0114

10% KOH 0.0656 ± 0.0044

FTIR spectra of AC (R003) was compared to that of R003 soaked for 30 minutes in a 20

mg/L MB solution and on R003 soaked for 30 minutes in a 2 ppb PFOA solution Figure 6.11. Peaks

at 2908 and 2888 cm−1 appear after adsorption of both MB and PFOA. This peak is indicative

of aliphatic C H stretching. The peak at 2360 cm−1 becomes more prominent which may be

attributed to C O stretching and the presence of ketones, carboxylic acids, aldehydes, or esters.
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After adsorption peaks at 1387 and 1156 cm−1 appear for both soaking samples which represent

acyl and phenyl C O. There were also peak increases at 1570 and 1251 cm−1. The peak at 1570

cm−1 indicates C C stretching of aromatic compounds. The peak at 1251 cm−1 occurs due to C H

stretching and OH deformation of COOH along with C O stretching characteristic of C O C in

cellulose.

Figure 6.11 FTIR spectrum of plain AC (R003), AC soaked in PFOA, and AC soaked in MB.

Chemical reactivity of surface functional groups plays a role in the adsorption capacity

of AC. Identifying functional groups gives insight to the adsorption capacity and the influence of

plasma treatment on the AC surface. FTIR spectra were generated for the characterization of AC

surface groups. The assignment of observed bands in Figure 6.12 are shown in Table 6.3. These
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bands were determined referencing papers studying the FTIR spectra of activated carbons having

similar or the same wavelengths.

Figure 6.12 FTIR data for non-plasma treated and plasma treated AC.

FTIR was performed on each of the best samples from each group. The non-plasma treated

AC had peaks at 3454 cm−1, 2327 cm−1, 1592 cm−1, 1251 cm−1, and 886.1 cm−1. The AC that

underwent O2 plasma activation for 4 minutes had peaks at 3433 cm−1, 2313 cm−1, 1750 cm−1,

1586 cm−1, 1244 cm−1, 891.9 cm−1, and 828.3 cm−1. The AC that underwent N2 plasma activation

for 4 minutes had peaks at 3433 cm−1, 1586 cm−1, 1245 cm−1, 883.2 cm−1, and 814.8 cm−1. The

AC that underwent H2 plasma activation for 4 minutes had peaks at 3434 cm−1, 2322 cm−1, 1586

cm−1, 1249 cm−1, 885.2 cm−1, and 837.9 cm−1. The AC that underwent CH4 plasma activation for
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Table 6.3 The assignment of FTIR vibrations found in Figure 6.12.

Peak (cm−1) Surface group Assignment Plasma
treatment Reference

3500–3400 O H O H stretching, presence of
hydrogen bonds O2, N2, H2, CH4 [15, 19]

2920–2850 C H C H stretching CH4 [16, 19, 20]

∼ 2300 C O C O stretching, ketones O2, H2, CH4 [15, 17–20]

1770–1700 C O
C O stretching, ketones,
carboxylic acid, aldehydes, or
esters

O2 [15, 17–20]

1640–1550 N H N H stretching in amides N2 [18]

1600–1475 C C C C stretching of aromatic
compounds O2, N2, H2, CH4 [16, 21]

∼1240

C H stretching and OH
deformation of COOH
and C O stretching of C O C
in cellulose and hemicellulose

O2, N2, H2, CH4 [17, 18]

900–700 Aromatic
compound Aromatic stretching O2, N2, H2, CH4 [18, 21]

4 minutes had peaks at 3440 cm−1, 2926 cm−1, 2355 cm−1, 1585 cm−1, 1245 cm−1, 877.5 cm−1,

and 823.5 cm−1.

The FTIR spectra for plasma treated AC and non-plasma treated AC are presented in

Figure 6.12. Each individual spectrum had its baseline subtracted to find the peak heights. The

similarities between the spectra suggest that the plasma-treated AC possessed similar surface

functional groups regardless of the gas used [26]. Each spectrum shows a peak between 3500–3400

cm−1 indicative of OH stretching, which presents possible hydrogen bonding sites [15–19]. The

4-minute O2 treated AC has the highest measured absorbance for this OH stretching peak, while the
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non-plasma treated AC (R003) had the lowest. That the peak is more prominent in the 4 minute O2

treated sample suggests the presence of more OH groups from increased carboxylic groups on the

surface [26]. The peak at ∼2920 cm−1 is indicative of aliphatic C H stretching RN16,RN19,RN20.

The peak at 2300 cm−1 indicates the C O stretching of a ketone. Peaks between 1770–1700

cm−1 also indicates C O stretching and is indicative of the presence of ketones, carboxylic acid,

aldehydes, or esters [15, 17–20]. The peak between 1600-1475 cm−1 signifies C C stretching of

aromatic compounds [16, 21]. The spectra for the 4-minute O2 had the highest absorbance with

R003 having the lowest. The peak around 1240 cm−1 occurs because there was C H stretching

and OH deformation of COOH along with C O stretching characteristic of C O C in cellulose

and hemicelluloses [17, 18]. The 4-minute oxygen treatment has the greatest absorbance and the

R003 has the lowest. Peaks between 900–700 cm−1 indicate aromatic stretching and the presence

of aromatic compounds [18, 20]. O2 has the largest absorbance, R003 has the lowest, and CH4 is

very close. Overall, the plasma treatment can add a variety of functional groups to the surface of

AC. There were more hydrogen bonding sites present, as depicted by the increase in the absorbance

for the peak between 3500–3400 cm−1. There was also a marked increase in the C H bonds, along

with C O, C C, and ketones after the AC underwent plasma treatment.

6.4 Conclusion and Future Work

Overall, it has been demonstrated that plasma treatment can improve PFOA adsorption.

However, the exact mechanism remains unclear. The negative surface charge was shown to nega-

tively impact PFOA adsorption which aligns with the hypothesis that PFOA would preferentially

adsorb onto more positive surfaces due to its anionic state in water. Future studies should focus

on elucidation of the exact PFOA adsorption mechanisms to AC and biochar. Additionally, pore
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volume distribution should be investigated using BET and imaging (TEM).
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CHAPTER 7

SUMMARY AND FUTURE WORK

Oxygen based plasmas have been shown to possess the ability to kill E. coli. We have

shown that the effectiveness of plasma sterilization depends strongly on the plasma characteristics

and gas pressure. A magnetized plasma, one with an introduced external magnetic field, greatly

shortens the sterilization time due to the increased concentrations of the reactive species. We

demonstrated that the direct discharge region possesses higher plasma density which leads to more

intensive etching and heating. This could potentially damage the surfaces of medical devices,

specifically heat sensitive equipment, under sterilization. Therefore, the afterglow is a preferred

location for samples, as it was shown that the temperature remained under 60 °C for the duration

of treatment. The plasma species found to contribute to sterilization include atomic and molecular

oxygen radicals (ions and excited species), as well as argon ions.

The UV emission lines present in the OES spectra were caused by the transition of the

OH band. The OH peaks were more intensive at 100 mTorr in the afterglow compared to other

pressures. Therefore, UV radiation most likely plays a role in sterilization or is indicative of oxygen

plasma etching. Previous works have demonstrated the sensitivity of E. coli to certain UV light

is influence by the specific growth rate [253]. Future research should measure and evaluate the

specific growth rate the bacteria to quantify its effects in sterilization and better evaluate the role of

UV radiation.

It would also be beneficial to study the magnetically enhanced RF cold plasma sterilization

of multiple microorganisms. Future work should evaluate whether plasma sterilization can success-

fully sterilize surfaces inoculated with spore forming bacteria such as Bacillus and Clostridium,
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antibiotic resistant strains, as well as biofilms. Spore forming produce highly resistant dormant

structures, spores, with durable protein coats. These bacteria are generally resistant to sterilization.

As shown in Figure 7.1, reactive species within oxygen based plasmas possess the ability to impact

microorganisms by (1) damaging DNA or RNA, (2) degrade lipids within cell membranes, and

(3) oxidation of proteins causing numerous detrimental effects [81–84]. Gram-positive bacteria

are common causes of nosocomial hospital infections, specifically antibiotic resistant strains [254].

Comparing the sterilization efficiency of magnetic plasma on gram-positive bacteria (i.e., Bacillus

subtilis) vs. gram-negative (i.e., Escherichia coli) would illuminate the ability of high energy

plasma species, such as oxygen radicals, to penetrate the thick peptidoglycan wall to etch the bac-

teria. Gram-negative bacteria possess an outer lipid membrane and a thin peptidoglycan layer. A

specific concern is the mechanism of resistance in bacteria such as vancomycin resistant S. aureus,

which is linked to cell wall thickening [254]. Biofilms, may be involved in 65% of nosocomial

infections, particularly those related to indwelling medical devices and endoscope tubing [255].

Biofilms are a community of bacteria growing on a surface and is enclosed in an extracellular

polymeric substance. These biofilms are protected and resistant to many forms of sterilization.

Prolonged exposure to energetic species within magnetic oxygen plasma may allow for the ROS

to penetrate these biofilms and provide a method for sterilization within the risk of antibiotic re-

sistance. Overall, low-temperature RF plasma enhanced with a magnetic field shows promising

sterilization abilities that should be further investigated.

The ultimate goal of this study is to replace current water treatment methods with one low

cost, universal method: biochar. Biochar requires activation in order for its adsorption capacity

to compete with commercial AC (> 100 mg/g) [29, 31, 34, 210]. We established a time-efficient,

low-temperature, plasma activation strategy for biochar. We have demonstrated the feasibility of
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Figure 7.1 Reactive species within oxygen plasma and their effects on bacteria.

plasma activation of biochar at temperatures well below the conventional chemical activation.

Activating biochar surface with reactive plasma after pre-treatment with various concen-

trations of KOH improves adsorption. The temperature was kept at 300 °C or below, and the

plasma treatment time wase less than 20 minutes. The optimal concentration of KOH seems to

lie somewhere between 10 and 30%. Further studies should be conducted to find the optimal

concentration.

The adsorption capacity was evaluated using MB adsorption. Future work should focus

on the manipulation of temperature and time of treatment. Additionally, determining the active

species concentrations present in the plasma and better elucidating the surface functional groups

and properties would be beneficial to advancing plasma activation of biochar. We have shown
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that the adsorption capacity can be increased using plasma activation, although the process is not

fine-tuned to produce biochar with adsorption capabilities higher than most commercial carbons.

The pore volume distribution as well as surface area should be determined in order to

better understand the role physical characteristics play in adsorption of MB and PFOA. Plasma

improves pore structure and offers the ability to generate chemical species and functional surface

groups using appropriate plasma gases, which allows the biochar to be tailored for specific purposes.

Additional work should focus on the biochar activation with different plasma gases. Oxygen and CH4

plasmas are expected to create two types of distinct surface functional groups: an electronegative

oxygen atom in C O and an electropositive C H, respectively. We expect the biochar samples to

exhibit different adsorption behaviors. We have shown that the surface chemistry does impact the

adsorption of PFOA onto AC. This should be further validated through intensive characterization.

The proposed studies will establish a new method of biochar activation that will overcome current

limitations and provide a strategy that utilizes plasma to efficiently treat and generate specific

surface functional groups.
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Table A1 Average adsorption capacity of MB by oxygen plasma treated AC with increasing treat-
ment time from Section 4.6.1 (n=3).

O2 Plasma

Treatment time (min) Average adsorption capacity (mg/mg)

0 0.00413 ± 2E-06

1 0.465 ± 0.0008

2 0.466 ± 0.0007

3 0.464 ± 0.0008

4 0.467 ± 0.0002

5 0.467 ± 0.0009

6 0.467 ± 0.0004

10 0.0572 ± 0.0001

20 0.0323 ± 0.0003

199



Table A2 Average mass loss with different oxygen plasma treatments and KOH concentrations
from Section 5.6.1.

Mass % lost

200°C Average Std Dev Error

0.01% KOH 15.1 14.3 14.9 14.8 0.4 0.2

1% KOH 10.8 12.8 16.6 13.4 2.9 1.7

10% KOH 13.0 17.0 14.0 14.7 2.1 1.2

300°C Average Std Dev Error

0.01% KOH 46.4 52.0 51.7 50.0 1.1 0.6

1% KOH 45.0 43.4 49.3 45.9 3.1 1.8

10% KOH 59.0 60.0 61.0 60.0 1.0 0.6

30% KOH 50.0 55.0 57.0 54.0 3.6 2.1

50% KOH 34.0 35.0 42.1

50% KOH 47.0 35.0 44.0 39.5 5.5 2.3

Table A3 The calculated Langmuir and Fruendlich isotherm data for biochar from experiments in
Section 5.6.4.

Langmuir Freundlich

𝐶0 𝐶𝑒 𝑞𝑒 𝐶𝑒 𝐶𝑒/𝑞𝑒 ln𝐶𝑒 ln 𝑞𝑒

10.73 7.858 5.268 7.858 1.491 2.061 1.662

15.89 12.02 5.711 12.02 2.104 2.486 1.742

21.56 17.65 6.338 17.65 2.785 2.871 1.847

36.46 32.11 6.743 32.11 4.762 3.469 1.909

83.53 77.66 10.77 77.66 7.214 4.352 2.376

Table A4 The calculated Fruendlich isotherm parameters from Section 5.6.4.

Freundlich

Slope n Intercept KF 1/n=slope

0.2995 3.339 0.9942 2.703 0.2995
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Figure S1 Average adsorption capacity for PFOA onto plasma treated AC from Section 6.3.1 (n=3).
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Table A5 Average adsorption capacity for PFOA onto plasma treated AC from Section 6.3.1 (n=3).

Plasma treated AC Average adsorption capacity (𝜇g/mg) Error

O2 1 min 0.0230 0.0027

O2 2 min 0.0245 0.0029

O2 4 min 0.0092 0.0029

O2 6 min 0.0137 0.0028

CH4 1 min 0.0221 0.0008

CH4 2 min 0.0216 0.0029

CH4 4 min 0.0250 0.0011

CH4 6 min 0.0215 0.0046

H2 1 min 0.0217 0.0009

H2 2 min 0.0181 0.0039

H2 4 min 0.0263 0.0002

H2 6 min 0.0254 0.0006

N2 1 min 0.0193 0.0034

N2 2 min 0.0213 0.0036

N2 4 min 0.0254 0.0006

N2 6 min 0.0244 0.0016
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