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ABSTRACT 
 

SPECTROSCOPIC STUDIES OF PHOTO REAGENTS 
FOR PRECISION CHEMISTRY 

 
By 

 
Jurick Lahiri 

 
Precision chemistry offers temporal and spatial control of reaction and requires active photo 

reagents. In this dissertation, the excited state dynamics of photo reagents is discussed. This is part 

of a collaboration that included synthesis, theory, and spectroscopic characterization with the goal 

of developing more active super photobases. The rotational dynamics study revealed significantly 

slower rotational diffusion of FR0-HSB+* than FR0-SB*. The microscopic solvent interactions 

play a crucial role in the excited state proton transfer. The spatial resolution can be improved from 

one-photon excitation (OPE) by utilizing two-photon excitation (TPE). The spectroscopy of FR0-

SB following TPE revealed higher reactivity in comparison to OPE. The quantum mechanical 

aspects of two-photon excitation were examined to demonstrate that the dipolar pathway plays an 

important role in these transitions even though it is far from resonance. Finally, the efforts to 

stabilize the higher excited states of cyanine dyes, with the goal of harnessing the energy of 

photons to achieve greater reactivity, have been described. Using this as inspiration, the S2 

spectroscopy of a similar cyanine dye has been used to monitor the binding of the dye with human 

serum albumin protein. 
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Chapter 1 Introduction 

Precision chemistry is the ability of controlling chemical reactions with high spatial and temporal 

resolution. Research in precision chemistry is of utmost importance and affords applications in the 

field of chemistry, material science and biology. The spatial and temporal resolution may be 

achieved by the use of light to trigger chemical reactions at the focus of the light source by utilizing 

photo reagents. Additionally, higher spatial resolution can be achieved by taking advantage of two-

photon excitation (TPE). TPE is a highly sought after method especially in biological imaging 

deeper tissue penetration, efficient light detection, and reduced photobleaching. My research 

addressed three important aspects required for achieving precision chemistry. First, I introduce the 

concepts and important properties of photo reagents, focusing on photoacids and photobases. I 

then introduce the concept of two-photon excitation for triggering excited state reactivity. Finally, 

I describe how certain molecules have long lived higher excited states and how those could be 

useful for designing photo reagents or applied as sensors. 

 

 

 

 

 

 

 

 



2 
 

1.1 Photo Reagents 

Photochemistry is highly dependent on several intra- and intermolecular properties of the excited 

photo reagent and its surrounding environment. A general understanding of the physical organic 

properties and the excited state dynamics of photo reagents is essential for the development of 

newer, more active molecules. One important class of reactions for precision chemistry is excited 

state proton transfer (ESPT) involving photoacids or photobases. Photoacids are molecules that 

exhibit a significant decrease in pKa upon activation by light, generating a more acidic system in 

the excited state in comparison to the ground state. The literature on photoacids is extensive 

starting with the observation of dual-fluorescence by Weber (1932) upon variation of the pH of 

solution.4 This was followed by Förster’s studies of excited state proton transfer and developing 

the theory to calculate the excited state pKa (pKa
*) of a photoacid for the proton transfer from the 

photoacid to the solvent, also known as the Förster cycle.5–7 Similarly, photobases are compounds 

that undergo a substantial increase in pKa (or decrease in pKb) upon photoexcitation. Unfortunately, 

there are limited examples of reversible intermolecular photobases in literature in comparison to 

photoacids. 

The energetic cycle for ESPT was outlined by Förster and the cycle for a photobase has 

been depicted below in Figure 1.1. Starting from the ground state, the photobase B, upon activation 

by light, reaches the excited state designated by B*. The significantly more basic species B* is 

now capable of proton abstraction from the surrounding protic solvent environment to form the 

excited protonated photobase BH+*. BH+* is capable of radiative decay, similar to B*, leading to 

the formation of the protonated photobase BH+ which spontaneously converts to the photobase. In 

the ground and excited state proton transfer processes, the entropy change is negligible. The drastic 
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change in the reactivity of photo reagents is attributed to the differences in the electronic structures 

between their ground and excited electronic states.5–8 

Figure 1.1. Förster cycle for ESPT of photobases. The blue and red color labels demonstrate the energy states and the 
transitions for the non-protonated and protonated system, respectively. 

 

The 0-0 electronic transition energies for B and BH+ are Bhν  and +BH
hν , respectively. Since the 

energy in the Förster cycle is conserved, (Figure 1.1) we have the following: 

+

0 0
B BH

*h G h Gν ν+ ∆ = + ∆  (1.1) 

For a Brønsted-type equilibrium proton exchange in solution, the equilibrium constants Ka 

and Ka* for the ground and excited states, respectively, are given as, 

+
a [B][H]/[BH ]K = , +

a* [B*][H]/[BH *]K =  (1.2) 

The standard change in Gibb’s free energy for proton transfer in the ground state is given 

by 0G∆ , which is related to the dissociation constant Ka and pKa as: 

0
a aln 2.303  pG RT K RT K∆ = − =   (1.3) 
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Similarly, the standard change in Gibb’s free energy for proton transfer in the excited state is 

depicted as 0 *G∆  and connected to the dissociation constant Ka* and pKa* as: 

0
a a* ln * 2.303  p *G RT K RT K∆ = − =   (1.4) 

Upon combining Eq. 1.1 with Eq.’s 1.3 and 1.4, we obtain the Förster equation for photobases, 

which can predict the basicity of the excited state (pKa
*) as follows: 

+a a a B BH
p p * p ( ) / 2.3K K K h h RTν ν∆ = − = −  (1.5) 

 The change in pKa can be calculated from the spectral shift upon deprotonation and 

protonation of photoacids and photobases, respectively. Solntsev et al. introduced the term “super” 

photoacid for cyano-substituted 2-naphthols capable of donating protons in non-aqueous 

medium.9,10 Similarly, Sheng et al. coined the term “super” photobase for their fluorene-based 

photobase FR0-SB (Scheme 1), capable of abstracting protons from alcohols that have 

significantly lower acidity than water.11 Substituted quinolines are also capable of exhibiting 

“super” photobasic activity but are limited to smaller alcohols as the highest pKa* recorded for 

substituted quinolines is 15.9 for 5-amino-quinoline,.12–15 

Scheme 1.1 Molecular structure of FR0-SB. 

 

The super photobase FR0-SB, reported by Sheng et al., is a Schiff base obtained from the 

reaction of fluorene-based aldehyde FR016 and n-butylamine. The ground state pKa of FR0-SB 

was estimated using α-naphthylamine as a reference, which yielded a pKa value of 6.7 in ethanol.11 

Using the steady-state spectroscopy of FR0-SB and protonated FR0-HSB+*, the pKa
* was 

N
N
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estimated at ~21 for FR0-SB* using the Förster equation. The photobasicity might be taken 

advantage of for photo-initiated protonation, pH-based sensing, and imaging in biological and 

material science realms, similar to the applications of photoacids.17–23  
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1.2 Two-photon Excitation 

Spatial control, in addition to temporal control, can be achieved by TPE. TPE was first introduced 

as a theoretical prediction by Maria Göppert-Mayer in her PhD thesis in 1931.24 However, 

experimental demonstration of TPE could only be possible in 1961 by Kaiser and Garrett,25 owing 

to the discovery of the visible maser.26,27 Over time, with the advent of pulsed lasers, TPE became 

more feasible as its probability is dependent on the peak power of the laser beam, where peak 

power is the energy of the pulse divided by the pulse duration.28–31 TPE has the ability to initiate 

reactions only at the focal point of the laser giving it the higher spatial resolution in comparison to 

one-photon excitation (OPE) which can cause photoactivation in areas other than the focal point 

(Figure 1.2). Additionally, since several dyes have excitation energies in the UV region, the use of 

UV light can cause damage of tissues. Conversely, TPE activation of the dyes by near-IR light will 

not be absorbed by tissues and can only activate molecules at the focus. Also, the depth of 

penetration at a higher frequency (OPE) is reduced due to scattering and absorption from samples. 

Obtaining fluorescence signal from the same sample at half the frequency (TPE) affords higher 

signal-to-noise ratio allowing for wider applications involving diagnostics and therapy.32,33 TPE 

has been utilized in different applications in biology, including bioimaging and photodynamic 

therapy. Similar to the biological applications, TPE is of significant importance in material science 

and chemistry including photopolymerization, heterogeneous catalysis, microfabrication,34 and 

three-dimensional optical data storage.35–37 In order to explore the scope of two-photon excited 

photo reagents, the photo-physics of the ESPT of FR0-SB upon TPE is studied in detail. 
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Figure 1.2. Simultaneous OPE and TPE of sample solution in cuvette. The objective on the right for TPE is producing 
fluorescence only at the focal point (shown with the white arrow). Photographed by Amos W.B. and Cipollone M, 
MRC Cambridge. 

 

Considering the importance of TPE for different applications, there have been significant 

efforts to design and synthesize molecules with high two-photon absorption cross-section.30,38,39 

Attempts at controlling the TPE efficiency have been made for molecules in solution by 

modulating the ultrafast laser pulse. The Dantus group has been successful in exhibiting control of 

one- or multiphoton excitation processes by taking advantage of the principle of multiphoton 

intrapulse interference.40–43 TPE progresses through two pathways namely the virtual and the 

dipole pathways, which emerges from the two-photon absorption cross section term. The virtual 

pathway involves virtual states in between the ground and excited state, whereas the dipole 

pathway is a non-resonant one-photon transition. Spectral phase shaping has been used to modulate 

the phase difference between the virtual and the dipole pathways. It is important to choose the 

spectral phase function such that the enhancement is not due to the tuning of the second-order 

power spectrum with the two-photon absorption spectrum. The quantum control of TPE in 
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condensed phase may lead to an enhanced signal at a lower intensity in two-photon microscopy, 

which can be crucial for biological samples by preventing photocytotoxicity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



9 
 

1.3 Dual Fluorescence and Harnessing Higher Excited States 

Excitation of molecules in condensed phase to electronic excited states higher than S1 leads to fast 

relaxation through non-radiative pathways and hence fluorescence from the lowest state of the 

same parity as the ground state, a process known as Kasha’s rule.44 The basis of this rule is that 

the non-radiative pathways, which include internal conversion (IC) and vibrational relaxation (VR) 

from higher excited states, are typically faster than the rate of fluorescence. The energy progression 

upon excitation to the S2 potential energy surface (PES) is shown below with the help of a 

Jablonski diagram in Figure 1.3. It should be noted that not only does a decrease in the rate of IC 

potentially lead to increased higher excited state fluorescence, but also excited state reactivity from 

higher excited states. Interestingly, there are few compounds that violate Kasha’s rule and exhibit 

fluorescence from higher excited states. There have been significant efforts to obtain such 

molecules as they may have the potential to achieve more efficient photochemistry. A dye 

molecule with a longer-lived higher excited state will be capable of more efficiently transferring 

electrons or holes (n-type or p-type semiconductor, respectively) from the higher excited state, by 

harnessing the higher energy photons. A longer-lived higher excited state may also be employed 

for phototheranostics, a term which combines phototherapy and diagnosis. A higher energy excited 

state, which has a longer lifetime can allow for more efficient photochemistry, causing the release 

of reactive oxygen species to kill cancerous cells. The photo physics upon direct excitation of 

organic dyes to higher excited states is discussed in this thesis. 
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Figure 1.3. Jablonski diagram showing the ground and the excited electronic and vibrational states. The solid arrows 
indicate radiative transitions while dashed arrows indicate non-radiative transitions. The different transitions include 
absorption, VR, IC, and fluorescence shown by blue, dark yellow, purple, and green arrows, respectively. 

 

 Fluorescence from higher energy electronic states of organic molecules has been observed 

in some molecules (Figure 1.4), which may be enhanced by altering their substitution. 

Additionally, one can achieve higher S2 fluorescence by altering the experimental conditions 

including, temperature, pressure, and viscosity. Fluorescence is observed from higher excited state 

of substituted azulenes, pseudoazulenes, acenes, and polyenes.45 One of the first examples of dual 

fluorescence to be reported is in the case of azulene,46–48 where the quantum yield of S2 → S0 

fluorescence is higher than S1 → S0 fluorescence. This is primarily due to a significantly high 

energy difference between the S2 and S1 states, presumably leading to a lower Franck–Condon 

factor for S2 → S1 transition and lower rates of IC.49  

 



11 
 

Figure 1.4. Representative structures of organic dyes showing S2 emission. 

 

The blue fluorescence from the higher excited state of cryptocyanine was observed along 

with the red fluorescence from S1 upon TPE using a ruby laser.50. Blue fluorescence was also 

observed from DTTC (3,3’-diethyl-2,2’-thiatricarbocyanine iodide), which has a relatively strong 

S2 absorption and emission.51 The time-resolved picosecond spectroscopy upon S2 excitation of 

DTTC and HITC (1,3,3,1’,3’,3’-hexamethyl-2,2’-indotricarbocyanie iodide) in alcohols was 

performed which revealed the rate of IC.52 The excited state dynamics of the dyes appeared to be 

highly dependent on the solvent viscosity when excited to the S2 state, which stems from the 

differences in geometry of the excited electronic states. The time-resolved study of the blue 

emission in tri-, penta-, and heptamethine cyanine dyes showed the kinetics being highly 

dependent on the solvent viscosity.53 In addition, an ultrafast study was carried out to unravel the 

optical properties and excited state dynamics of a number of carbocyanines.54 Further research 

have been conducted to comprehend the S2 dynamics of cyanine dyes and the relationship with 

their structure.55,56 The Dantus group recently investigated the S2 spectroscopy of some substituted 

heptamethine cyanine dyes, where they probe and control the IC using linear chirp.1  
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The S2 fluorescence is highly dependent on the solvent viscosity due to the difference in 

conformations between S1 and S2 states, similar to the cyanines DTTC and HITC.52 A high 

dependence of the rate of IC, and hence the S2 fluorescence intensity, on the value of linear chirp 

was revealed (Figure 1.5). The higher value of chirp led to a higher extent of IC conversion in 

comparison to the transform limited (TL) condition (zero chirp), leading to the highest relative S2 

fluorescence at TL. Additionally, there seems to be two different higher excited states revealed 

from the emission spectra for the cyanine molecules with emissions separated by ~1000 cm−1. 

Considering cyanine dyes already have extensive application in solar cells and phototheranostics, 

a more efficient photochemistry through S2 excitation may lead to a broader range of applications. 
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Figure 1.5. The fluorescence for S1 (red) and S2 (black) states as a function of linear chirp for (a) IR144 and (b) mPi-
IR806. The top axis shows the corresponding chirped pulse duration. TL pulses lead to greater S2 fluorescence, while 
chirped pulses lead to greater S1 fluorescence. Data obtained from ref. 1 with permission. 

 

The binding of fluorescent dyes with biomolecules for different biological applications is 

probed predominantly using S1 fluorescence.57–62 The scope of S2 fluorescence has been 

considered to track the binding of cyanine IR806 with human serum albumin (HSA), the most 

abundant plasma protein in the human body. HSA is responsible for maintaining osmotic blood 

pressure and transporting a multitude of ligands (fatty acids, steroids, metals, and pharmaceuticals) 

throughout the body. The occurrence of excessive HSA dimers in the body are a biomarker for 
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oxidative stress and cirrhosis of liver. Steady-state and time-resolved experiments, protein 

docking, and quantum calculations are able to detect the non-covalent dimer formation of HSA. 
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Chapter 2 Rotational Dynamics and Excited States of FR0-SB  

We report on the motional and proton transfer dynamics of the super photobase FR0-SB in the 

series of normal alcohols C1 (methanol) through C8 (n-octanol) and ethylene glycol. Steady-state 

and time-resolved fluorescence data reveal that the proton abstraction dynamics of excited FR0-

SB depend on the identity of the solvent and that the transfer of the proton from solvent to FR0-

SB*, forming FR0-HSB+*, fundamentally alters the nature of interactions between the excited 

molecule and its surroundings. In its unprotonated state, solvent interactions with FR0-SB* are 

consistent with slip limit behavior, and in its protonated form, intermolecular interactions are 

consistent with a much stronger interaction of FR0-HSB+* with the deprotonated solvent RO−. 

We understand the excited-state population dynamics in the context of a kinetic model involving 

a transition state wherein FR0-HSB+* is still bound to the negatively charged alkoxide, prior to 

solvation of the two charged species. Data acquired in ethylene glycol confirm the hypothesis that 

the rotational diffusion dynamics of FR0-SB* are largely mediated by solvent viscosity while 

proton transfer dynamics are mediated by the lifetime of the transition state. Taken collectively, 

our results demonstrate that FR0-SB* extracts solvent protons efficiently and in a predictable 

manner, consistent with a ca. 3-fold increase in dipole moment upon photoexcitation as determined 

by ab initio calculations based on the equation-of-motion coupled-cluster theory. 

 

 

 

 
This chapter has been adapted with permission from (J. Phys. Chem. B 2019, 123, 8448-8456)  

Copyright © 2019, American Chemical Society. 



16 
 

2.1 Introduction and Background 

The ability to activate chemical reagents to perform spatially and temporally localized reactions 

affords many opportunities in areas ranging from materials science to the modulation of 

intracellular phenomena. Central to such precision chemistry is the use of photoinitiated reactive 

species, with the most common type being super photoacids.63,64 Such species exhibit a large 

negative change in the pKa of an acidic proton upon excitation, typically to the first excited 

electronic state. The reactive counterpart to a super photoacid is a super photobase. Presently there 

are two known examples of super photobases: 5-methoxyquinoline (5MQ)65 and FR0-SB (Figure 

2.1), a compound that exhibits a large negative change in pKb of an imine upon excitation to its S1 

state.11 While the unique properties of this molecule show much promise for future work on 

localized photoinitiated chemical reactions, a detailed understanding of the factors responsible for 

this behavior and of the dynamics of solvent interactions and proton abstraction remains to be 

elucidated. Among the reasons for the need for this information is to design other photobases with 

tailored properties (e.g., ΔpKa = pKa* − pKa) and to understand the structural and electronic factors 

that control the photobase lifetime, because it is this property that determines the diffusion-

mediated resolution of any photoinitiated reaction using such reagents. We report here on the 

lifetime and solvent-interaction dynamics for FR0-SB in a series of normal alcohols and ethylene 

glycol.  
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Figure 2.1. (a) FR0-SB super photobase. (b) The structure of the isolated FR0-SB molecule in its ground electronic 

(S0) state and the dipole moments characterizing the S0 (shorter orange vector 
0Sµ

r
) and electronically excited S1 

(longer magenta vector 
1Sµ

r
) states, as calculated in this work.  

 

For any condensed phase chemical reaction, the interactions of the reactant(s) with their 

immediate environments typically play a critical role in the rate and specificity of the reaction. For 

FR0-SB, photoexcitation leads to proton abstraction from its local environment in protic solvents. 

There are multiple consequences to this abstraction event, ranging from the generation of another 

strong base, i.e., RO−, to structural and electronic changes in the photobase that occur due to the 

addition of a proton. These excitation-induced changes can be characterized using time-resolved 

spectroscopy, and we provide a detailed discussion of results from such measurements. First, 

however, we consider the steady-state spectroscopic properties of FR0-SB and how these data can 

be explained in the context of a simple kinetic model. With this understanding in place, we can 

interpret the time-resolved fluorescence data in the context of proton transfer processes. These 

results indicate that the addition of a proton to FR0-SB* alters the nature of its interactions with 

its immediate surroundings in a pronounced manner, pointing to the importance of solvent−solute 

interactions in understanding condensed phase dynamics and providing insight into molecular 

design strategies to gain direct control over proton transfer processes. 
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2.2 Experimental and Theoretical Methods 

2.2.1 Materials 

Anhydrous alcohols from methanol to n-octanol and ethylene glycol were obtained from 

MilliporeSigma in their highest purity grade available and used without further purification.  

The compound FR0-SB was synthesized from FR0 and n-butylamine as described below.  

7-(Diethylamino)-9,9-dimethyl-9H-fluorene-2-carbaldehyde (FR0). The synthesis of FR0 

followed the procedure reported previously and is described briefly here.11 The synthesis 

commenced with the bromination of fluorene at C2 with N-bromosuccinimide (NBS). The gem-

dimethyl group at C9 was installed with the reaction of the brominated fluorene with iodomethane 

in the presence of NaOH. Nitration with fuming nitric acid yielded 2-bromo-9,9- dimethyl-7-nitro-

9H-fluorene, which was subsequently reduced to the corresponding amine with iron powder 

suspended in an aqueous ammonium chloride solution. The resulting product was heated with ethyl 

iodide and potassium carbonate to introduce the diethyl substituents on the amine. FR0 was 

obtained upon formylation of the resultant metal/halogen exchanged intermediate (exchange 

promoted by the addition of n-butyllithium) as a yellow solid.  

FR0-SB. FR0 (10.5 mg, 35.8 μmol) was dissolved in ethanol (3.0 mL), and n-butylamine 

(100 μL, 28.2 equiv) was added. The resulting solution was stirred at room temperature for 2 h, 

after which the solvent and excess n-butylamine were removed under reduced pressure, affording 

a light yellow solid (FR0-SB) as an analytically pure product (12.5 mg, 99%). 1H NMR (CDCl3, 

500 MHz), δ (ppm): 8.30 (s, 1H), 7.83 (d, J = 1.3 Hz, 1H), 7.61−7.51 (m, 3H), 6.74−6.65 (m, 2H), 

3.67−3.60 (m, 2H), 3.45 (q, J = 7.1 Hz, 4H), 1.72 (p, J = 7.2 Hz, 2H), 1.50 (s, 6H), 1.47−1.39 (m, 

2H), 1.23 (t, J = 7.0 Hz, 6H), 0.98 (t, J = 7.4 Hz, 3H). 13C NMR (CDCl3, 125 MHz), δ (ppm): 
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161.52, 156.42, 153.14, 148.22, 142.73, 133.14, 128.59, 126.33, 121.49, 120.85, 118.09, 110.74, 

105.49, 61.64, 46.70, 44.70, 33.22, 27.43, 20.52, 13.97, 12.64. ESI-MS: (calcd) (m/z) calcd for 

C24H33N2 [M + H]+ 349.2644; found 349.2643. 

2.2.2 Steady-State Absorbance and Emission Spectroscopy 

UV−vis absorption spectra were recorded by using a Shimadzu UV-2600 UV−vis spectrometer. 

The spectral resolution was 1 nm for all measurements reported here. The concentration of the 

samples was 10 μM in all the solvents. By use of a 1 cm cuvette, the OD of the samples at the 

absorbance maximum was 0.82 (εmax ∼ 81500 M−1 cm−1). While this OD is somewhat higher than 

usual, we acquired steady-state and time-resolved data for FR0-SB in several solvents at OD 0.1 

and obtained results that are identical to those acquired by using the 10 μM samples. All 

absorbance and emission data were acquired at room temperature (20 ± 1 °C). Fluorescence spectra 

for the dye while dissolved in the solvents were obtained by using a Hitachi FL-4500 fluorescence 

spectrometer with excitation at maximum absorption. Spectral resolution was 1 nm for all 

measurements reported here. 

2.2.3 Time-Resolved Fluorescence Measurements 

The time-correlated single photon counting (TCSPC) instrument used in this work has been 

described elsewhere66 in detail, and we highlight its salient features here. The light source for this 

instrument is a passively mode-locked Nd:YVO4 laser (Spectra-Physics Vanguard) that produces 

13 ps pulses at 1064 nm with 80 MHz repetition rate. The second and third harmonic outputs of 

this laser provide 2.5 W average power at 532 and 355 nm, respectively, with nominally the same 

13 ps pulse width. The second harmonic output of this laser was used to excite a synchronously 

pumped cavity-dumped dye laser (Coherent 701-3) operating at 700 nm (LDS 698 laser dye, 
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Exciton). The fundamental output of the dye laser was frequency-doubled by using a Type I SHG 

crystal (LiIO3, 1 mm) to produce 350 nm excitation pulses (ca. 5 ps pulse, 120 ns interpulse 

spacing) to excite the FR0-SB samples. The average power at the sample was 0.5 mW or less for 

all measurements, and the sample temperature was maintained at room temperature (20 ± 1 °C). 

A portion of the 700 nm pulse train was sent to a reference photodiode (B&H). Sample 

fluorescence was collected using a 40× reflecting microscope objective (Ealing) and sent to a 

polarization-selective beamsplitter (Newport). Each polarized emission component was 

polarization-scrambled and sent through a subtractive double monochromator (CVI Digikrom 

CM112) to a microchannel plate photomultiplier (Hamamatsu RG3809). The output of each 

detection channel was sent to one channel of a TCSPC system (B&H Simple Tau 152) and to a 

personal computer. Data were acquired and stored by using software written in-house using 

National Instruments LabVIEW. For each individual data set, the maximum signal channel 

contained at least 1500 counts, and at least three individual data sets were acquired for FR0-SB in 

each solvent studied.  

The experimental fluorescence lifetime (I||(t) + 2I⊥(t)) and anisotropy decay functions, R(t), 

were constructed from raw polarized fluorescence transients that were tail-matched at times long 

relative to the anisotropy decay time. The resulting experimental anisotropy decay function data 

were fitted to either one- or two-component exponential decays by using Microcal Origin 9.0 

software. The instrumental response function for the TCSPC instrument (ca. 40 ps) is sufficiently 

short that it was not necessary to deconvolute it from the fluorescence transients. 

2.2.4 Computational Details 

The purpose of the electronic structure calculations reported in this work was to determine some 

of the key properties of the ground (S0) and low-lying excited singlet electronic (Sn, n > 0) states 
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of the isolated FR0-SB molecule, which are relevant to this work, including the ground-state 

geometry, the excitation energies and oscillator strengths characterizing the vertical S0 → Sn 

transitions, and the electronic dipole moments of the calculated states. With the exception of the 

molecular geometry, which was optimized using the Kohn−Sham formulation67 of the density 

functional theory (DFT),68 all of the characteristics of the calculated electronic states were obtained 

by using high-level ab initio methods of quantum chemistry based on the coupled-cluster (CC) 

theory69 and its equation-of-motion (EOM) extension70 to excited states. 

Given the relatively large size of the FR0-SB molecule, which consists of 58 atoms and 

190 electrons, to use the CC and EOMCC methods as fully as possible and to make sure that the 

higher-order many-electron correlation effects beyond the basic EOMCC singles and doubles 

(EOMCCSD)70 level are properly accounted for we used the following composite approach to 

determine the vertical excitation energies corresponding to the S0 → Sn transitions: 

(EOMCC) EOMCCSD/6-31+G* OMCC(2,3)/6-31G EOMCCSD/6( ) (δ-CR-E ) -31( )G[ ].n n n nω ω ω ω= + −  (2.1) 

The first term on the right-hand side of Eq. 2.1 denotes the vertical excitation energy obtained in 

the EOMCCSD calculations using the 6-31+G* basis set,71–73 which was the largest basis set we 

could afford in such computations. The next two terms on the right-hand side of Eq. 2.1, which 

represent the difference between the δ-CR-EOMCC(2,3) and EOMCCSD vertical excitation 

energies obtained by using a smaller 6-31G basis,71 correct the EOMCCSD/6-31+G* results for 

the higher-order many-electron correlation effects due to triple excitations. We recall that the δ-

CR-EOMCC(2,3) approach74 is a rigorously size-intensive modification of the completely 

renormalized EOMCC methodology, abbreviated as CR-EOMCC(2,3),75–77 which provides a 

recipe how to correct EOMCCSD energies for the leading triple excitations in a robust manner and 
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which is an extension of the CR-CC(2,3) triples correction75,76,78,79 to CCSD80 to excited electronic 

states. For example, in a report81 where about 200 excited states of 28 organic molecules were 

examined by using a variety of EOMCC methods, it was shown that one needs triples corrections, 

such as those of the δ-CR-EOMCC(2,3) approach, on top of EOMCCSD to obtain a quantitative 

description (errors reduced to an ∼0.1−0.2 eV level). The size intensivity of the EOMCCSD and 

δ-CR-EOMCC(2,3) excitation energies entering our composite computational protocol defined by 

Eq. 2.1, combined with the size extensivity of the underlying CCSD and CR-CC(2,3) approaches, 

is important, too, since without reinforcing these formal theory features one risks losing accuracy 

with growing molecular size.  

The CCSD/6-31+G* and EOMCCSD/6-31+G* calculations were also used to determine 

the dipole moments in the ground and excited states and the oscillator strengths characterizing the 

vertical S0 → Sn (in general, Sm → Sn) transitions. As usual, this was done by solving both the 

right and the left EOMCCSD eigenvalue problems and constructing the relevant one-electron 

reduced density and transition density matrices.70,82 While triples corrections, such as those of CR-

CC(2,3) and δ-CR-EOMCC(2,3), are important to improve the energetics, the description of one-

electron properties, such as dipole moments and oscillator strengths characterizing one-electron 

transitions examined in this study, by the CCSD and EOMCCSD approaches is generally quite 

accurate.  

All single-point CC and EOMCC calculations reported in this work relied on the ground-

state geometry of FR0-SB, which we optimized using the analytic gradients of the CAMB3LYP 

DFT approach83 employing the 6-31+G* basis set. We chose the CAMB3LYP functional because 

the extension of this functional to excited states using the time-dependent (TD) DFT formalism84 

provided vertical excitation energies closest to those obtained with EOMCC. Furthermore, the 



23 
 

ground-state geometry of the FR0-SB molecule resulting from the CAMB3LYP/6-31+G* 

calculations turned out to be virtually identical (to within 0.004 Å on average and not exceeding 

0.02 Å for the bond lengths) to that obtained with the second-order Møller−Plesset perturbation 

theory (MP2) approach using the same basis.  

All of the electronic structure calculations for the FR0-SB molecule reported in this study, 

including the CAMB3LYP and MP2 geometry optimizations and the CC/EOMCC single-point 

calculations, were performed by using the GAMESS package.85 The relevant CCSD, EOMCCSD, 

and δ-CR-EOMCC(2,3) computations using the restricted Hartree−Fock (RHF) determinant as a 

reference and the corresponding left-eigenstate CCSD and EOMCCSD calculations, which were 

needed to determine the triples corrections of δ-CR-EOMCC(2,3) and the one-electron properties 

of interest, including the dipole moments and oscillator strengths, were performed by using the 

CC/EOMCC routines developed by the Piecuch group,75,77–79,82,86,87 which form part of the 

GAMESS code. In all of the post-RHF calculations, the core orbitals associated with the 1s shells 

of C and N atoms were kept frozen, i.e., we correlated 138 electrons. In the calculations employing 

the 6-31+G* basis set, we used spherical d-type polarization functions. The visualization of the 

optimized structure of FR0-SB in its ground electronic state shown in Figure 1b was accomplished 

by using VMD software.88 
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2.3 Results and Discussion 

The central issue of concern is how the excited state of the super photobase FR0-SB 

interacts with the surrounding solvent before and after photoexcitation. We initiate our study by 

surveying the steady-state fluorescence spectra of FR0-SB in normal alcohols, which show two 

prominent emission bands. One band is associated with the (initially) unprotonated form, FR0-

SB* (ca. 460 nm), and the other is associated with the protonated form, FR0-HSB+* (ca. 630 nm). 

As can be seen from the spectra (Figure 2.2), the relative intensities of the two emission bands 

depend on the solvent medium.  

Figure 2.2. The normalized absorption (left) and fluorescence (right) spectra of FR0-SB in linear alcohols from 
methanol to n-octanol.  Absorbance spectra are normalized to a maximum of 1.0 and integrated emission band areas 
are normalized for area. 

 

To examine the interactions between the super photobase and its immediate environment, 

we measure the rotational diffusion dynamics of both FR0-SB* and FR0-HSB+*. For such 

measurements, we acquired fluorescence transients for polarizations parallel and perpendicular to 

the excitation polarization in each solvent (I||(t) and I⊥(t), respectively).  The transients are 

combined to produce the induced orientational anisotropy decay function, 
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The chemical and physical information of interest lies in the functional form and decay time 

constant(s) of R(t), and there is a well-established theoretical framework in place for the 

interpretation of these data.89–92 The relationship between the anisotropy decay function and the 

Cartesian components of the rotational diffusion constant (Di, i = x, y, z) have been described by 

Chuang and Eisenthal.89 For the experimental conditions of relevance here, the transition dipole 

moment between the ground state and the first excited singlet state lies approximately along the 

long molecular axis (x), which is taken to be unique relative to the short molecular axes (y, z) (see 

Figure 1b). Such motion is described in the context of a prolate rotor (Dx ≠ Dy = Dz), and R(t) 

decays as a single exponential. The recovered anisotropy decay time constant is inversely related 

to Dz. 

Under these experimental conditions, the rotational diffusion decay time constant is related 

to chromophore and system properties through the modified Debye–Stokes–Einstein (DSE) 

equation,90–92  

OR
z B

1
,

6

Vf

D k TS

η
τ = =  (2.3) 

where τOR is the decay time constant of R(t), η is the (bulk) solvent viscosity, V is the hydrodynamic 

volume of the rotating entity, calculated by using the method of van der Waals increments,93 f is a 

frictional interaction term that describes the boundary condition between solvent and solute,91 kBT 

is the thermal energy term, and S is a shape factor related to the ellipsoidal shape of the rotating 

molecule, calculated via Perrin’s equations.92 Using molecular mechanics, we estimated the major 

axis length of FR0-SB to be 18.2 Å and the minor axis to be 6.2 Å, yielding a hydrodynamic 

volume of 363 Å3 , in agreement with the estimate from the method of van der Waals increments. 
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From the ratio of the axes, ρ = 0.34, and using Perrin’s equation for a prolate ellipsoid, we recover 

S = 0.43. The choice of a prolate ellipsoid was based on the observed single-exponential anisotropy 

decay in all cases (vide infra). For strong intermolecular interactions, f is set to 1, the so-called 

stick limit. For conditions where the interactions between solvent and chromophore are less strong, 

f can range from 0 to <1, depending on the value of S. For a prolate rotor with S = 0.43, fslip = 

0.44.91 This is the so-called slip limit. In our consideration of solvent−chromophore interactions, 

we do not attempt to correct for changes in S because any such correction would lead to only small 

changes in the model results, and there is no experimental means of evaluating any such change.  

Figure 2.3. Reorientation times of FR0-SB* and FR0-HSB+* in the primary n-alcohols, methanol through 1-octanol, 
and ethylene glycol plotted vs. solvent viscosity. The purple and blue dashed lines indicate the slip and stick limit 
from the modified DSE equation, Eq. 2.3, respectively.  The green points represent the result of solvent “attachment” 
to the chromophore. 

 

Despite the fact that the modified DSE model assumes the solvent to be a continuum, it has 

proven to be a relatively accurate predictor of rotational diffusion behavior. For the experiments 

reported here, the rotational diffusion dynamics for the unprotonated FR0-SB* system are 

measured at 450 nm, and the rotational diffusion dynamics of the protonated FR0-HSB+* species 

are measured at 650 nm. The normalization for the total excited-state population (the denominator 
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in Eq. 2.2 ensures that the fluorescence decay or the fluorescence rise in the case of the protonated 

species does not distort the motional information content of R(t). We show in Figure 2.3 the 

experimental reorientation times for FR0-SB* and FR0-HSB+* as a function of solvent viscosity 

along with the predictions of the modified DSE model in both the stick and slip limits. We find 

that the anisotropy decay time constant varies linearly with solvent viscosity for both species; 

however, the slope of the dependence is different by a factor of slightly more than 2 (291 ps/cP for 

FR0-HSB+* vs 134 ps/cP for FR0-SB*). We consider this difference in more detail next. 

As can be seen from the lines in Figure 2.3 calculated by using the modified DSE model 

in the stick and slip limits, the reorientation behavior of FR0-HSB+* appears to be slower than the 

stick limit, while that of FR0-SB* is intermediate between stick and slip limits. Following proton 

transfer, FR0-HSB+* is positively charged and there is a negatively charged RO− species nearby. 

The difference in behavior between FR0-SB* and FR0-HSB+* is consistent with the difference 

predicted by the stick and slip limits. We believe this to be largely fortuitous. The modified DSE 

model in either limit does not account for intermolecular interactions between chromophore and 

solvent that are central to the data we report here. 

Despite the apparent appeal of the stick and slip limit predictions, it is important to also 

consider the process that is relevant to our observations. Specifically, the process under 

consideration is a proton transfer event from the ROH solvent to the FR0-SB* chromophore. The 

products of this process are described as RO− and FR0-HSB+*, with the necessary involvement of 

a transition state (see Figure 2.4). This representation has been made previously for FR0-SB*, 

where the excited-state proton transfer reaction coordinate is indicated as having a local minimum 

intermediate between FR0-SB* and FR0-HSB+*. The open issue is the time scale of the transition 

from unprotonated to protonated form (Figure 2.4) and the ability to distinguish a “shared” proton 
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from a contact ion pair (FR0-HSB+*−−OR) based on the data reported here. In fact, the 

reorientation data cannot provide explicit information about the nature of the solvent−solute pair. 

If the solvent−(excited) solute complex (Figure 2.4) is stable on a time scale similar to the 

rotational time of the chromophore, the complex, including both the chromophore and solvent 

molecule hydrodynamic volume, would contribute to the hydrodynamic volume of the rotating 

species. Such a solvent−solute complex can be modeled by V = VFR0-SB* + VROH, which is 

presented as the green dots and connecting line in Figure 2.3. In such a system it is expected that 

for sufficiently slow reorientation there would be a negative deviation of the experimental data 

from the volume-based prediction because the complex would not persist as an entity for as long 

as τOR. In other words, the hydrodynamic volume would be represented by that of the chromophore 

and a fraction of the solvent volume, with the fraction being related to the ratio of the complex 

lifetime to τOR. Such an explanation is not without precedent. The formation of a persistent 

complex between chromophore and solvent has been invoked previously to explain state-

dependent rotational diffusion behavior in oxazines in hydrogen-bonding solvents.94–96  

 

Figure 2.4. Schematic of proton exchange between SB* and solvent. 

 

In an attempt to clarify this assertion, we acquired anisotropy decay data for FR0-HSB+* 

in acidified methanol and ethanol solutions. Acidification of FR0-SB in methanol and ethanol 

produces FR0-HSB+*, which has a characteristic absorption band centered at ca. 480 nm. Direct 

excitation of this band yielded anisotropy decay time constants that are identical to those for FR0-

HSB+ in the nonacidified solvents. We attribute this result to the limitations of the experiment. The 

addition of sufficient acid to produce FR0-HSB+ is practical only in methanol and ethanol, and the 
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hydrodynamic volumes of these solvents are small relative to the chromophore. Thus, any 

difference between the reorientation of protonated FR0-HSB+* and the same chromophore 

interacting with the solvent is not resolvable within our experimental uncertainty.  

A brief word is in order regarding the zero-time anisotropy decay data shown in Table 2.1. 

These data reflect the angle between the excited and emitting transition dipole moments. For FR0-

SB* there appears to be a monotonic decline in R(0) with increasing solvent viscosity while for 

FR0-HSB*+ R(0) appears to be independent of solvent. For FR0-SB* the angle between the 

excited and emitting transition dipole moment varies between 15° and 49°, while for FR0-HSB*+ 

the angle is essentially constant at ∼30°. The angle between the excited and emitting transition 

dipole moments depends on the structure of the emitting species and on the symmetries of the 

vibronic transitions accessed by the emission. As the details of solvation change with solvent, the 

specific vibronic transitions accessed over the detected emission window will vary.89 While 

interesting, there simply is not enough information contained in R(0) to be able to extract additional 

detailed chemical information.  

We consider next the details of the proton exchange process. It is important to note at the 

outset that the primary factors mediating molecular rotation are different than those which mediate 

proton transfer. As noted above, the two emission bands shown in Figure 2.2 correspond to FR0-

SB* (ca. 460 nm) and FR0-HSB+* (ca. 630 nm). We can explain the changes in the area of the 

two fluorescence emission bands in the context of a kinetic model, which can be evaluated by 

using time-resolved measurements. The relative intensities of the two bands are expected to scale 

with the corresponding lifetimes of the unprotonated and protonated species in the different 

solvents, after considering differences in the fluorescence quantum yield between the unprotonated 

and protonated species. Table 2.1 summarizes the fluorescence lifetime decays obtained from 
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fitting the isotropic quantity (I∥(t)+2I⊥(t)) to an exponential decay function. The lifetime data for 

FR0-HSB+* (630 nm) exhibit two components: a rise time and a decay time. For the n-alcohols, 

we observe that all the lifetimes increase as a function of solvent aliphatic chain length. This 

dependence cannot be accounted for in terms of the solvent pKa, which varies over a narrow range, 

from 15.5 to 17. Rather, the change in observed rates is seen to depend on the concentration of 

−OH functionality in the solvents.  

Figure 2.5. Kinetic population model for excited state proton transfer between FR0-SB and the solvent.   

 

Table 2.1.  Fluorescence anisotropy and lifetime components.   

Solvent 
460 nm emission (SB*) 630 nm emission (HSB+*) 

R(0) τOR (ps) τSB1 (ps) τSB2 (ps) R(0) τOR (ps) τX (ps) τHSB (ps) 
MeOH 0.36 86 ± 6 48 ± 4 — 0.24 186 ± 13 96 ± 4 1048 ± 2 
EtOH 0.31 134 ± 16 74 ± 5 301 ± 24 0.24 315 ± 8 208 ± 13 1262 ± 15 
PrOH 0.23 235 ± 23 94 ± 3 306 ± 6 0.25 544 ± 17 296 ± 10 1443 ± 6 
BuOH 0.19 355 ± 19 213 ± 5 617 ± 31 0.25 834 ± 8 426 ± 63 1585 ± 30 
PeOH 0.14 456 ± 29 361 ± 41 2201 ± 753 0.24 1090 ± 49 610 ± 53 1604 ± 26 
HxOH 0.10 552 ± 43 437 ± 12 2824 ± 212 0.24 1389 ± 32 739 ± 40 1663 ± 32 
HpOH 0.06 774 ± 17 605 ± 64 — 0.26 1618 ± 22 773 ± 9 1774 ± 13 
OcOH 0.11 931 ± 36 691 ± 72 — 0.25 2020 ± 69 933 ± 17 1701 ± 55 
EG 0.11 2061 ± 76 57 ± 1 1328 ± 30 0.29 3312 ± 146 100 ± 12 1133 ± 104 

All time constants are in ps.  Uncertainties are reported as ± 1 σ for at least three determinations.  Abbreviations:  
MeOH = methanol, EtOH = ethanol, PrOH = 1-propanol, BuOH = 1-butanol, PeOH = 1-pentanol, HxOH = 1-
hexanol, HpOH = 1-heptanol, OcOH = 1-octanol, EG = ethylene glycol. 

A kinetic model, consistent with the steady-state emission data, is presented in Figure 2.5. 

In this model, excitation (δ(t)) is at 350 nm, producing FR0-SB*. This species either can relax 

radiatively to FR0-SB (τSB, λem ≈ 460 nm) or can interact with a solvent molecule through hydrogen 

bonding, leading to a transition state [FR0-SB*···H···OR]‡ and subsequent proton abstraction to 

SB

SB*+HOR HSB+* + -OR

HSB+

τSB

τX

τHSB

SB*LH LOR

 δ(t)
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produce FR0-HSB+* and −OR. Radiative relaxation of FR0-HSB+* (τHSB) is observed at ca. 630 

nm. For the proton transfer process, we identify two different rate constants. The first rate constant 

is associated with hydrogen bonding between the solvent and FR0-SB*. We believe the formation 

of the H-bond to be fast. We assert that the rise time pertaining to the FR0-HSB+* population is 

associated with the formation of the complex (Figure 4) and progression to the products, FR0-

HSB+* + RO−. To assist the interpretation of the experimental data, we show some of the key 

properties of the low-lying singlet electronic states of the FR0-SB molecule in Table 2.2 obtained 

in the ab initio EOMCC calculations described in the Computational Details section. They include 

the excitation energies and oscillator strengths characterizing the vertical S0 → Sn (n = 1−4) 

transitions and the electronic dipole moments of the calculated ground and excited states. To verify 

the reliability of our EOMCC-based computational protocol defined by Eq. 2.1, we compared our 

theoretical gas-phase value of the S0 → S1 vertical excitation energy of FR0-SB with the 

corresponding experimental photoabsorption energy characterizing FR0-SB dissolved in hexane, 

which is the least polar solvent considered in our experiments that will be reported in a future 

publication. Our best ab initio EOMCC value based on Eq. 2.1, of 3.70 eV, matches closely the 

experimentally derived S0 → S1 transition energy corresponding to the maximum of the 

photoabsorption band characterizing FR0-SB dissolved in hexane, which is 3.52 eV. If we did not 

correct the EOMCCSD/6-31+G* excitation energy for the triples using Eq. 2.1, we would obtain 

4.10 eV, which shows that high-order many-electron correlation effects beyond the EOMCCSD 

level, estimated in this study with the help of the δ-CR-EOMCC(2,3) approach, are significant. 

We should also mention that our best TD-DFT result for the S0 → S1 vertical excitation energy of 

FR0-SB, obtained using the CAMB3LYP functional, of 3.92 eV, is not as good as the EOMCC 

value shown in Table 2.2. 
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Table 2.2. The orbital character, vertical excitation energies 
(EOMCC)
nω , oscillator strengths, and electronic dipole 

moment values 
nµ  of the four lowest-energy excited singlet electronic states Sn of FR0-SB, as obtained in the 

EOMCC calculations described in the Computational Details section. The CCSD value of the dipole moment in the 
ground electronic state is 2.6 D. 

State 
Orbital 

character 

(EOMCC)
nω  Oscillator 

strength nµ  (D) 
(eV) (nm) 

S1 π → π* 3.70 335 0.74 8.6 
S2 π → π* 3.96 313 0.35 6.7 
S3 π → π* 4.23 293 0.02 5.4 
S4 π → π* 4.45 279 0.03 4.3 

 

Moving to our main theoretical findings summarized in Table 2.2, we can see that of the 

four lowest-energy singlet excited states of FR0-SB calculated in this study, two, namely, S1 and 

S2, can be accessed by photoabsorption. The remaining two states, S3 and S4, are characterized by 

negligible oscillator strengths. In a future computational study, we will show that the positions and 

relative intensities of the S0 → S1 and S0 → S2 transitions closely match those observed in high-

resolution photoabsorption experiments for FR0-SB in nonpolar solvents, such as hexane. What 

is most important for this study are the observations that both S1 and S2 have similar peak positions 

and intensities on the same order, resulting in broadening of the FR0-SB → FR0-SB* 

photoabsorption band, and that the electronic dipole moment of FR0-SB increases significantly 

upon photoexcitation, from 2.6 D in the ground electronic state to 8.6 D for S1 and to 6.7 D for S2. 

This more-or-less 3-fold increase in the dipole moment as a result of the S0 → S1 and S0 → S2 

optical transitions in FR0-SB, observed in our EOMCC calculations and shown in Figure 1b for 

S1, demonstrates that the deprotonation of protic solvent molecules by the photoactivated FR0-SB 

species is indeed possible, since there is an accumulation of the net negative charge on the imine 

nitrogen. While the decay time constant corresponding to the second excited singlet state, τSB2, 

represents only a small fraction of the total population decay of FR0-SB*, and in some cases 

(methanol, n-heptane, and n-octane) this component cannot be even resolved, i.e., the S2 state does 
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not appear to play a direct role in proton exchange, the presence of this strongly dipolar state in 

the vicinity of S1, which has a similarly large dipole, may be important for understanding the state-

dependent modulation of electron density in FR0-SB. In extracting the decay time constants τSB1 

and τSB2 in Table 2.1, we made the assumption that the S1 → S0 and S2 → S0 fluorescence processes 

are independent of each other and that the radiative S2 → S1 transition can be neglected, and our 

ab initio EOMCC calculations confirm the validity of these assumptions. The oscillator strength 

characterizing the transition between the S1 and S2 states resulting from our calculations is only 

about 0.01, making the S2 → S1 fluorescence highly unlikely. Gaining a detailed understanding of 

the role of each excited state in the optical response and proton transfer clearly requires more 

experimental investigation. We are presently investigating both the one- and two- photon excited 

emission data and will report on those data in a future publication.  
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Figure 2.6.  (a) Dependence of lifetimes τSB, τX and τHSB on solvent viscosity.  (b) Dependence of the same lifetimes 
on solvent [-OH]. 

 
The solvent dependence of the fluorescence lifetimes is shown in Figure 2.6 as a function 

of solvent viscosity (Figure 2.6a) and as a function of the solvent [OH] (Figure 2.6b). The 

dependence on [OH] is similar to the dependence on dielectric constant (not shown). The 

dependence of the radiative lifetimes of FR0-SB* and FR0-HSB+* on viscosity indicates that 

relaxation for both is mediated by the ability of the chromophore to access out-of-plane 

0 2 4 6 8 10 12 14 16 18
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8  τ
SB

 τ
x

 τ
HSB

li
fe

ti
m

e 
 (

ns
)

viscosity  (cP)

5 10 15 20 25 30 35 40
0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8  τ
SB

 τ
x

 τ
HSB

li
fe

ti
m

e 
 (

ns
)

[OH]  (M)

a

b



35 
 

conformations to activate nonradiative decay pathways. The dependence of τx on viscosity 

suggests that some level of solvent−solute alignment is required to facilitate the formation of the 

transition state.  

Examining the lifetimes as a function of [−OH] reveals that all of the lifetimes are affected 

by the proton transfer process. For the highest proton concentrations (ethylene glycol and 

methanol) it appears that the formation of the transition state and the subsequent proton transfer 

event occurs on a time scale that is on the order of our experimental time resolution (ca. 40 ps) or 

faster. This result is expected based on the high concentration of −OH functionality that is present. 

The [−OH] dependence becomes more clear for solvents ethanol through n-octanol, where the 

concentration of [−OH] is lower. Such findings are consistent with the model shown in Figure 5.  

We note correlation between the population decay of FR0-SB* and buildup of FR0-

HSB+*. The time constant associated with the transition from FR0-SB* to FR0-HSB+* (τX) is 

longer in all cases than the decay time of FR0-SB*. These data demonstrate there is necessarily a 

transition state with a finite lifetime associated with the proton transfer process.  

Because the series of n-alcohols provide a correlation between solvent molecular structure 

and viscosity, with an inverse dependence on [−OH], it is important to test which of these 

properties dominates the several processes we consider in this paper. For the rotational diffusion 

data there is a known viscosity dependence (Eq. 2.3), and we observe this experimentally. For the 

lifetime data, ethylene glycol (furthest right points in Figure 2.6a) does not follow the trend for the 

normal alcohols. As can be seen in Figure 2.6b, however, the lifetime data exhibits a dependence 

on [−OH] that holds for both ethylene glycol and the n-alcohols, and such a finding is consistent 

with the kinetic model shown in Figure 2.5.  
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It is also useful to consider the dependence of our lifetime data on the dielectric constant 

of the solvent. This dependence follows the same trend as shown in Figure 2.6b for [−OH]. The 

dielectric constant is related to the ability of the environment to solvate charged species. The rise 

time of the protonated species τX decreases as the dielectric constant of the solvent increases. The 

stabilization of the solvent−solute complex as well as the formation of the charged species is 

mediated by the dielectric response of the system, which implies that both the transition state and 

the reaction products (FR0-HSB+* and RO−) are more polar than the neutral FR0-SB* and ROH 

reactants. While this is obviously the case for the final products, the dependence of τX on dielectric 

constant sheds some light on the nature of the transition state.  

It is also important to consider the dominant factor that mediates the relaxation of FR0-

HSB+*. As can be seen from the steady-state emission data (Figure 2.2), the emission of FR0-

HSB+* shifts to the blue with increasing solvent aliphatic chain length, consistent with the polar 

(ionic) nature of the excited chromophore. On the basis of this observation, one would expect on 

simple polarity grounds that the lifetime of FR0-HSB+* would decrease with increasing solvent 

aliphatic chain length. Experimentally, the opposite trend is observed (Table 2.1). The lifetime of 

FR0-HSB+* is seen to be proportional to [−O−], indicating that back-donation of the proton from 

FR0-HSB+* to the alkoxide RO− mediates the relaxation of the protonated chromophore. 

Consequently, the species FR0-HSB+* shown in Figure 2.5 may have a vanishingly small 

concentration, which is not surprising.  

It is important to make a clear distinction between the rotational diffusion dynamics and 

the proton exchange dynamics seen here. Indeed, these two phenomena, which both play important 

roles in the data we report here, depend on the solvent properties in different ways. Specifically, 

the rotational diffusion dynamics are known to depend on the viscosity of the solvent system 
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according to the modified DSE model. The proton exchange dynamics, in contrast, may depend 

on the solvent viscosity to a limited extent in the context of the time required to achieve 

intermolecular alignment to facilitate proton transfer and solvation dynamics. The dominant 

contributions to proton transfer dynamics, however, are the available −OH concentration and the 

solvent dielectric constant. The data for FR0-SB* and FR0-HSB+* in ethylene glycol underscore 

the difference in the factors that dominate the two processes. 
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2.4 Conclusion 

We have examined the rotational diffusion and excited-state protonation/deprotonation dynamics 

of both FR0-SB* and FR0-HSB+* species as a function of solvent viscosity and dielectric constant 

for a series of n-alcohols C1 (methanol) through C8 (n-octanol) and ethylene glycol. The rotational 

diffusion behavior of FR0-SB* and FR0-HSB+* is seen to be substantially different and 

approximated by the modified DSE model in the slip and stick limits, respectively. It is the 

protonation of the FR0-SB* molecule that leads to a chromophore possessing formal charge and 

exhibiting substantially stronger solvent−solute interactions. We find better agreement when we 

consider that the solvent interacts with the excited chromophore over a time scale that is similar to 

the chromophore rotational diffusion time. This finding provides strong evidence for the formation 

of a relatively stable transition state, as schematized in Figure 2.4. The lifetime of the excited states 

of both FR0-SB* and FR0-HSB+* correlate with the [−OH] and the dielectric constant, which is 

consistent with the kinetic model presented in Figure 5 and with the structure of the transition state 

being more polar than the neutral reactants. The dependence of each process on solvent parameters 

is different, and we expect that there are steric issues in addition to those we report here that can 

be revealed through the study of these processes in secondary and tertiary alcohols and in diols. 

Taken collectively, these data demonstrate that the FR0-SB* super photobase extracts solvent 

protons efficiently and in a predictable manner. This is consistent with the significant, ca. 3-fold, 

increase in the dipole moment upon photoexcitation to the two lowest-energy singlet excited states 

of FR0-SB* observed in our high-level ab initio EOMCC calculations. While our decay time 

measurements suggest that the second excited singlet state, which has a large dipole moment 

similar to the first excited singlet state, does not play a direct role in proton exchange, its presence 

may be important for understanding the state-dependent modulation of electron density in FR0-
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SB. Our experiments reported in this work find the protonation step to be highly dependent on the 

ability of the solvent to solvate the resulting charged species. The use of photoinitiated reagents in 

precision chemistry applications can proceed with greater predictive power with the information 

gained from this work. In the future, we will explore other aspects of the complex interactions 

between FR0-SB* and its local environment to more fully understand the chemical and physical 

factors that mediate its photoinduced reactive properties. 
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Chapter 3 Steric Effects in Light-Induced Solvent Proton Abstraction 

The significance of solvent structural factors in the excited-state proton transfer (ESPT) reactions 

of Schiff bases with alcohols is reported here. We use the super photobase FR0-SB and a series of 

primary, secondary, and tertiary alcohol solvents to illustrate the steric issues associated with 

solvent to photobase proton transfer. Steady-state and time-resolved fluorescence data show that 

ESPT occurs readily for primary alcohols, with a probability proportional to the relative –OH 

concentration. For secondary alcohols, ESPT is greatly diminished, consistent with the barrier 

heights obtained using quantum chemistry calculations. ESPT is not observed in tertiary alcohols. 

We explain ESPT using a model involving an intermediate hydrogen-bonded complex where the 

proton is “shared” by the Schiff base and the alcohol. The formation of this complex depends on 

the ability of the alcohol solvent to achieve spatial proximity to and alignment with the FR0-SB* 

imine lone pair stabilized by the solvent environment. 

 

 

 

 

 

 

 

This chapter has been reproduced from (Phys. Chem. Chem. Phys. 2020, 22, 19613-19622), with 
permission from PCCP owner societies. 
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3.1 Introduction and Background 

The development and characterization of reversible photoactivated reagents is central to the 

advancement of precision chemistry. The goal of this emerging area is to control the execution of 

a chemical reaction spatially and temporally through the use of photo-activated reactive chemical 

species. Applications for such precision chemistry are numerous, ranging from high-precision 

photolithography to the development of near-field chemical-reaction-based sensing and imaging 

of complex surfaces, including, for example, heterogeneous catalysts.  

The vast majority of chemical reactions are either acid–base or redox processes, and the 

key to the development of precision chemistry is the ability to design photoinitiated reagents for 

specific purposes. Some of the best-known members of this class of molecules are photoacids and 

super photoacids, where a chemical functionality on a chromophore, typically an alcohol or 

carboxylic acid moiety, undergoes a substantial decrease in pKa upon photoexcitation.  

Even though there are several known families of super photoacids, such as the 

cyanonaphthols,9,10 only a limited number of molecules are known to function as photobases, 

capable of abstracting protons from alcohols. Among them are 5-methoxyquinoline65 and (E)-7-

((butylimino)methyl)-N,Ndiethyl-9,9-dimethyl-9H-fluoren-2-amine (FR0-SB)11 (Figure 1) with 

excited-state pKa values of 15.5 and 21, respectively. These two species are examples of molecules 

that exhibit excited-state intermolecular proton transfer (ESPT) rather than excited-state 

intramolecular proton transfer.97,98 It is worth pointing out that unlike hydroxyquinoline, 

aminoquinoline, and azaindole photobases, FR0-SB lacks labile protons and must undergo explicit 

intermolecular proton transfer, as opposed to tautomerization or other net intramolecular 

rearrangements. Studies carried out on 5-methoxyquinoline have concluded that a cluster of at 

least two solvent molecules is required to enable ESPT.99,100 However, these investigations were 
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not able to assess steric restrictions posed by secondary and tertiary alcohols given the fact that 5-

methoxyquinoline deprotonates only low-pKa primary alcohols (e.g., halogenated ethanol).65 To 

that end, we focus here on the steric properties of the solvent–solute complex, required for ESPT 

to occur, using the much stronger photobase FR0-SB as an example. 

Figure 3.1. The FR0-SB molecule and how its electronic density changes upon excitation. (a) FR0-SB super 
photobase. (b) The structure of the isolated FR0-SB molecule in its ground electronic S0 state, the dipole moments 
characterizing the S0 (shorter orange vector) and electronically excited S1 (longer magenta vector) states, and the S1 − 
S0 total electronic density difference, resulting from the CC/EOMCC calculations described in the main text. The 
red/blue color indicates an increase/decrease in the electron density upon the S0 → S1 excitation. 

 

In a recent report, we presented experimental evidence for the formation of a persistent 

interaction between solvent primary alcohols and FR0-SB* based on rotational diffusion dynamics 

measurements.101 The high-level ab initio calculations presented in that report, based on the 

coupled-cluster (CC) theory69 and its equation-of-motion (EOM) excited-state extension,70 

indicated that this persistent interaction, which leads to ESPT, is a consequence of the ca. 3-fold 

increase in the static dipole moment of FR0-SB upon excitation from its ground electronic state 

(S0) to its first-excited singlet state (S1) (cf. Figure 3.1b).101 As shown in Figure 3.1b, where we 

plot the S1 – S0 total electron density difference, calculated using the CC/EOMCC one-electron 

reduced density matrices resulting from our earlier computations,101 the cause of this significant 
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increase in dipole moment upon photoexcitation is an overall intramolecular migration of a 

relatively small amount of electron density over a long distance, from the diethylamino nitrogen 

to the imine nitrogen.  

Even though our earlier work demonstrated that the rate of formation of the complex 

between FR0-SB* and the solvent ROH was controlled by the concentration of –OH functional 

groups in the solvent for primary alcohols, the details of the excited Schiff base–alcohol complex 

formation was left unresolved. In particular, the steric effect arising from the structure of the 

alcohol and the details of the associated proton-transfer reaction pathways remained unclear. 

Among the factors that contribute to the proton transfer process is the highly associative nature of 

the solvent and the role that solvent molecular structure plays in the ability to engage in an ESPT 

reaction with the Schiff base.  

The transfer of protons between excited chromophores and their surrounding media carries 

different spatial and reaction coordinate implications depending on the direction of proton transfer. 

Photoacids require a lesser extent of solvent organization than photobases to execute the proton 

transfer event. Photoexcitation of photoacids leads to the ejection of a proton from the 

chromophore into a highly associative bath where intermolecular proton exchange operates under 

an equilibrium condition. Photobases, on the other hand, require the alignment of the proton-

donating solvent molecule with the excited Schiff base receptor, which is mediated by the solvent’s 

associative network. Studies of hydroxyquinolines and azaindoles have explored the net 

isomerization processes in which one terminus of an excited chromophore becomes strongly basic 

and the other end becomes acidic, releasing a proton. In such systems, two or more alcohol 

molecules are needed in a hydrogen bonded “proton wire” to mediate the proton transfer 

process.102–113 Much less common are photobases such as 5-methoxyquinoline or FR0-SB that 
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carry no labile protons. In these systems, the above-mentioned bridging is unnecessary; the key 

role of the hydroxylic solvent molecules or clusters is simply to serve as a source of protons in 

response to the enhanced basicity engendered by photoexcitation.  

The purpose of this work is to provide insights into the effect of solvent steric factors on 

the ESPT process. The experimental data we report are time-resolved and steady-state fluorescence 

measurements of FR0-SB in primary, secondary, and tertiary alcohols, with an emphasis on the 

kinetics and equilibria of the ESPT reaction. We also report the details of the ESPT reaction 

pathways between FR0-SB and representative primary and secondary alcohols predicted by 

quantum chemistry calculations. Our data show that primary alcohols exhibit facile proton transfer 

to the excited chromophore FR0-SB*, with secondary alcohols being much less efficient and 

tertiary alcohols not exhibiting measurable proton transfer. These data demonstrate collectively 

the existence of an intermediate complex where FR0-SB* and alcohol solvent molecules share the 

alcohol proton and mediate the ESPT process. 
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3.2 Experimental and Theoretical Methods 

3.2.1 Materials 

The alcohols methanol, ethanol, propan-1-ol (n-propanol), propan-2-ol (i-propanol), butan-1-ol (n-

butanol), pentan-1-ol (n-pentanol), cyclopentanol, 2-methylbutan-2-ol (t-amyl alcohol, TAA), 

hexan-1-ol (n-hexanol), heptan-1-ol (n-heptanol), and octan-1-ol (n-octanol) were obtained from 

Millipore-Sigma in their highest purity grade available and were used as received. Acetonitrile 

(ACN) was purchased from Millipore-Sigma in its highest purity grade and used as received. The 

compound FR0-SB was synthesized from FR0 and n-butylamine as described previously.11,101 

3.2.2 Steady-State Absorbance and Emission Spectroscopy 

UV-visible absorption spectra were recorded using a Shimadzu UV-2600 spectrometer. Spectral 

resolution was 1 nm for all measurements. The concentration of the samples was 2 μM in all the 

solvents. The molar absorptivity of FR0-SB is εmax = 81500 M−1cm−1 (ca. 370 nm). Fluorescence 

spectra of FR0-SB dissolved in each solvent were recorded using a Hitachi FL-4500 fluorescence 

spectrometer with excitation at the absorption maximum in each solvent. Excitation and emission 

spectral resolution was 1 nm for all measurements. Temperature-dependent steady-state spectra 

of FR0-SB in n- and i-propanol were acquired using a Horiba Duetta spectrofluorometer with a 

Quantum Northwest temperature controller (QNW TC 1). Analysis of the spectra was performed 

using Microcal Origin 9.0 software. 

3.2.3 Time-Resolved Fluorescence Measurements 

The time-correlated single photon counting (TCSPC) instrument used in this work has been 

described elsewhere66 in detail and we provide only a brief synopsis here. The pump laser is a 

passively mode-locked Nd:YVO4 laser (Spectra-Physics Vanguard) that operates at 1064 nm 
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producing 13 ps pulses at 80 MHz repetition rate. The second harmonic (532 nm) and third 

harmonic (355 nm) outputs are 2.5 W average power with the same pulse width and repetition rate 

as the fundamental laser output. The 532 nm output of the Nd:YVO4 laser excites synchronously 

a cavity-dumped dye laser (Coherent 701-3) operating at 700 nm (LDS 698 laser dye, Exciton). 

The output of the dye laser was frequency-doubled using a Type I LiIO3 SHG crystal to produce 

350 nm excitation pulses (ca. 5 ps pulses, 250 ns inter-pulse spacing) to excite the samples. 

Average power at the sample was less than 1 mW for all measurements. A portion of the dye laser 

fundamental output (700 nm) was sent to a reference photodiode (B&H). Sample fluorescence was 

collected using a 40× reflecting microscope objective (Ealing) and sent to a polarization-selective 

cube beamsplitter (Newport). Each polarized emission component was polarization-scrambled and 

sent through a subtractive double monochromator (CVI Digikrom CM112) equipped with a 

microchannel plate photomultiplier detector (MCP-PMT, Hamamatsu RG3809). The output of 

each MCP-PMT detector was input to one channel of a two-channel TCSPC system (B&H Simple 

Tau 152) with instrument control performed with a personal computer. Data were acquired and 

stored using a program written in-house using National Instruments LabVIEW® software. 

Temperature-dependent time-resolved data were recorded by TCSPC as described above, the only 

differences being that the excitation wavelength was 430 nm and that the temperature was 

controlled using a Thermo Fisher Scientific bath circulator connected to the cuvette-holder. For 

the temperature-dependent measurements, data were collected at every 10 K between 273 K and 

323 K while the sample was stirred. 

3.2.4 Computational Details 

All of the geometry optimizations relied on the Kohn–Sham formulation67 of density functional 

theory (DFT)68 using, in the case of the structures along the excited-state proton transfer reaction 
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pathway, the time-dependent (TD)84 extension of DFT to excited states combined with the SMD 

continuum solvation model,114 to account for the bulk solvation effects (the analogous protocol 

employing SMD was used in the DFT ground-state optimizations). All of the calculations reported 

in this work employed the 6-31+G* basis set71–73 using spherical components of d functions and 

the CAM-B3LYP functional.83 As explained in our previous work,101 among the several 

benchmarked functionals, CAM-B3LYP provides the gas-phase vertical excitation energies of 

FR0-SB closest to those obtained in the high-level ab initio EOMCC calculations using the δ-CR-

EOMCC(2,3) triples correction to EOMCCSD.74 For example, the CAM-B3LYP/6-31+G* S0 → 

S1 vertical excitation energy of 3.92 eV is close to the 3.70 eV value obtained with δ-CR-

EOMCC(2,3), which is, in turn, within 0.2 eV from the experimental excitation energy of 3.52 eV. 

In addition, the CAM-B3LYP functional provides the ground-state geometry of FR0-SB that is 

essentially identical to that obtained using the second-order Møller–Plesset perturbation theory, 

when the 6-31+G* basis set is employed.101 

All of the electronic structure calculations reported in this study, including the DFT and 

TD-DFT geometry optimizations using the CAM-B3LYP functional and the accompanying single-

point DFT and TD-DFT calculations employing the same functional and the SMD continuum 

solvation model, were performed using the GAMESS package.85 In the case of the optimized 

ground-state geometries, the S0 → S1 vertical excitation energies, which, from the fundamental 

physics perspective, correspond to a very fast process resulting in an abrupt change in the solute 

electron density, were computed by taking advantage of the nonequilibrium solvation effects 

associated with the solvent relaxation delay, incorporating a fast component of the solvent 

dielectric constant in addition to its bulk value,115 as implemented in GAMESS. All visualizations 



48 
 

of optimized molecular structures presented in this work were performed using the VMD 

software.88  

In what follows, we provide the SMD/CAM-B3LYP/6-31+G* optimized geometries, 

labeled A–L, obtained in this work, characterizing the interaction between FR0-SB and a cluster 

of three n-propanol molecules in a continuum solvation model of n-propanol. In particular, 

geometry A corresponds to the optimized structure of the [FR0-SB⋯HOR] complex in the ground 

electronic state (S0), B corresponds to the optimized structure of the [FR0-SB*⋯HOR] reactant, 

i.e., FR0-SB in its first-excited singlet state (S1) hydrogen-bonded to a cluster of three n-propanol 

molecules, and L is the optimized geometry of the [FR0-HSB+*⋯−OR] product of the excited-

state proton transfer reaction. The partially optimized geometries C–K are the structures along the 

minimum-energy pathway defining the proton exchange process in the S1 state, obtained using the 

procedure outlined in the main text. For each of the A–L structures, we also provide the total 

electronic energies of the S0 and S1 states, denoted as 
0SE  and 

1S
E , respectively.  
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3.3 Results and Discussion 

The ability of FR0-SB to abstract a proton from an alcohol can be evaluated using steady-state 

fluorescence spectroscopy. The absorption and fluorescence spectra of FR0-SB dissolved in a 

series of solvents are shown in Figure 3.2a and b. The absorption spectra are relatively independent 

of solvent. Fluorescence of FR0-SB exhibits two emission bands, one centered around 630 nm 

(~15870 cm−1) and the other near 460 nm (~21740 cm−1), which have been assigned to the 

protonated FR0-HSB+* species and its non-protonated form FR0-SB*, respectively. The FR0-

HSB+* emission band appears as a result of ESPT.11 Fluorescence spectra have been divided by 

the frequency cubed, according to the transition dipole representation, which makes fluorescence 

intensity proportional to the population of emitters according to the Einstein coefficient of 

spontaneous emission.116 In Figure 3.2a we have normalized the protonated emission intensities 

for all solvents allowing a facile comparison of the extent of ESPT for FR0-SB* as a function of 

solvent alcohol identity.  

Shown in Figure 3.2b is the normalized absorption and fluorescence spectra of FR0-SB in 

primary, secondary, and tertiary alcohols. Included is acetonitrile, an aprotic solvent, which is not 

capable of undergoing ESPT and thus exhibits no FR0-HSB+* emission. Fluorescence spectra are 

normalized to the most intense emission intensity to facilitate comparison of the extent of ESPT 

by FR0-SB* in the selected solvents. We find a substantial decrease in the probability of ESPT 

relative to the primary alcohols for secondary alcohols (i-propanol and cyclopentanol) and observe 

no ESPT emission in the case of the tertiary alcohol t-amyl alcohol (TAA).  
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Figure 3.2. Steady-state absorption and fluorescence spectra of FR0-SB in alcohols. (a) The normalized absorption 
and emission spectra of FR0-SB in primary alcohols from methanol to n-octanol. (b) The absorption and emission 
spectra of FR0-SB in various solvents to compare steric hindrance. The long wavelength emission near 630 nm 
(~15,870 cm−1) corresponds to FR0-HSB+*, while the short wavelength emission near 460 nm (~21,740 cm−1) 
corresponds to FR0-SB*. 

 

The ratio of the areas of the two emission bands for a given solvent can be used to estimate 

the fraction of FR0-SB that undergoes ESPT, after correcting for the fluorescence quantum yields 

(a) 

(b) 
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(Фfl) of the non-protonated and protonated species.11 Fluorescence measurements were taken in 

acetonitrile and acidified acetonitrile to quantify the difference in Фfl for FR0-SB* and FR0-

HSB+*. This comparison was repeated with acetone as the solvent to obtain the ratio of Фfl for the 

nonprotonated to protonated forms of FR0-SB in a different solvent system. The unprotonated 

species FR0-SB* exhibits a 1.5 times greater Фfl than FR0-HSB+*, in agreement with previous 

results.11 However, here we use the transition-dipole representation to ensure emission is 

proportional to the number of emitters.116 Table 3.1 summarizes the equilibrium constant and free 

energy of proton abstraction data as a function of solvent. For the primary alcohol solvents there 

is a monotonic decrease in FR0-HSB+* fluorescence intensity with increasing solvent aliphatic 

chain length, which is directly proportional to solvent [–OH].101 Secondary alcohols exhibit a 

markedly reduced propensity for proton donation relative to that seen for primary alcohols, despite 

the fact that the pKa values of primary and secondary alcohols, differing by structural isomerism, 

are similar (e.g., pKa = 16.1 for n-propanol117 and 16.5 for i-propanol118). We note that 

cyclopentanol has a higher protonation probability than i-propanol despite the lower –OH 

concentration. The tertiary alcohol TAA appears to not participate in ESPT to within our ability to 

detect FR0-HSB+*. Assuming that FR0-SB* and FR0-HSB+* are in equilibrium, we can derive 

the free energy of the process. 

eqK +

0
eq

-SB*  ROH -HSB *  RO

lnG RT K

−+ +

∆ = −

FR0 FR0    

                                (3.1) 

The free energy values derived from the steady-state data are included in Table 3.1.  
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Table 3.1 Analysis of the steady-state spectroscopy results. Relative -OH concentration for the different alcohols, Keq 
obtained as the ratio between FR0-SB* and FR0-HSB+*, and derived ∆G0 values for proton abstraction from steady-
state data. 

Solventa [-OH] (M) Keq ≈ 
[FR0-HSB+*]

[FR0-SB*]
 ∆G0 (kJ/mol) 

MeOH 24.7 35.6 ± 3.0 −8.7 ± 0.2 
EtOH 17.0 7.6 ± 0.5 −4.9 ± 0.2 

n-PrOH 13.4 3.5 ± 0.1 −3.1 ± 0.1 
n-BuOH 10.9 2.5 ± 0.1 −2.2 ± 0.1 
n-PeOH 9.2 2.0 ± 0.1 −1.7 ± 0.1 
n-HxOH 8.0 1.6 ± 0.1 −1.1 ± 0.1 
n-HpOH 7.0 1.4 ± 0.1 −0.9 ± 0.1 
n-OcOH 6.4 1.1 ± 0.1 −0.2 ± 0.1 
i-PrOH 13.1 0.2 ± 0.1 4.2 ± 0.1 
c-PeOH 11.0 0.3 ± 0.1 2.6 ± 0.1 

TAA 9.2 — — 
ACN — — — 

a Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, n-BuOH = n-butanol, n-PeOH = n-
pentanol, n-HxOH = n-hexanol, n-HpOH = n-heptanol, n-OcOH = n-octanol, i-PrOH = i-propanol, c-PeOH = 
cyclopentanol, TAA = t-amyl alcohol, ACN = acetonitrile. 

In addition to the steady-state measurements, we also performed picosecond time-resolved 

fluorescence lifetime measurements for FR0-SB* and FR0-HSB+* in the same solvents to relate 

the population relaxation dynamics of these species to the ESPT process. Figure 3.3a shows the 

emission decay of FR0-SB* for the series of linear alcohols, where a monotonic increase in 

fluorescence lifetime was observed with increasing solvent aliphatic chain length. Figure 3.3b 

shows the same emission decay data for FR0-SB* in selected primary, secondary, and tertiary 

alcohols. There is a significantly longer fluorescence lifetime for FR0-SB* decay in secondary 

and tertiary alcohols, suggesting less efficient proton abstraction from the alcohol in these media. 

For comparison, the decay of FR0-SB* in acetonitrile, which is incapable of participating in proton 

transfer, is also shown in Figure 3.3b. The trends observed in the primary alcohols can be 

understood in terms of the relative concentration of –OH in each solvent.101 The time-resolved 

emission increase and subsequent decay for FR0-HSB+* in the primary alcohols, methanol 

through n-octanol, is shown in Figure 3.4a. A monotonic increase in the time constants of both 

processes with increasing solvent aliphatic chain length is evident. The data in Figure 3.4b provide 
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a comparison of the time-resolved emission transients for FR0-HSB+* for selected primary and 

secondary alcohols. Because the extent of ESPT for tertiary alcohols is beneath the detection limit, 

there are no data for FR0-HSB+* in TAA. 

Figure 3.3. Steady-state absorption and fluorescence spectra of FR0-SB in alcohols. (a) The normalized absorption 
and emission spectra of FR0-SB in primary alcohols from methanol to n-octanol. (b) The absorption and emission 
spectra of FR0-SB in various solvents to compare steric hindrance. The long wavelength emission near 630 nm 
(~15,870 cm−1) corresponds to FR0-HSB+*, while the short wavelength emission near 460 nm (~21,740 cm−1) 
corresponds to FR0-SB*. 

 

The time constants for the processes discussed above are summarized in Table 3.2. As 

expected, linear alcohols exhibit a smooth trend. Secondary alcohols show significantly longer 

lifetimes, indicating lower probability for proton transfer. In the case of cyclopentanol, we observe 

(a) 

(b) 
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a faster FR0-SB* decay than for i-propanol, suggesting a slightly higher probability of proton 

transfer, in agreement with the steady-state emission spectroscopic data (Figure 3.2b). It is 

important to note that cyclopentanol shows a slower rise of FR0-HSB+* emission as compared to 

i-propanol. This finding is currently under investigation and may provide insight into the details 

of the reaction coordinate for proton transfer in secondary alcohols.  

Figure 3.4. The fluorescence decay responses plotted on a log10 scale of FR0-HSB+* detected at 630 nm in (a) primary 
alcohols and (b) selected primary and secondary alcohols. The fitting function used was f(t) = b1 exp(−t/τHSB) − b2 
exp(−t/τX). For the time constants reported in Table 3.2, the IRF has been deconvoluted using a convolute-and-
compare method. 

 

 

(a) 

(b) 
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Table 3.2 Fluorescence lifetimes obtained from time-correlated single photon counting experiments. The 
time constants are as defined in Figure 5. Uncertainties are ±σ. The χ2 values across all fits were below 0.47. 

a Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, i-PrOH = i-propanol, n-BuOH 
= n-butanol, n-PeOH = n-pentanol, c-PeOH = cyclopentanol, n-HxOH = n-hexanol, n-HpOH = n-heptanol, 
n-OcOH = n-octanol. 
b τ��� = a�τ��� + a
τ��
. 

 

Our analysis of the time-resolved data is based on a kinetic scheme used in our previous 

work involving linear alcohols,101 modified slightly and schematized in Figure 3.5. The excitation 

function, δ(t), is a ca. 5 ps for the 350 nm laser pulse, which produces the electronically excited 

FR0-SB* molecule. The photoexcited chromophore, FR0-SB*, relaxes either radiatively back to 

FR0-SB (τSB2,  λem ≈ 460 nm) or non-radiatively, along a reaction coordinate on the excited-state 

potential energy surface, producing an intermediate complex [FR0-SB*⋯H–OR] in the early 

stages of the ESPT process. This complex undergoes a transformation that results in proton 

abstraction from the alcohol and formation of the FR0-HSB+* and −OR products (τX). Emission 

from the protonated FR0-HSB+* species near 630 nm competes with deprotonation (τHSB). 

Figure 3.5. Kinetic model for the ESPT reaction between FR0-SB and the alcohol solvent ROH. 

Solventa a1 τSB1 (ps) a2 τSB2 (ps) τ���
b (ps) τX (ps) τHSB (ps) 

MeOH 0.99 18 ± 8 0.01 478 ± 185 23 ± 9 42 ± 4 1050 ± 10 
EtOH 0.93 57 ± 6 0.07 232 ± 26 68 ± 15 150 ± 5 1280 ± 10 

n-PrOH 0.92 104 ± 15 0.08 463 ± 38 134 ± 22 244 ± 4 1470 ± 10 
i-PrOH 0.70 110 ± 16 0.30 1760 ± 20 612 ± 13 375 ± 24 2290 ± 50 

n-BuOH 0.86 147 ± 5 0.14 504 ± 23 198 ± 13 391 ± 5 1610 ± 30 
n-PeOH 0.90 272 ± 35 0.10 1040 ± 80 347 ± 53 589 ± 8 1630 ± 20 
c-PeOH 0.74 231 ± 6 0.26 1580 ± 30 582 ± 17 630 ± 32 2200 ± 10 
n-HxOH 0.94 336 ± 51 0.06 1420 ± 240 401 ± 141 755 ± 13 1640 ± 30 
n-HpOH 0.97 470 ± 8 0.03 1690 ± 120 502 ± 137 749 ± 7 1800 ± 10 
n-OcOH 0.95 536 ± 8 0.05 1850 ± 90 602 ± 50 846 ± 18 1870 ± 20 
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Considering τX and τHSB as lifetimes that reflect the protonation and deprotonation 

processes in the equilibrium between the intermediate complex [FR0-SB*⋯H–OR] and FR0-

HSB+*, then the ratio of the time constants τX/τHSB (Figure 3.6a) can be compared to the free 

energy values (Table 3.1) derived from the steady-state band intensity ratio (Figure 3.6b). The 

correspondence between steady-state and time-resolved measurements provides confidence in 

assigning an equilibrium between the intermediate and the protonated species. However, the free 

energy for the process cannot be derived from the latter equilibrium given the existence of the 

intermediate. The large deviation observed for the secondary alcohols in Figure 3.6a does not 

translate into a difference in the time domain data in Figure 3.6b. We consider this as an indication 

that formation of the transient solvent organization required for proton transfer is more challenging 

on structural grounds for secondary alcohols than it is for the primary ones. 
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Figure 3.6. Trends in dynamics and free energy as a function of relative [-OH]. (a) The ratio of the time constants τX 
and τHSB is plotted as a function of relative [-OH]. (b) ∆G0 for proton abstraction obtained from the ratio of FR0-SB* 
to FR0-HSB+* emission as a function of relative [-OH]. We note good agreement between the time-resolved and the 
steady-state data for the linear alcohols. 

 

 The data plotted in Figure 3.6b make it clear that secondary alcohols deviate drastically 

from the linear trend observed for primary alcohols as a function of [–OH], underscoring the 

important role of solvent molecular structure in the proton abstraction reaction. We postulate that 

for secondary alcohols the initial formation of an excited Schiff base–solvent complex may be an 
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activated process, which is a testable hypothesis. The extent of proton abstraction in n- and i-

propanol as a function of temperature was measured, following excitation at 430 nm, in order to 

minimize the excess energy in the excited state; these measurements were corrected by the 

independently measured change in fluorescence quantum yield as a function of temperature. The 

results from these measurements are shown in Figure 3.7a with the equilibrium constants and the 

free energy of protonation values listed in Table 3.3. We observe no significant temperature 

dependence for n-propanol, but do observe a decrease in proton abstraction in i-propanol with 

increasing temperature. Table 3.4 and Figure 3.7b show the lifetimes of FR0-SB* as a function of 

temperature for the n- and i-propanol. These data suggest that conversion of FR0-SB* to FR0-

HSB+* along the reaction coordinate resulting in the deprotonation of n-propanol is a process 

characterized by a low-energy barrier, which is lower than the analogous process with i-propanol. 

No discernable temperature-dependent changes were observed in the absorption spectra for FR0-

SB in these two solvents (not shown), consistent with the protonation occurring exclusively in the 

excited electronic state. 
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Figure 3.7. Temperature-dependent proton transfer data for n- and i-propanol. (a) Concentration ratio of the 
protonated and unprotonated FR0-SB* following photoexcitation obtained from steady-state spectra. (b) 
Temperature-dependent τ��� for FR0-SB* obtained from time-resolved measurements. From these steady-
state band ratio data, we can determine the temperature-dependent equilibrium constant for 
protonation/deprotonation of FR0-SB*. 

 

 While explicit thermodynamic information is not extracted from the above data, given the 

existence of an intermediate, it is clear that the negative slope of the temperature dependence 

shown in Figure 3.7a implies a distinctly negative entropy term for ESPT in the case of the 

secondary alcohol, with entropic factors being less significant for the primary ones. This finding 

is consistent with the proton transfer reaction coordinate depending on a solvent configuration that 

is more difficult to access on steric grounds for the secondary alcohol than for the primary alcohol. 
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It is important to note that τX is longer than τSB1 for both primary and secondary alcohols, implying 

the existence of an intermediate state between FR0-SB* and FR0-HSB+*, originally postulated 

by Lahiri et al.101 and consistent with the scheme shown in Figure 3.5. 

Table 3.3 Temperature-dependent steady-state data in n-propanol (n-PrOH) and i-propanol (i-PrOH). 

Solvent T (K) Keq ≈ 
[FR0-HSB+*]

[FR0-SB*]
 ∆G0 (kJ/mol) 

n-PrOH 

273 ± 1 3.3 ± 0.6 −2.7 ± 0.4 
283 ± 1 3.9 ± 0.8 −3.2 ± 0.5 
293 ± 1 4.3 ± 0.9 −3.6 ± 0.5 
303 ± 1 4.3 ± 0.8 −3.7 ± 0.5 
313 ± 1 4.7 ± 0.9 −4.0 ± 0.5 
323 ± 1 4.4 ± 0.9 −4.0 ± 0.5 

i-PrOH 

273 ± 1 0.25 ± 0.01 3.1 ± 0.1 
283 ± 1 0.22 ± 0.01 3.5 ± 0.1 
293 ± 1 0.18 ± 0.01 4.2 ± 0.1 
303 ± 1 0.15 ± 0.01 4.7 ± 0.1 
313 ± 1 0.13 ± 0.01 5.2 ± 0.1 
323 ± 1 0.11 ± 0.01 5.9 ± 0.1 

 

Table 3.4 Temperature-dependent fluorescence lifetimes in n-propanol (n-PrOH) and i-propanol (i-PrOH) 
obtained from time-correlated single photon counting experiments. Uncertainties are ± σ. The χ2 values 
across all fits were below 0.4. 

Solvent T (K) a1 τSB1 (ps) a2 τSB2 (ps) τ���
a (ps) τX (ps) τHSB (ps) 

n-PrOH 

273 ± 1 0.94 80 ± 10 0.06 420 ± 30 100 ± 20 220 ± 10 2560 ± 20 
283 ± 1 0.93 90 ± 10 0.07 450 ± 20 112 ± 15 210 ± 10 2360 ± 20 
293 ± 1 0.91 86 ± 8 0.09 392 ± 28 115 ± 17 181 ± 4 2250 ± 20 
303 ± 1 0.95 86 ± 9 0.05 562 ± 34 112 ± 20 160 ± 5 2230 ± 30 
313 ± 1 0.94 67 ± 5 0.06 582 ± 33 97 ± 19 133 ± 3 2400 ± 20 
323 ± 1 0.96 82 ± 6 0.04 894 ± 26 118 ± 19 110 ± 6 2380 ± 10 

i-PrOH 

273 ± 1 0.75 116 ± 5 0.25 1590 ± 20 485 ± 15 258 ± 6 3050 ± 20 
283 ± 1 0.75 111 ± 11 0.25 1640 ± 20 490 ± 14 233 ± 8 3070 ± 30 
293 ± 1 0.75 102 ± 6 0.25 1710 ± 30 504 ± 18 199 ± 11 3070 ± 30 
303 ± 1 0.72 95 ± 13 0.28 1820 ± 30 578 ± 24 160 ± 5 2970 ± 10 
313 ± 1 0.68 101 ± 8 0.32 1860 ± 10 669 ± 11 127 ± 6 3090 ± 20 
323 ± 1 0.63 101 ± 11 0.37 1890 ± 20 762 ± 16 106 ± 9 2940 ± 30 

a τ��� = a�τ��� + a
τ��
. 

 

 The issue that is central to understanding the light-induced proton abstraction reactions 

examined in this work is whether or not there is a resolvable intermediate [FR0-SB*⋯H–OR] 

complex along the reaction coordinate that undergoes the ESPT leading to the formation of the 



61 
 

[FR0-HSB+*⋯−OR] product. To address this issue and to provide deeper insights into the role of 

steric effects in the proton transfer reactions between the excited FR0-SB* chromophore and 

alcohol solvent molecules, we augmented the experimental effort by performing electronic 

structure calculations focusing on the ground, S0, and first excited singlet, S1, electronic states of 

the solvated FR0-SB system. In the calculations reported in this work, we focused on the reactions 

of FR0-SB* with n- and i-propanol. The n- and i-propanol molecules are the smallest alcohol 

species in the primary and secondary categories considered in our experiments that permit 

structural isomerism. 

 In modeling the ESPT process, we considered the interaction between FR0-SB* and a 

cluster of three alcohol molecules, which, according to our computations, is the minimum number 

of explicit solvent molecules necessary for the proton transfer to occur. In trying to use complexes 

consisting of FR0-SB* bound to fewer alcohol molecules, our calculations could not detect the 

presence of the second minimum corresponding to ESPT. The remaining, i.e., bulk, solvation 

effects were incorporated using the universal continuum solvation model based on solute electron 

density (SMD).114 For the details of our electronic structure computations, which were based on 

density functional theory and its time-dependent extension to excited states. 

 In constructing the reaction pathways characterizing the proton transfer between FR0-SB* 

and n- and i-propanol, the following protocol was adopted. For each of the two alcohols, the 

geometries of the electronically excited reactant and product complexes were optimized. The 

reactant complex is the FR0-SB* chromophore hydrogen-bonded to the cluster of three solvent 

molecules, i.e., the [FR0-SB*⋯HOR] species with two ROH molecules attached to the alcohol 

bonded to FR0-SB*. The product of the proton transfer reaction is the [FR0-HSB+*⋯−OR] 

complex with two ROH molecules attached to it. Having established the internuclear distances 
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between the proton being transferred and the imine nitrogen of FR0-SB* in the reactant and the 

product complexes, designated in Figure 3.8 as r1 and r2, respectively, we probed the [FR0-

SB*⋯HOR] → [FR0-HSB+*⋯−OR] reaction pathway by introducing an equidistant grid of N–H 

separations using the step size defined as (r1 − r2)/10. The molecular structure at each point along 

the above ESPT reaction pathway was obtained by freezing the N–H distance at the respective grid 

value and reoptimizing the remaining geometrical parameters. We also optimized the geometry of 

FR0-SB hydrogen-bonded to the cluster of three alcohol molecules in the ground electronic state, 

needed to calculate the S0 – S1 vertical excitation energy. 

Figure 3.8. Schematic representation of the r1 and r2 N–H internuclear distances needed to create the grid defining 
the ESPT reaction pathway. 

 

 The results of our quantum chemistry computations, shown in Figure 3.9–3.11, reveal the 

intricacies of the excited-state proton abstraction process initiated by the formation of the [FR0-

SB*⋯H–OR] complex. In Figure 3.9, we present the calculated minimum-energy pathways 

characterizing the ESPT reactions involving FR0-SB in its first-excited singlet S1 state and the n- 

and i-propanol molecules along the internuclear distance between the imine nitrogen of FR0-SB 

and the proton being transferred. For completeness, the energetics characterizing the 

corresponding S0 ground states as well as the S0 and S1 energies obtained at the optimized ground-

state structures of the relevant [FR0-SB⋯H–OR] complexes are also provided (the leftmost points 

in Figure 3.9). As shown in Figure 3.9, the ground-state energy monotonically increases as the 

alcohol proton approaches the imine nitrogen of FR0-SB, indicating that the proton abstraction 

occurs in the excited state of FR0-SB, not in the ground state, in agreement with the experimental 
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observations. As elaborated on above, in the experiments reported in this work, the excited state 

of FR0-SB is populated by photoabsorption from the ground electronic state. Our calculated S0 → 

S1 excitation energies of FR0-SB in n- and i-propanol of ~3.6 eV agree quite well with their 

corresponding experimental values of ~3.3 eV (see Figure 3.2b and 3.9–3.11). Upon relaxing the 

excited-state geometries (see the dashed lines in Figure 3.9), the difference in the behavior of the 

bulkier i-propanol species in the [FR0-SB*⋯H–OR] complex relative to its n-propanol 

counterpart becomes apparent already in the early stages of the deprotonation process. In 

particular, the internuclear distance between the imine nitrogen of FR0-SB and the alcohol proton 

that is hydrogen-bonded to it is ~0.1 Å larger in i-propanol than in n-propanol (cf. Figure 3.9–

3.11). Furthermore, Figure 3.9 reveals that even though the ESPT process takes place in both n- 

and i-propanol, the barrier height characterizing the reaction involving the secondary alcohol i-

propanol species is ~50% higher than the analogous barrier associated with its primary alcohol n-

propanol counterpart, consistent with the larger distance between the proton being transferred and 

the oxygen of the alcohol in i-propanol relative to that in n-propanol in the corresponding transition 

states (see Figure 3.10 and 3.11). At the same time, the barrier for the reverse process, i.e., 

deprotonation of FR0-HSB+*, in i-propanol is about 35% lower than that characterizing the 

analogous process in n-propanol. 
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Figure 3.9. Results from the reaction pathway calculations showing ground- and excited-state energy differences as 
a function of proton abstraction. The SMD/CAM-B3LYP/6-31+G* ground-state (S0) and excited-state (S1) reaction 
pathways corresponding to the proton abstraction from n-propanol (blue) and i-propanol (orange) by FR0-SB along 
the internuclear distance between the imine nitrogen and the alcohol proton being transferred. The energies ΔE are 
shown relative to the ground-state minimum of the respective pathways. The dashed line in each pathway indicates 
the excited-state geometry relaxation following the S0 → S1 excitation of FR0-SB. 

 

 At first glance, the observed decrease in ESPT as a function of increasing temperature 

seems to contradict the need to overcome a higher-energy barrier, but there is no contradiction 

here. Indeed, as the thermal energy of the system is increased, the individual solvent molecules 

spend less and less time oriented along the reaction coordinate, resulting in a decrease in the 

efficiency of proton transfer. This explanation implies that in order for the ESPT to occur, the 

intermediate [FR0-SB*⋯HOR] complex involving the alcohol molecule, with the additional 

alcohol molecules around it, must achieve spatial proximity and alignment of the alcohol’s –OH 

group with the FR0-SB* imine lone pair, shown in Figure 3.10 and 3.11. These steric requirements 

for the formation of the intermediate [FR0-SB*⋯HOR] complex result in a large negative entropy 

component. Our analysis of the temperature-dependent data corroborates the large negative 

entropy associated with i-propanol. 
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Figure 3.10. Snapshots of the proton abstraction process from n-propanol. The SMD/CAM-B3LYP/6-31+G* 
optimized geometries of the [FR0-SB*⋯HOR] reactant, [FR0-SB*⋯H⋯OR] transition state, and [FR0-
HSB+*⋯−OR] product of the ESPT process between FR0-SB in its S1 electronic state and three n-propanol molecules. 
The ΔE values in kJ/mol are given relative to the reactant energy. The energies inside parentheses, in eV, are given 
relative to the [FR0-SB⋯HOR] minimum in the ground electronic state S0, while those inside square brackets 
correspond to the S0–S1 vertical transitions at each respective geometry. The rO–H and rN–H distances at each geometry 
represent the internuclear separations between the proton being transferred and the oxygen of n-propanol and the imine 
nitrogen of FR0-SB, respectively. 

Figure 3.11. Snapshots of the proton abstraction process from i-propanol. The SMD/CAM-B3LYP/6-31+G* 
optimized geometries of the [FR0-SB*⋯HOR] reactant, [FR0-SB*⋯H⋯OR] transition state, and [FR0-
HSB+*⋯−OR] product of the ESPT process between FR0-SB in its S1 electronic state and three i-propanol molecules. 
The ΔE values in kJ/mol are given relative to the reactant energy. The energies inside parentheses, in eV, are given 
relative to the [FR0-SB⋯HOR] minimum in the ground electronic state S0, while those inside square brackets 
correspond to the S0–S1 vertical transitions at each respective geometry. The rO–H and rN–H distances at each geometry 
represent the internuclear separations between the proton being transferred and the oxygen of i-propanol and the imine 
nitrogen of FR0-SB, respectively. 
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The reluctance of FR0-SB* to abstract protons from branched (secondary) alcohols, such 

as i-propanol, despite the similarity of its bulk properties (e.g., dielectric constant, viscosity, pKa) 

to n-propanol, appears to be a consequence of steric factors that may significantly affect the initial 

formation of the [FR0-SB*⋯HOR] complex. The higher degree of solvent organization required 

to accomplish ESPT in i-propanol, as observed in Figure 3.11, results in a negative entropy 

contribution that leads to the reduced proton transfer yield, as reflected in the temperature-

dependent weighted protonation time data in i-propanol (Figure 3.7 and Table 3.4). The inability 

of FR0-SB* to form a complex with TAA is consistent with a steric explanation of our findings. 

ESPT requires proximity of the hydroxyl group to the imine group of the photobase. 

Our calculations summarized in Figures 3.10 and 3.11 imply that there is a need for a 

complex with two hydrogen bonds to the –OH group of the alcohol that transfers the proton. This 

“branched” arrangement is unusual; X-ray diffraction structures of the n-alkanols ethanol and 

butanol, congeners of n-propanol, show only linear structures of –OH moieties, in which each 

oxygen accepts only one hydrogen bond.119,120 However, the “structure” of n-propanol in the liquid 

phase has been studied and consists of chains of various lengths with modest amounts (a few 

percent) of branching.121–123 For i-propanol, which has a stronger preference for cyclic clusters, 

such configurations are unlikely and again, are not observed in the crystal structure of the pure 

solvent.124 

Indeed, for both n- and i-propanol, our computations predict the linear alcohol clusters to 

be about 8–12 kJ/mol lower in energy compared to the branched arrangements, not only for the 

ground-state [FR0-SB⋯HOR] species, but also in the case of the [FR0-SB*⋯HOR] ESPT 

reactant. Nevertheless, the situation changes dramatically, in favor of the branched alcohol 

conformations, when one considers the [FR0-HSB+*⋯−OR] product of the ESPT reaction. In the 
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case of n-propanol, for example, the branched [FR0-HSB+*⋯−OR] structure is lower in energy 

than the linear one by about 2 kJ/mol. This is related to the fact that the branched alcohol 

arrangement solvates the RO species more effectively. Consequently, the Eproduct − Ereactant energy 

difference in the case of the linear n-propanol configuration, of 14.3 kJ/mol, is higher than the 13.1 

kJ/mol activation barrier characterizing the branched conformation (see Figure 3.10), implying 

that the activation energy characterizing the linear arrangement is even larger. The difference 

between the branched and linear conformations is pronounced even more when one considers i-

propanol. In this case, the Eproduct − Ereactant energy difference in the linear cluster is about 8 kJ/mol 

higher than the activation barrier characterizing the branched arrangement (cf. Figure 3.11). Based 

on our calculations we can conclude that the branched structures adopted in modeling of the ESPT 

reactions, while unusual in the case of the pure solvents, are a more realistic representation of the 

[FR0-SB*⋯HOR] → [FR0-HSB+*⋯−OR] process, since they lead to smaller activation energies 

compared to the linear arrangements of alcohol molecules bound to FR0-SB*. Last, but not least, 

the difficulty in achieving the configurations shown in Figure 3.11 is consistent with the greatly 

diminished protonation yield observed for i-propanol and the lack of protonation observed for 

tertiary alcohols. 
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3.4 Conclusion 

We have reported on the ESPT dynamics in the reactions of the super photobase FR0-SB with a 

wide variety of alcohol solvents. Steady-state and time-resolved fluorescence spectroscopy data 

from a series of primary, secondary, and tertiary alcohols, combined with carefully calibrated 

quantum chemistry calculations, demonstrate that the efficiency of solvent proton abstraction by 

the electronically excited FR0-SB* species depends on the alcohol structure. Our results for FR0-

SB, a photobase lacking labile protons, are in contrast with those obtained for azaindole and 

quinoline photobases, where the distance between a labile proton in the molecule and the 

protonation site is at most three bond-lengths away. While for primary alcohols the efficiency of 

proton abstraction by FR0-SB* displays a simple -OH concentration-dependence, the efficiency 

of proton abstraction from secondary alcohols is largely determined by steric factors preventing 

the formation of reactive solvent configurations, in agreement with the barrier heights resulting 

from quantum chemistry calculations. Proton transfer from solvent to FR0-SB* is not detectable 

in the tertiary t-amyl alcohol, which strengthens the validity of our analysis emphasizing the 

significance of steric factors further. Our experimental and theoretical results show that a pre-

requisite for proton transfer is the formation of an intermediate [FR0-SB*⋯HOR] complex. They 

also suggest that in order for the ESPT to occur, the [FR0-SB*⋯HOR] complex must achieve 

spatial proximity between the FR0-SB* and HOR fragments and alignment of the alcohol’s –OH 

group with the FR0-SB* imine lone pair, stabilized by solvation effects. 
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Chapter 4 Isoenergetic Two-Photon Excitation Enhances Solvent-to-Solute Excited-State 

Proton Transfer 

Two-photon excitation is an attractive means for controlling chemistry in both space and time. 

Isoenergetic one- and two-photon excitations (OPE and TPE) in non-centrosymmetric molecules 

are often assumed to reach the same excited state and, hence, to produce similar excited-state 

reactivity. We compare the solvent-to-solute excited-state proton transfer of the super photobase 

FR0-SB following isoenergetic OPE and TPE. We find up to 62% increased reactivity following 

TPE compared to OPE. From steady-state spectroscopy, we rule out the involvement of different 

excited states and find that OPE and TPE spectra are identical in non-polar solvents but not in 

polar ones. We propose that differences in the matrix elements that contribute to the two-photon 

absorption cross sections lead to the observed enhanced isoenergetic reactivity, consistent with the 

predictions of our high-level coupled-cluster-based computational protocol. We find that polar 

solvent configurations favor greater dipole moment change between ground and excited states, 

which enters the probability for two-photon excitations as the absolute value squared. This, in turn, 

causes a difference in the Franck–Condon region reached via TPE compared to OPE. We conclude 

that a new method has been found for controlling chemical reactivity via the matrix elements that 

affect two-photon cross sections, which may be of great utility for spatial and temporal precision 

chemistry. 

 

 

 

This chapter has been reproduced from (J. Chem. Phys. 2020, 153, 224301), with the permission 
of AIP Publishing. 
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4.1 Introduction and Background 

Two-photon excitation24 (TPE) is an attractive means of chemical activation because it allows one 

to control chemical processes in space and time with resolution limited only by the laser pulse 

used, typically sub-micron spatial resolution and sub-picosecond temporal resolution. The high 

spatial resolution achieved via TPE led to the development of multi-photon microscopy, which is 

capable of providing sub-micron resolution through scattering biological tissues.31,32,125–128 These 

advantages are particularly important when imaging strongly absorbing samples, such as blood, or 

highly sensitive tissues, e.g., the retina.129,130 Similarly, TPE has been adopted as a valuable method 

for sub-micron photolithography.131–135 As part of an effort to develop the tools required for 

precision chemistry, where chemical reactions can be activated and deactivated with high temporal 

and spatial control, we have evaluated if strong photobases11 can be made better photo reagents 

through the use of TPE.  

Precision chemistry of light-induced acid–base reactions requires controlling the 

underlying excited-state proton transfer (ESPT) processes.136–140 This broad category of chemical 

reactions can generally be divided into reversible and irreversible and intramolecular and 

intermolecular. Here, we focus on reversible intermolecular processes that may be amenable to 

precision chemistry. From the point of view of the photo-activated reagent, there are numerous 

proton-donating species, called photoacids, essentially hydroxylated aromatic compounds, while 

proton-abstracting molecules, i.e., photobases, are less common. The present work examines the 

super photobase FR0-SB (7-((butylimino)methyl)-N,N-diethyl-9,9-dimethyl-9H-fluoren-2-

amine), a non-centrosymmetric fluorene Schiff base shown in Figure 4.1a, capable of abstracting 

protons from alcohols ranging from methanol to n-octanol.11,101 While other compounds, primarily 

quinoline derivatives, have been found to undergo ESPT in methanol, with 5-methoxyquinoline 
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reaching an excited-state pKa value of 15.5,65,110,141–146 our work has focused on FR0-SB because 

of its stronger photobasicity (pKa* = 21).11,101 Reversible photobases are relatively scarce, because 

their reactivity depends on having a high excited-state pKa and the ability to abstract a proton from 

the solvent within the lifetime of the excitation and the relevant solvent reorganization time. In 

particular, solvation of the resulting ions has been found to require two or more solvent molecules 

in a specific configuration.104,110,141,147–153 

Figure 4.1. (a) Structural formula of FR0-SB. (b) Schematic representation of the ground- and excited-state potential 
energy surfaces of FR0-SB along the solvation and ESPT reaction coordinates. We illustrate how OPE (blue) and 
TPE (red) to the first excited singlet S1 state of FR0-SB may favor differently solvated molecules from the 
inhomogeneous ensemble and result in accessing different Franck–Condon regions. Note that OPE and TPE are 
accessing the same excited electronic state. Different entries into the S1 potential energy surface lead to different 
reaction trajectories toward protonation, with different dynamics and different probability to reach the protonated 
excited state. Fluorescence from both the non-protonated (blue wiggly line) and protonated (green wiggly line) excited 
states provide information on the progress of the reaction. 

 

The primary focus of this work is to explore the reactivity of FR0-SB upon two-photon 

photo-activation. FR0-SB lacks a center of inversion, so Laporte’s symmetry rule preventing one- 

and two-photon transitions to the same excited state does not apply. Therefore, both one-photon 
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excitation (OPE) and TPE to the first excited singlet (S1) state of FR0-SB are allowed. While the 

excitation efficiencies for OPE and TPE are quite different, one might reasonably expect similar 

reactivity following isoenergetic (in the case of this work, ωOPE = 2 ωTPE) excitation. For FR0-SB 

in alcohol solvents, however, we find the extent of solvent-to-solute ESPT following TPE to be as 

much as 62 % greater than that following OPE. We present direct evidence for this surprising 

finding through steady-state and time-resolved spectroscopic data. We discuss several hypotheses 

and support or refute them based on experimental findings and theoretical calculations. Finally, 

we conclude that the molecular properties governing TPE, which we estimate from the 

spectroscopic data as well as using high-level quantum chemistry computations, lead to the 

formation of an excited-state wave packet at a different Franck–Condon region compared to OPE, 

thus changing the entry point onto the excited-state potential energy surface and, consequently, 

giving rise to a different trajectory along the reaction coordinate (see Figure 1). 
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4.2 Experimental and Theoretical Methods 

4.2.1 Experimental Details 

For the OPE and TPE fluorescence measurements, tunable ~50 fs pulses centered at 800 nm were 

obtained from a noncolinear optical parametric amplifier (Orpheus-N-3H, Light Conversion) 

pumped by the third-harmonic of a Pharos Yb:KGW laser producing 50 mJ of pulse energy at a 

repetition rate of 200 kHz centered at 1030 nm. For OPE, the output was frequency doubled by a 

β-BBO crystal to produce excitation light centered at 400 nm focused by a 10 cm focal length 

convex lens onto a 1 cm cuvette. The sample solutions had a ~3 μM concentration, corresponding 

to an optical density of less than 0.2. For TPE, the output was focused by a 20 cm focal length 

convex lens to the same sample. The fluorescence was captured with an optical fiber with detection 

using an Ocean Optics QE PRO spectrometer for measurements in methanol and ethanol, while an 

Ocean Optics QE65000 instrument was used in the case of n-propanol, i-propanol, and n-hexanol. 

For time-resolved fluorescence measurements, a Ti:Sapphire oscillator (Coherent Vitara-

S) producing pulses at 80 MHz centered at 800 nm was used for laser excitation. For OPE, the 

frequency doubling of the laser output was achieved with a β-BBO crystal and the sample was 

excited with linearly polarized (vertical) laser pulses. For TPE, the laser pulses were polarization-

rotated by 90° with a half-wave plate to maintain the same linear (vertical) polarization between 

TPE and OPE excitation. The FR0-SB sample with an optical density of 0.2 or below was 

contained in a 1 cm cuvette. Fluorescence emitted at right angles was acquired at parallel and 

perpendicular polarizations with respect to the vertically polarized excitation pulse using a 

polarizer followed by detection with a 16-multiplier time-correlated single-photon counting 

(TCSPC) system (SPC-830 TCSPC, Becker-Hickl, GmBH). The reported time constants were 

obtained after extracting the isotropic component from the fluorescence decays and fitting with a 
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convolute-and-compare routine to account for the instrument response function. Measurements 

were repeated at least 5 times for each solvent to quantify uncertainties.  

The TPE spectra of FR0-SB in methanol, acetonitrile, and cyclohexane were measured in 

the same optical setup as the TPE fluorescence, except for a glass slide, which was introduced in 

the path of the excitation beam before the converging lens, to reflect part of the beam to be scattered 

on a diffuser and detected with a compact Ocean Optics spectrometer. The scattered integrated 

spectrum was used as a reference laser intensity to normalize the TPE spectra. The spectra were 

recorded for excitation wavelengths between 650 nm to 860 nm with data acquired every 10 nm. 

The setup was calibrated against a coumarin 540 (Exciton) solution, which exhibits similar TPE 

and OPE spectra. The TPE absorption cross section for FR0-SB in methanol is estimated to be 6 

GM at 800 nm and 24 GM at its maximum at ~770 nm. 

4.2.2 Computational Details 

In order to provide further insights into the enhancement of ESPT between FR0-SB and alcohol 

solvent observed in the case of TPE vs OPE, we augmented our experimental effort by quantum 

chemistry computations examining the electronic structure of the solvated FR0-SB system in the 

ground (S0) and first excited singlet S1 states involved in the ESPT process.101 We focused on 

analyzing the role of solvation effects on the S0–S1 vertical and adiabatic transition energies and 

vertical transition dipole moments, along with the electronic dipoles characterizing the individual 

S0 and S1 states of FR0-SB, which are key quantities in comparing the one- and two-photon S0 → 

S1 absorption cross sections. In doing so, we relied on the coupled-cluster (CC) theory,69 which 

provides an accurate and size-extensive description of molecular systems, and its extension to 

excited states using the equation-of-motion (EOM) CC formalism,70 focusing on the EOMCC 

approach with singles and doubles (EOMCCSD)70 and the δ-CR-EOMCC(2,3) triples correction74 
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to EOMCCSD, which is a rigorously size-intensive modification to the CR-EOMCC(2,3)75–77 

methodology capable of determining excitation energies to within ~0.1–0.2 eV.81 In modeling the 

solvated FR0-SB chromophore, we considered the complex of FR0-SB hydrogen-bonded to a 

cluster of three alcohol solvent molecules, designated as [FR0-SB⋯HOR], which, according to 

our previous investigation of the steric effects on the ESPT process involving FR0-SB and n- and 

i-propanol, is the minimum number of explicit solvent molecules required for the proton transfer 

to occur.153 Following ref. 153, we used the “branched” arrangement of the three alcohol solvent 

molecules treated in our modeling explicitly, with one of them hydrogen-bonded to FR0-SB and 

the other two solvating it, since such an arrangement leads to the lowest energy barriers for the 

ESPT reactions involving FR0-SB (see ref. 153 for further details). The remaining, bulk, solvation 

effects were described using the continuum solvation model based on the solute electron density 

(SMD) approach.114 The alcohol solvents considered in our computations were methanol, ethanol, 

n-propanol, and i-propanol. 

For each of the alcohol solvents considered in our calculations, the geometry optimization 

of the [FR0-SB⋯HOR] complex in its S0 state, used in the subsequent CC/EOMCC calculations, 

was performed using density functional theory (DFT)68 employing the Kohn-Sham formulation of 

DFT.67 To obtain the corresponding minimum-energy structures of the [FR0-SB⋯HOR] species 

in the S1 state, we used the time-dependent (TD)84 extension of DFT to excited electronic states. 

In carrying out these geometry optimizations, we used the CAM-B3LYP functional,83 which, as 

elaborated on in our earlier studies,101,153 provides vertical excitation energies of FR0-SB that are 

closer to those resulting from the EOMCC calculations using the δ-CR-EOMCC(2,3) triples 

correction to EOMCCSD than the excitation energies obtained with other tested functionals. All 
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geometry optimizations of the [FR0-SB⋯HOR] complex employed the 6-31+G* basis set71–73 and 

accounted for the bulk solvation effects using the aforementioned SMD model. 

To provide accurate information about the transition energies and transition dipole 

moments characterizing the absorption (S0 → S1) and emission (S1 → S0) processes involving the 

solvated FR0-SB species and the corresponding dipoles in the S0 and S1 states, which are all 

needed to model the one- and two-photon cross sections for each of the alcohol solvents considered 

in our calculations, we performed the following series of single-point CC and EOMCC 

computations at the aforementioned CAM-B3LYP/6-31+G*/SMD optimized geometries. First, 

we determined the S0–S1 electronic transition energies  

01

(EOMCC) (EOMCC) (CC)
10 S SE Eω = −  (4.1) 

corresponding to the [FR0-SB⋯HOR] complex in the absence of the SMD continuum solvation, 

where the total electronic energies of the S0 and S1 states entering Eq. 4.1 were computed as 

0 0 0 0

(CC) (CCSD/6-31+G*) (CR-CC(2,3)/6-31G) (CCSD/6-31G)
S S S S[ ]EE E E= + −  (4.2) 

for the ground state and 

1 11 1

(EOMCC) (EOMCCSD/6-31+G*) ( -CR-EOMCC(2,3)/6-31G) (EOMCCSD/6-31G)
S S S S[ ]EE E E δ= + −  (4.3) 

for the first excited singlet state. The first term on the right-hand side of Eq. 4.2 denotes the total 

electronic energy of the S0 state computed at the CCSD80 level utilizing the largest basis set 

considered in this study, namely, 6-31+G*. The term in the square brackets on the right-hand side 

of Eq. 4.2 corrects the CCSD/6-31+G* energy for the many-electron correlation effects due to 

triply excited clusters obtained in the CR-CC(2,3)75,76,78,79 calculations employing the smaller and 

more affordable 6-31G basis.71 Similarly, the first term on the right-hand side of Eq. 4.3 designates 

the EOMCCSD/6-31+G* energy of the S1 state and the expression in the square brackets 

represents the triples correction to EOMCCSD obtained in the δ-CR-EOMCC(2,3)/6-31G 
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calculations. Ideally, one would like to use basis sets larger than 6-31+G* and, in particular, 

incorporate polarization and diffuse functions on hydrogen atoms, but such calculations at the CC 

and EOMCC levels used in this work turned out to be prohibitively expensive. Nevertheless, we 

tested the significance of the polarization72 and diffuse functions73 on hydrogen atoms by 

performing the CAM-B3LYP/6-31++G**/SMD calculations for the [FR0-SB⋯HOR] complexes 

which show that neither the excitation energies nor the dipole and transition dipole moment values 

change by more than 1 % compared to the CAM-B3LYP/6-31+G*/SMD results. 

Before describing the remaining elements of our computational protocol, it is important to 

emphasize that the composite approach defined by Eq’s. 4.1–4.3 is more general than the 

analogous expressions shown in ref. 101 where we focused on the vertical excitation processes 

only. Eq.’s 4.1–4.3 encompass both the vertical and adiabatic transition energies. Indeed, if 
0

(CC)
SE  

and 
1

(EOMCC)
SE  are calculated at the minimum on the S0 potential energy surface, 

(EOMCC)
10ω  given by 

Eq’s. 4.1–4.3 becomes the vertical excitation energy 
(EOMCC)
10 (abs.)ω  characterizing the S0 → S1 

absorption defined by Eq. 4.1 of ref. 101. If 
0

(CC)
SE  and 

1

(EOMCC)
SE  are determined at the minimum 

characterizing the [FR0-SB⋯HOR] complex in the S1 state, we obtain the vertical transition 

energy 
(EOMCC)
10 (em.)ω  corresponding to the S1 → S0 emission. The 

(EOMCC)
10ω  energy defined by Eq. 

4.1 becomes the adiabatic transition energy, abbreviated as 
(EOMCC)
10 (ad.)ω , when 

0

(CC)
SE  and 

1

(EOMCC)
SE  are computed at their respective minima. As far as the transition dipole moments 

characterizing the vertical absorption and emission processes involving the solvated FR0-SB 

species are concerned, they were calculated from the one-electron transition density matrices 

obtained at the EOMCCSD level of theory employing the 6-31+G* basis set. Similarly, we used 
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the CCSD/6-31+G* and EOMCCSD/6-31+G* one-electron reduced density matrices to determine 

the dipole moments of the S0 and S1 states at each of the two potential minima. 

Given the large computational costs associated with the EOMCCSD and δ-CR-

EOMCC(2,3) calculations for the [FR0-SB⋯HOR] system, which consists of three alcohol 

molecules bound to the FR0-SB chromophore and which requires correlating as many as 216 

electrons and 758 molecular orbitals in the case of the n- or i-propanol solvents when the 6-31+G* 

basis set is employed, we replaced the three explicit alcohol molecules with the corresponding 

effective fragment potentials (EFPs).154 We were able to do this because, based on our CAM-

B3LYP/6-31+G*/SMD calculations for the [FR0-SB⋯HOR] complexes, the S0–S1 electronic 

transition does not involve charge-transfer between the photobase and its solvent environment. 

Indeed, the S0–S1 transition in the bare101 and solvated FR0-SB species has a predominantly π–π* 

character with the π and π* orbitals localized on the FR0-SB chromophore, i.e., the alcohol solvent 

molecules are mere spectators to this excitation process. The use of EFPs to represent the cluster 

of three alcohol molecules bonded to FR0-SB in our CC/EOMCC computations allowed us to 

reduce the system size to that of the bare FR0-SB species embedded in the external potential 

providing a highly accurate description of the intermolecular interactions between FR0-SB and 

solvent molecules in the [FR0-SB⋯HOR] complex, including electrostatic, polarization, 

dispersion, and exchange repulsion effects.154 

Once the electronic transition energies and the corresponding one-electron properties of 

the [FR0-SB⋯HOR] complex were determined, we proceeded to the second stage of our modeling 

protocol, which was the incorporation of the remaining bulk solvation effects that turned out to be 

non-negligible as well. As in the case of the aforementioned geometry optimizations, the bulk 

solvation effects were calculated with the help of the implicit solvation SMD approach. Due to 
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limitations of the computer codes available to us, we could not perform the CC/EOMCC 

computations in conjunction with the SMD model, so we estimated the SMD effects using the a 

posteriori corrections 
(SMD)
Xδ  to the various CC/EOMCC properties X of the [FR0-SB⋯HOR] 

complex, such as transition energies and dipole moments, using DFT and TD-DFT. These 

corrections were constructed in the following way. First, for each of the four alcohol solvents 

considered in our calculations, we performed single-point DFT/TD-DFT calculations for the 

[FR0-SB⋯HOR] complex at the previously optimized S0 and S1 geometries accounting for the 

bulk solvation effects using SMD. As in the case of the geometry optimizations, we used the CAM-

B3LYP functional and the 6-31+G* basis set and, in analogy to the CC/EOMCC computations, 

replaced the cluster of three explicit alcohol solvent molecules bound to FR0-SB by the 

corresponding EFPs. We then repeated the analogous calculations without SMD. This allowed us 

to determine the desired 
(SMD)
Xδ  corrections using the formula 

(SMD) (CAM-B3LYP/6-31+G*/SMD) (CAM-B3LYP/6-31+G*),X X Xδ = −  (4.4) 

where the first and second terms on the right-hand side of Eq. 4.4 designate property X obtained 

in the CAM-B3LYP/6-31+G* calculations with and without SMD, respectively. The final SMD-

corrected EOMCC electronic transition energies were computed as 

10

(EOMCC) (SMD)
10 10 ,ωω ω δ= +  (4.5) 

where 
(EOMCC)
10ω  is the transition energy for the [FR0-SB⋯HOR] complex defined by Eq’s. 4.1–

4.3, whereas the SMD-corrected one-electron properties were determined using the formula 

[(EOM)CCSD/6-31+G*] (SMD),XX X δ= +  (4.6) 
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with [(EOM)CCSD/6-31+G*]X  denoting the value of property X calculated at the (EOM)CCSD/6-31+G* 

level. If the property of interest was a vector, such as dipole or transition dipole moment, we used 

Eq. 4.6 for each of the Cartesian components of the vector. 

Finally, to gauge the effects of solvation on the various calculated properties, including 

transition energies and dipole and transition dipole moments, we also performed single-point 

CC/EOMCC calculations for the bare super photobase, i.e., FR0-SB without the presence of 

explicit solvent molecules or equivalent EFPs and SMD implicit solvation, at the gas-phase 

geometry of the S1 state optimized using CAM-B3LYP/6-31+G*. In the case of the S0 minimum-

energy structure, we relied on our previous gas-phase CC/EOMCC results reported in ref. 101. 

All of the electronic structure calculations reported in this work, including the CAM-

B3LYP geometry optimizations with and without the SMD continuum solvation, the CC/EOMCC 

single-point calculations without implicit SMD solvation, and the CAM-B3LYP single-point 

calculations with and without SMD, needed to estimate the SMD corrections to CC/EOMCC 

properties, were performed using the GAMESS package85,155 (we used the 2019 R2 version of 

GAMESS). In the case of the S0 → S1 absorption process, whenever the SMD implicit solvation 

model was utilized, we incorporated the nonequilibrium solvation effects associated with the 

solvent relaxation delay, as implemented in GAMESS.115 The relevant CCSD, CR-CC(2,3), 

EOMCCSD, and δ-CR-EOMCC(2,3) computations using the restricted Hartree-Fock (RHF) 

determinant as a reference and the corresponding left-eigenstate CCSD and EOMCCSD 

calculations, which were needed to determine the triples corrections of CR-CC(2,3) and δ-CR-

EOMCC(2,3) and the one-electron properties of interest, including the dipole and transition dipole 

moments, were carried out using the CC/EOMCC routines developed by the Piecuch group,75–

79,82,86,87 which form part of the GAMESS code as well. In all of our CC/EOMCC calculations, the 
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core orbitals associated with the 1s shells of C and N atoms of FR0-SB were kept frozen. The 

EFPs that were used to replace the cluster of three explicit alcohol solvent molecules bound to 

FR0-SB in the CC/EOMCC single-point calculations and the CAM-B3LYP computations aimed 

at determining the SMD solvation effects were generated using the RHF approach and the 6-

31+G* basis set. Thanks to the use of EFPs, our frozen-core CC/EOMCC calculations for the 

[FR0-SB⋯HOR] complex correlated only 138 electrons of the FR0-SB system. In all of the 

calculations employing the 6-31+G* basis set, we used spherical components of d orbitals. 
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4.3 Results and Discussion 

Steady-state fluorescence spectra following isoenergetic OPE (400 nm) and TPE (2 × 800 nm) for 

a number of alcohols are presented in Figure 4.2. These spectra have been divided by the frequency 

cubed according to the transition dipole moment representation, which makes fluorescence 

intensity proportional to population according to the Einstein coefficient of spontaneous 

emission.116 Upon excitation, FR0-SB reaches the first excited singlet state (denoted FR0-SB*), 

which emits at ~21,000 cm−1. Following proton transfer, the FR0-HSB+* excited protonated state 

is reached, which emits at ~15,000 cm−1. The probability of proton transfer is observed to decrease 

as the alkane chain of the linear alcohols increases. This observation was found to correlate with 

the relative –OH concentration.101 Interestingly, for i-propanol, significantly less proton transfer 

takes place, an aspect related to steric hindrance in the formation of an appropriate solvent 

configuration for proton transfer that has been addressed elsewhere.153 
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Figure 4.2. OPE and TPE steady-state fluorescence spectra obtained for FR0-SB in (a) methanol, (b) ethanol, (c) n-
propanol, and (d) i-propanol. In each of the panels, OPE (blue line) is compared with TPE (red line). The fluorescence 
spectra are normalized to the non-protonated emission intensity. The ratio between the areas for FR0-HSB+* (~15,000 
cm−1) and FR0-SB* (~21,000 cm−1) emission following OPE and TPE is determined by fits to log-normal functions 
(thin black lines). 

 

Of particular interest in this work is how the probability for proton transfer, i.e., the 

reactivity of the Schiff base, is affected by the excitation process. For this purpose, we quantify 

the extent of proton transfer as the [FR0-HSB+*]/[FR0-SB*] ratio for linear and nonlinear 

excitation by fitting the fluorescence areas to log-normal functions as shown in Figure 4.2, and 

then correcting the results for differences in the fluorescence quantum yield of the protonated and 

non-protonated excited-state species in the different solvents. The results, summarized in Table 

4.1, are presented in Figure 4.3 for both OPE (blue) and TPE (red); note that the vertical axis on 
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the right is a logarithmic scale so differences between the two modes of excitation seem less 

prominent than they actually are. While both OPE and TPE proton-transfer rates change 

proportionally for the different solvents, we consistently observe greater proton transfer following 

TPE compared to OPE. The ratio between the two modes of observed excitation, i.e., the ratio of 

ratios, is shown as gray bars in Figure 3. We find that for methanol TPE leads to 62 ± 20 % greater 

reactivity than OPE. Greater reactivity following TPE vs OPE is also observed for ethanol (42 ± 

13 %), n-propanol (36 ± 4 %), and n-hexanol (24 ± 3 %), although the percent enhancement 

decreases with alcohol aliphatic chain length. The large error bars, especially for methanol, result 

from the difficulty in measuring the very small FR0-SB* signal, which amounts to one part in 58. 

In the case of i-propanol, no excess reactivity is found within the uncertainty of the measurements. 

 

Table 4.1. Quantitative assessment of the extent of protonation following OPE and TPE from steady-state 
fluorescence measurements for FR0-SB. The ratio of the extent of protonation expressed as TPE/OPE shows the 
enhancement in ESPT resulting from TPE experiments compared to their OPE counterparts. 

Solventa OPE ratio TPE ratio TPE/OPE 
MeOH 36 ± 3 58 ± 5 1.62 ± 0.20 
EtOH 7.6 ± 0.5 10.9 ± 0.7 1.42 ± 0.13 
n-PrOH 3.85 ± 0.06 5.2 ± 0.1 1.36 ± 0.04 
n-HxOH 1.72 ± 0.02 2.13 ± 0.04 1.24 ± 0.03 
i-PrOH 0.37 ± 0.01 0.35 ± 0.02 0.94 ± 0.06 

a Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, n-HxOH = n-hexanol, i-PrOH = i-
propanol. 
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Figure 4.3. Extent of proton transfer determined following OPE and TPE for FR0-SB in a number of alcohols. The 
TPE over OPE ratio is given by the gray bars (left y-axis). In all the solvents but i-propanol, enhanced proton transfer 
is observed following TPE. The ratios between the fluorescence bands [FR0-HSB+*]/[FR0-SB*], corrected for 
fluorescence quantum yield, are plotted as bars OPE (blue) and TPE (red); each ratio is indicated on a logarithmic 
scale (right y-axis). Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, n-HxOH = n-hexanol, 
i-PrOH = i-propanol. 

 
 

The enhanced reactivity following isoenergetic TPE is unexpected. Therefore, we explore 

the possible involvement of an additional dark state that lies within the absorption band associated 

with S1 or a higher excited singlet state Sn that is reached via three-photon excitation (3 × 800 nm). 

These possible contributions are addressed as follows. Excitation–emission matrix (EEM) spectra 

were obtained for FR0-SB in methanol and ethanol and are shown in Figure 4.4. The absorption 

spectrum is shown as a bold black line. From the spectra in Figure 4.4, we observe no evidence 

for the existence of an additional state within the 325–450 nm S1 region. However, we do see 

evidence for absorption to Sn with n > 1 in the 225–290 nm region which is also associated with 

FR0-HSB+* and FR0-SB* emission following Sn to S1 internal conversion. We measured the 

excitation intensity dependence of the TPE integrated fluorescence for the different solvents. The 

exponent associated with the laser intensity dependence indicates the number of photons 

associated with the excitation process (Figure 4.5). The exponent measured was ~1.9, indicating 
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that three-photon excitation, if it occurs, contributes minimally. Thus, to summarize, we exclude 

the participation of a dark state near S1 based on the EEM spectra. Furthermore, given the near 

quadratic laser power dependence combined with the observation that the probability for proton 

transfer following 266 nm excitation is similar to that following 400 nm excitation, we rule out 

contributions to the observed ESPT enhancement from three-photon excitation processes. In 

particular, we can exclude the involvement of excited-state absorption in which two-photon S0 → 

S1 transition is followed by a one-photon S1 → Sn excitation in the observed reactivity 

enhancement. When normalizing for proton transfer emission, we find that maximum proton 

transfer for OPE is observed at 400 nm excitation, the wavelength chosen for this study. 

 

Figure 4.4. EEM spectra showing the dependence of protonation as a function of excitation wavelength for methanol 
(left) and ethanol (right). The absorption spectrum for both molecules is shown as a bold black line. Emission from 
FR0-SB* is observed at ~450 nm and emission from FR0-HSB+* is observed at ~650 nm. 
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Figure 4.5. Laser intensity dependence of the fluorescence following two-photon excitation for FR0-SB in (a) 
methanol and (b) acetonitrile, measured for laser pulses from a Ti:Sapphire oscillator. The fitting function (red line) 
and the experimental points (black squares) are plotted on a log-log scale. The exponent obtained from the fit, of ~2, 
indicates two-photon excitation and shows no indication of three-photon excitation. 

 

The striking solvent dependence observed for the enhanced two-photon reactivity implies 

that the underlying process depends on the dynamics of proton transfer and solvation. To explore 

this dependence, we can first rely on our previous time-resolved TCSPC results for the solvents 

studied here.101 In Figure 4.6, we plot the TPE/OPE enhancement as a function of the measured 

FR0-SB* lifetime. We observe an inverse correlation, shorter FR0-SB* lifetimes correlate with 

greater enhancement. When the FR0-SB* lifetime is longer, the observed enhancement decreases. 

We interpret this finding as follows. Although FR0-SB has a high pKa*, the ability of FR0-SB* to 

abstract a proton depends on the solvent configuration. We know from our quantum chemistry 

calculations reported in ref. 153 that the minimum of three solvent molecules, with one of them 

directly hydrogen-bonded to FR0-SB, are needed to enable the ESPT process. Achieving such a 

configuration is easiest for small molecules, such as methanol, and much less probable for 

secondary alcohols, e.g., i-propanol and cyclopentanol.153 Thus, we postulate that TPE prepares 

(a) (b)
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the molecule at a point on the excited-state reaction coordinate that enhances reactivity, but such 

propensity is lost within a few hundred picoseconds or less.  

Figure 4.6. Isoenergetic two-photon enhanced ESPT as a function of excited-state lifetime prior to proton transfer for 
(in order of greater to lower enhancement) methanol, ethanol, n-propanol, n-hexanol, and i-propanol. The dashed line 
is included as a guide to the eye. 

 

From the previous observations, it appears that TPE leads to a more reactive species than 

OPE. We performed fluorescence lifetime measurements following isoenergetic OPE and TPE 

detecting at both the FR0-SB* and FR0-HSB+* wavelength regions. Results from these 

measurements are summarized in Table 4.2. In the case of aprotic solvents, such as acetonitrile, 

the average excited-state lifetime τ��� is ~2 ns. The much shorter values for τ��� in alcohols are 

associated with the formation of the [FR0-SB*⋯HOR] complex where the proton is already 

shared by FR0-SB* and ROH, which precedes the separation and solvation of the protonated FR0-

HSB+* and the deprotonated solvent RO− species characterized by the rise time τX. The latter 

process has a timescale that is much less dependent on the method of excitation. We find that the 

first step in protonation, namely, the loss of population in FR0-SB* and the rise of the FR0-HSB+* 

emission are approximately two times faster for TPE than for OPE. This observation is consistent 

with the enhanced reactivity and with the conclusion that TPE leads to a more reactive species. 
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Measurements carried out in acetonitrile in the FR0-SB* and FR0-HSB+* wavelength regions 

showed no OPE vs TPE difference, indicating that the enhancement depends on the hydrogen-

bonding capabilities of protic solvents. 

Table 4.2. Fluorescence lifetime measurements following one- and two-photon isoenergetic excitation of FR0-SB in 
methanol, ethanol, and acetonitrile. The initial state, FR0-SB*, decays with a fast τSB1 and a slow τSB2 biexponential 
lifetimes. The numbers in parentheses indicate the amplitude of the fast decay component (a1). The protonated state 
FR0-HSB+* shows a fast rise time τX and a slow decay time τHSB. In acetonitrile, no proton transfer takes place, thus 
one observes only a single exponential decay of the FR0-SB* state that is identical for OPE and TPE within the 
measurement errors. All numbers are given in picoseconds. 

Solventa 
OPE TPE 

τSB1 τSB2 τ���
b τX τHSB τSB1 τSB2 τ���

b τX τHSB 

MeOH 
23 ± 7 
(0.99) 

1259 ± 14 35 ± 7 31 ± 1 1116 ± 2 
12 ± 6 
(0.99) 

811 ± 30 20 ± 6 28 ± 9 1106 ± 11 

EtOH 
59 ± 4 
(0.84) 

220 ± 6 85 ± 4 103 ± 2 1241 ± 33 
35 ± 3 
(0.89) 

212 ± 20 54 ± 5 90 ± 4 1232 ± 1 

ACN ― 2121 ± 10 2121 ± 10 ― ― ― 2138 ± 8 2138 ± 8 ― ― 
a Abbreviations: MeOH = methanol, EtOH = ethanol, ACN = acetonitrile. 
b For protic solvents (MeOH and EtOH), τ��� = ��τ��� + �
τ��
, where a2 = 1 − a1. In the case of ACN, for which 
there is no ESPT, τ��� = τ��
. 

 

Having ruled out the involvement of an additional excited state, or excitation to a higher 

Sn excited state with n > 1, we now turn to the possibility of reaching a more reactive species via 

TPE. We begin by comparing the expressions for the absorption cross sections associated with 

OPE and TPE arising from the first- and second-order time-dependent perturbation theory, 

respectively (see, e.g., ref. 156). The 0 → f OPE absorption cross section, with 0 and f denoting 

the initial and final electronic states, respectively, is156 

( )
2(1)

0 0 M1( ),
f f

A gσ ω µ ω=   (4.7) 

where ω is the frequency of the exciting photon (in our case, the frequency of a 400 nm laser), A 

is a constant, 0fµ  denotes the magnitude of the transition dipole moment between the ground and 

excited electronic states, and 
M 1 ( )g ω  is the OPE distribution function or linewidth associated with 

the molecular system of interest. In presenting Eq. 4.7, we have assumed an isotropic averaging 
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over the directions of the transition dipole moment vector 0μ f . To arrive at an expression for the 

absorption cross section associated with the isoenergetic one-color TPE, where the laser frequency 

is half of its OPE counterpart, we take advantage of the fact that no resonance at 800 nm is observed 

in our experiments, in agreement with our electronic structure calculations. Under these conditions, 

the absorption cross section for TPE becomes157 

2

0(2)
0 M2

0

( / 2) ( ),
/ 2 ( / 2)

f

f

v

B g
i

ν ν

ν ν

µ µ
σ ω ω

ω ω ω
=

− + Γ
∑  (4.8) 

where B is a constant, 
0νω  is the frequency needed to reach the intermediate state ν from the 

ground state 0, ( / 2 )i ν ωΓ  is a damping factor that is inversely proportional to the lifetime of a 

given intermediate state ν, and 
M 2 ( )g ω  is the TPE line shape function. In analogy to the OPE 

absorption cross section, we have performed an isotropic averaging over the directions of the 

transition dipole moment vectors μfν and 
0

μ
ν

. 

Eq. 4.8 is useful, but in this work we are interested in relating the TPE absorption cross 

section with the change in the dipole moment upon 0 → f photoexcitation. One can derive such a 

relationship if we perform the following mathematical manipulations.158 First, we separate the ν = 

0 and ν = f terms from the sum over states in Eq. 4.8. Next, we take advantage of the fact that in 

our case 0 and f correspond to the electronically bound S0 and S1 states of FR0-SB, respectively. 

This allows us to eliminate the ( / 2 )i ν ωΓ  term in the ν = 0 and ν = f denominators in Eq. 8. In the 

final step, we replace 0fω  in the ν = f denominator by ω and combine the ν = 0 and ν = f 

contributions to obtain158 

2

0 0 0(2)
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∆
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It is customary to refer to the first term in Eq. 4.9 as the ‘virtual’ pathway and to the second one, 

which relies on the transition dipole moment 0fµ  and the difference between the permanent 

ground- and excited-state dipoles 0 00f ffµ µ µ∆ ≡ − , as the ‘dipole’ pathway.159 Eq. 4.9 shows that 

for centrosymmetric molecules, for which 0fµ∆  vanishes identically, the virtual pathway is the 

only contributing term to the TPE absorption cross section. However, FR0-SB is not 

centrosymmetric and, thus, it is interesting to examine the extent to which each pathway 

contributes to the S0 → S1 one-color TPE considered here. For the first term in Eq. 4.9 to be large, 

the following three conditions would have to be satisfied: (1) the 
0νω  frequency characterizing 

the 0 → ν transition would have to be close to the frequency / 2ω  of each of the two photons 

associated with TPE, (2) the ( / 2 )i ν ωΓ  damping factor would have to be very small, i.e., the 

intermediate state ν would have to be sufficiently long-lived, and (3) the 0 → ν and ν → f transitions 

would have to be allowed, giving rise to larger 
0νµ  and fνµ  transition dipole moments. In the 

case of the TPE experiments performed in this work, it is unlikely that conditions (1), (2), and (3) 

can be simultaneously satisfied. Indeed, since there are no dipole-allowed electronic states between 

S0 and S1, the intermediate state ν satisfying condition (1) would have to be a rovibrational 

resonance supported by the ground-state electronic potential. It is unlikely that such resonances 

are long-lived and characterized by large 0 → ν and ν → f transition dipole moments. It is possible 

that the intermediate states ν characterized by larger 
0νµ  and fνµ  values exist, but those would 

have to be electronic states higher in energy than S1, which cannot satisfy the resonant condition 

(1). Furthermore, as demonstrated in ref. 101, the low-lying electronically excited states above S1 

are characterized by small or even negligible transition dipole moments from the ground state. In 

other words, while the virtual pathway contributes to the TPE cross section, the probability that it 
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dominates it seems low, especially when we realize that there are reasons for the dipole pathway 

to play a substantial role in the case of the molecular systems considered in this work. Indeed, as 

shown in our earlier studies,101,153 and as further elaborated on below, the S0 → S1 excitations in 

the isolated and solvated FR0-SB are characterized by large transition dipole moments and 

significant changes in the permanent dipoles. This suggests that the second term in Eq. 4.9 plays a 

major role, which is consistent with the well-established fact that the dipole pathway becomes 

critical when TPE involves charge-transfer associated with substantial change in the permanent 

dipole upon photoexcitation.160–165 Although the S0 → S1 transition in FR0-SB is accompanied by 

a migration of a small amount of charge,101,153 this migration happens over a very large distance, 

giving rise to more than a three-fold increase in dipole moment and a substantial enhancement of 

the second term in Eq. 4.9. Given the above analysis, from this point on we focus on the dipole 

pathway and assume that we can approximate the TPE absorption cross section by the second term 

in Eq. 4.9, i.e.,163 

2 2(2 )
0 0 0 M2( / 2) ' ( ),f f fB gσ ω µ µ ω≈ ∆  (4.10) 

where 2' 4 /B B ω= . 

As illustrated in Eq’s. 4.7 and 4.10, the absorption cross sections for both one- and two-

photon excitation processes depend on the square of the absolute value of the transition dipole 

moment 0fµ  characterizing the 0 → f vertical electronic excitation, which in our case is the 

transition dipole 
10µ  corresponding to the S0 → S1 photoabsorption for the FR0-SB system in 

various solvents. However, in the case of TPE, the absorption cross section also depends on the 

difference between the electronic dipole moments of the f and 0 states, 0fµ∆ , which in our case is 

the difference 
1 01 0µ µ µ∆ ≡ −  between the dipole moment 

1µ  characterizing the first excited 
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singlet S1 state of FR0-SB and its S0 counterpart 
0µ . Consequently, 

1 0µ∆  and its dependence on 

the solvent environment hold the key to understanding the enhancement of the ESPT reactions 

between the FR0-SB photobase and alcohol solvents observed in the case of TPE. To provide 

insights into the effect of solvation on 
1 0µ∆  and other properties characterizing the S0 and S1 

states of the solvated FR0-SB chromophore and transitions between them, we performed 

electronic structure calculations using the CC/EOMCC-based composite approach described in the 

Computational Details section. As mentioned in that section, the alcohol solvents considered in 

our computations were methanol, ethanol, n-propanol, and i-propanol. 

In Table 4.3, we report the vertical transition energies 
10 abs.)(ω  and transition dipole 

moments 
10µ  characterizing the S0 → S1 photoabsorption process, along with the dipoles 

corresponding to the S0 and S1 states, 
0µ  and 

1µ , respectively, and their ratios resulting from our 

calculations for FR0-SB in the gas phase and in the aforementioned four solvents determined at 

the minima on the respective S0 potential energy surfaces. The analogous information for the S1 

→ S0 emission and the dipole moment values of the S0 and S1 states determined at the S1 minima 

characterizing the isolated and solvated FR0-SB is presented in Table 4.4. We begin our discussion 

of computational results by comparing the vertical absorption and emission energies characterizing 

the solvated FR0-SB species obtained with the CC/EOMCC-based protocol adopted in this work 

against their experimental counterparts. The vertical excitation energies for the [FR0-SB⋯HOR] 

complexes calculated at the respective S0 minima, shown in Table 4.3, are essentially identical to 

the locations of the peak maxima in the corresponding experimental photoabsorption spectra 

reported in ref. 153, which are 3.32, 3.33, 3.32, and 3.34 eV for methanol, ethanol, n-propanol, 

and i-propanol, respectively. The same accuracies are also seen in the case of the vertical emission 

energies calculated at the S1 minima of the [FR0-SB⋯HOR] species reported in Table 4.4, which 
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can hardly be distinguished from the maxima in the experimental emission peaks for FR0-SB in 

methanol, ethanol, n-propanol, and i-propanol of 2.57, 2.61, 2.62, and 2.65 eV, respectively.153 

These observations corroborate the accuracy of the computational protocol used in this study to 

model the interactions of the FR0-SB photobase with the various alcohol solvents. The observed 

good agreement between the theoretical vertical transition energies reported in Tables 4.3 and 4.4 

and the corresponding experimental data can largely be attributed to the use of high-level ab initio 

CC/EOMCC approaches in describing the [FR0-SB⋯HOR] complexes. This becomes apparent 

when one considers the errors relative to experiment characterizing the vertical transition energies 

obtained in the single-point CAM-B3LYP/6-31+G*/SMD computations, which are about 0.2–0.3 

eV (9–11 %). 

Table 4.3. The vertical transition energies 10 abs.)(ω  (in eV) and transition dipole moments 10µ  (in Debye) 

corresponding to the S0 → S1 absorption, along with the 0µ  and 1µ  dipoles characterizing the S0 and S1 states (in 

Debye) and their ratios for FR0-SB in the gas phase and in selected alcohol solvents calculated at the respective S0 
minima following the CC/EOMCC-based protocol described in Computational Details. 

Solventa 10 abs.)(ω  10µ  0µ  1µ  1 0/µ µ  

None (gas phase)b 3.70 6.9 2.6 8.6 3.3 
MeOH 3.30 9.6 4.4 16.4 3.8 
EtOH 3.32 9.5 4.3 15.9 3.7 

n-PrOH 3.32 9.5 4.2 15.9 3.7 
i-PrOH 3.33 9.4 4.2 15.7 3.7 

a Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, i-PrOH = i-propanol. 
b Taken from our previous gas-phase CC/EOMCC calculations reported in ref. 101. 
 

Table 4.4. The vertical transition energies 10 )(em.ω  (in eV) and transition dipole moments 10µ  (in Debye) 

corresponding to the S1 → S0 emission, along with the 0µ  and 1µ  dipoles characterizing the S0 and S1 states (in 

Debye) and their ratios for FR0-SB in the gas phase and in selected alcohol solvents calculated at the respective S1 
minima following the CC/EOMCC-based protocol described in Computational Details. 

Solventa 10 (em.)ω  10µ  
0µ  

1µ  
1 0/µ µ  

None (gas phase) 3.26 8.9 3.4 10.9 3.2 
MeOH 2.68 11.8 6.6 20.0 3.0 
EtOH 2.69 11.8 6.5 19.7 3.0 

n-PrOH 2.70 11.8 6.5 19.6 3.0 
i-PrOH 2.72 11.7 6.4 19.1 3.0 

a Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, i-PrOH = i-propanol. 
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Having established the accuracy of our quantum chemistry protocol, we proceed to the 

discussion of our computational findings regarding the dipole moments of the S0 and S1 states and 

the transition dipoles between them, which are the key quantities for the one- and two-photon 

absorption cross sections given by Eq’s. 4.7 and 4.10, respectively. In the absence of direct 

experimental information, our computations provide insights into the effects of solvation on these 

quantities. To begin with, as reported in our earlier work for the bare FR0-SB species,101 and as 

shown in Table 4.3, there is a large, by a factor of more than 3, increase in the electronic dipole 

moment following S0 → S1 photoabsorption, giving rise to the superbase character of FR0-SB*. 

Upon solvation, both S0 and S1 dipole moments of the FR0-SB chromophore are significantly 

enhanced, becoming approximately twice as large as their gas-phase counterparts. This can be 

attributed to the polarization of the electron cloud of the FR0-SB photobase by the alcohol 

molecules surrounding it. Furthermore, the fact that the electronic dipole moment characterizing 

the S1 state is much larger than its S0 counterpart translates into a stronger stabilization of the S1 

state relative to S0, leading to lower S0 → S1 vertical excitation energies in the case of FR0-SB in 

alcohol solvents when compared to the bare FR0-SB system. The transition dipole moment 

characterizing the S0 → S1 photoabsorption process is amplified by solvation as well (by about 40 

%), which results in larger OPE and TPE absorption cross sections for the solvated FR0-SB species 

relative to their gas-phase values. Similar trends are observed when we examine the dipoles and 

transition dipoles shown in Table 4.4. It is also interesting to note that the dipole moments 

characterizing the S0 and S1 states and the corresponding transition dipoles increase upon 

geometrical relaxation from the S0 to S1 minima, with a concomitant red shift in the vertical 

transition energies. This bathochromic shift is more pronounced in the case of the solvated FR0-
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SB species as a consequence of 
1µ  being much larger than 

0µ , implying a stronger stabilization of 

the S1 state due to the polar solvent environment compared to the S0 state. 

As already alluded to above, the transition dipole moments characterizing the S0–S1 

absorption and emission processes and the S0 and S1 dipoles at the respective potential minima 

could not be determined from our experiments. However, by analyzing the solvatochromic shift 

of the absorption and fluorescence bands in sixteen different solvents as a function of solvent 

dielectric constant and index of refraction, we could estimate the magnitude of the transition dipole 

moment 
10µ  and the change in the dipole moment, 

1 0µ∆ , associated with the S0 → S1 adiabatic 

excitation.166,167 Based on our analysis, we found 
1 0µ∆  of FR0-SB in the alcohol solvents 

considered in our experiments to be ~15 Debye, a magnitude usually associated with substantial 

charge-transfer, and 
10µ  to be about 10 Debye. Having access to the dipole moments characterizing 

the S0 and S1 states at their respective minimum-energy structures and the vertical transition dipole 

moments associated with the S0–S1 transitions resulting from our quantum chemistry computations 

(see Tables 3 and 4) allowed us to assess the quality of our experimentally derived values of 
10µ  

and 
1 0µ∆ . As shown in Tables 4.3 and 4.4, the vertical transition dipole moments 

10µ  

characterizing the FR0-SB chromophore in the alcohol solvents included in our calculations range 

from 9.4 to 11.8 Debye, in very good agreement with the experimentally derived value of about 

10 Debye. According to the data collected in Table 4.5, the calculated and experimentally derived 

changes in the dipole moment associated with the S0 → S1 adiabatic transition, which are about 15 

Debye in both cases, are virtually identical. Given that both theory and experiment point to the 

large values of 
10µ  and 

1 0µ∆  as a result of solvation and that the dipole pathway defined by the 

second term in Eq. 4.9 is anticipated to be the dominant TPE pathway, as discussed above, we can 
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conclude that using Eq. 4.10 in approximating the TPE absorption cross section of FR0-SB in 

alcohol solvents is justified.  

 

Table 4.5. A comparison of the calculated S0–S1 adiabatic transition energies without 
10[ a( d .)]ω  and with 

10[ 0( -0 )]ω  

zero-point energy (ZPE) vibrational corrections (in eV), along with the differences and ratios of the 
0µ  and 

1µ  dipoles 

characterizing the S0 and S1 states at the respective minima (in Debye) for FR0-SB in the gas phase and in selected 
alcohol solvents obtained following the CC/EOMCC-based protocol described in Computational Details with the 
corresponding experimentally derived data.  

 Theory Experiment 

Solventa 10 (ad .)ω  b
1 0 (0 -0 )ω  

c
1 0µ∆

 

c
1 0/µ µ

 
Solventa 1 0 (0 -0 )ω  d

1 0µ∆  d
1 0/µ µ  

None (gas phase) 3.42 3.33 8.3 4.2 c-Hexane 3.4 ― ― 

MeOH 2.88 2.80 15.6 4.6 MeOH 2.9 15.2 ± 0.2 4.4 ± 0.1 

EtOH 2.89 2.80 15.4 4.6 EtOH 3.0 15.3 ± 0.3 4.6 ± 0.1 

n-PrOH 2.89 2.81 15.3 4.6 n-PrOH 3.0 15.3 ± 0.3 4.6 ± 0.1 

i-PrOH 2.88 2.80 14.9 4.5 i-PrOH 3.0 15.5 ± 0.5 4.7 ± 0.1 
a Abbreviations: MeOH = methanol, EtOH = ethanol, n-PrOH = n-propanol, i-PrOH = i-propanol, c-Hexane = 
cyclohexane. 
b Calculated as 

10 (ad.) ZP Eω ∆+ , where ΔZPE is the difference between the zero-point vibrational energies 

characterizing the S1 and S0 electronic states of the bare FR0-SB molecule in the gas phase computed at the CAM-
B3LYP/6-31+G* level of theory. Our calculations with and without solvent indicate that the effect of solvation on 
ΔZPE is negligible (less than 0.01 eV). 
c Calculated using the 

0µ  values reported in Table 4.3 and the 
1µ  values reported in Table 4.4. 

d Calculated using the theoretical values of 
0µ  reported in Table 4.3 and based on the analysis of the experimental 

solvatochromic shifts. 
 

By forming the ratio of Eq’s. 4.7 and 4.10, we can obtain a new expression that summarizes 

the difference between OPE and TPE, in which the change in permanent dipole moment acts as an 

amplification factor, 

2 2 2
(2)

0 0 M 2 0 M 20

2(1)
0 M10 M1

( ) ( )( / 2) '
,

( ) ( )( )

f f ff

f f

g gB
C

A gg

µ µ ω µ ωσ ω

σ ω ωµ ω

∆ ∆
= =  (4.11) 

where C = B'/A. The difference between OPE and TPE typically arises from differences in the 

expressions for the line shapes, which in the case of large organic molecules in solution, are the 

Franck–Condon distribution convolved with the extensive homogeneous and inhomogeneous 

broadening. We have acquired these spectra for FR0-SB in cyclohexane, acetonitrile, and 
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methanol, as shown in Figure 4.7. From these spectra, we can obtain the ratio of the spectral line 

shapes for OPE and TPE.  

 

Figure 4.7. OPE and TPE spectra for FR0-SB in cyclohexane (c-Hexane), acetonitrile (ACN), and methanol (MeOH). 
The solid line shown for the two-photon spectra is the result of 3-point smoothing and is included as a guide to the 
eye. 

 

For cyclohexane, a non-polar solvent for which the change in permanent dipole moment is 

smallest, the excitation maximum for OPE and TPE coincide, and the ratio between the line shapes 

can be fit to a line with a negative slope from the peak to higher energies, indicating a steeper 

decline of the spectrum as a function of excitation energy for TPE. The steeper decline is 

consistently observed for acetonitrile and for methanol. However, for acetonitrile and methanol 
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we also see that the two-photon absorption peaks appear at significantly lower energies than their 

OPE counterparts. The largest shift of the TPE absorption maximum compared to OPE, of ~1,140 

cm−1, is observed for methanol. Differences between OPE and TPE have been observed 

experimentally, in particular as blue shifts in the TPE of the green fluorescent protein,168 and have 

been explained as non-Condon contributions to TPE.169 However, the large red shift observed in 

this work appears to be unprecedented. 

Having strong evidence that TPE must be reaching parts of the S1 potential surface that 

enhance reactivity compared to the isoenergetic OPE and that the initial state wave packet 

following TPE is different than that following OPE, we turn our attention to the relationship 

between the ESPT enhancement, the inhomogeneous broadening, and the significant red shift 

observed in our TPE experiments. It is well-established that polar solvents, in particular those 

capable of forming hydrogen bonds, are responsible for significant inhomogeneous broadening in 

absorption spectra.170,171 The inhomogeneous broadening can further be amplified when the solute 

has hydrogen-bond acceptor and/or donor functional groups and undergoes large permanent dipole 

changes upon photoexcitation.170 From Eq. 4.10, we learn that TPE is greatly enhanced by the 

2

0fµ∆ term, favoring chromophore molecules whose local solvation environment gives rise to 

larger 0fµ∆  values compared to OPE. The substantial increase in the dipole moment upon 

photoexcitation should result in the different configurations in which protic solvents can be 

arranged to solvate FR0-SB, giving rise to inhomogeneous broadening. At the same time, larger 

0fµ∆  results in the additional stabilization of the [FR0-SB⋯HOR] complex in the S1 state relative 

to the ground state, manifesting itself in the observed red shift in the absorption maximum. While 

this hypothesis needs additional thorough investigations using, for example, two-dimensional 
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spectroscopy and molecular dynamics simulations of the observed excited-state reactivity, it is 

conceivable that the dynamical restructuring of the solvent around the chromophore molecules 

following TPE, promoting larger 0fµ∆  values compared to OPE, results in stronger charge-

transfer between the amine and imine nitrogens of FR0-SB, the additional accumulation of 

negative charge on the imine nitrogen, and, subsequently, the enhancement of the ESPT process, 

which is what we attempted to schematically illustrate in Figure 4.1(b). This is in contrast to some 

intramolecular ESPT reactions, such as in diethylaminohydroxyflavone, where solvation is 

inversely correlated with proton transfer.172 The differences observed in FR0-SB following OPE 

or TPE are caused by the large change in permanent dipoles influencing the probability for TPE 

of some molecules. Molecules with a solvent configuration that is more likely to result in proton 

transfer would then be favored to undergo TPE because of their larger 
2

0fµ∆  values.  

We find support for the role of inhomogeneous broadening in protic solvents in the 

experimental data. We note that there is essentially no shift between the maxima for OPE and TPE 

for cyclohexane, a non-polar molecule. There is a ~1,000 cm−1 shift observed for acetonitrile, and 

a ~1,140 cm−1 shift for methanol. These shifts are not predicted simply by the non-Condon 

vibrational makeup of the excited-state wave packet. The existence of differently solvated species, 

in particular those exhibiting greater dipole moment changes, can be determined experimentally 

by comparing the absorption spectra for FR0-SB in solvents that exhibit TPE enhancement 

(methanol, ethanol, n-propanol) with that of FR0-SB in i-propanol, which does not. The 

comparison is shown in Figure 8, where we plot the absorption spectra as well as the difference 

between the absorption spectrum in each solvent and that in i-propanol. We observe a large 

difference in the absorption spectra, especially at 25,000 cm−1, where the experiment was carried 

out. The largest difference is found for methanol, which exhibits the largest TPE enhancement.  
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Figure 4.8. Absorption spectra of FR0-SB in methanol (MeOH), ethanol (EtOH), n-propanol (n-PrOH), and i-
propanol (i-PrOH) (solid lines) and difference between these spectra and the absorption in i-propanol (dotted lines). 
We find a significant difference between the spectra in the 25,000 cm−1 energy region where the experiment was 
performed. 

 

From Figure 4.8, we can see significant inhomogeneous broadening toward lower energies. 

This supports our hypothesis that there is a clear bias toward TPE in the case of molecules primed 

for proton transfer, as seen in the reduction of the protonation time in methanol and ethanol by a 

factor of two compared to the other alcohol solvents. The effect becomes attenuated for n-hexanol, 

given that the long alkyl chain reduces the chances for two or more hydroxyl moieties to be next 

to the imine group where proton transfer takes place. As shown in our computations and OPE 

experiments reported in ref. 153, the solvent configuration leading to proton transfer in i-propanol 

is much less likely, resulting in very low efficiency of the ESPT process, and, thus, TPE can no 

longer enhance it, confirming our hypothesis. 
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4.4 Conclusion 

In this paper we have presented the observation of up to 62 % enhancement in the reactivity of the 

super photobase FR0-SB following isoenergetic two-photon excitation. We have reported 

evidence that excitation is to the first excited singlet state, S1, and that no other excited state 

contributes to proton transfer via one- or multi-photon excitation. We have found that the 

magnitude of the enhancement in reactivity correlates with the protonation rate; thus, it is faster 

for methanol, but slows down with longer chain alcohols and is not measurable for i-propanol.  

We have reached the conclusion that the enhanced solvent-to-solute ESPT reactivity is the 

result of TPE creating a more reactive species than OPE. This is supported by analysis of the 

molecular properties that contribute to the one- and two-photon transition probabilities, namely, 

the transition dipole moment 
10µ  coupling the S0 and S1 states of FR0-SB and the 

1 0µ∆  difference 

between the dipole moments of these two states. According to our mathematical manipulations, 

the ratio of the TPE and OPE absorption cross sections depends on 
1 0µ∆  but not on 

10µ . The 
1 0µ∆  

values resulting from the high-level CC/EOMCC-based computations performed in this study were 

practically identical to those estimated from our experiments. We learned that the very large change 

in permanent dipoles between the ground and excited states of FR0-SB amplifies differences in 

the spectroscopic line shape, leading to non-Condon contributions and different vibrational 

makeups of the initial excited-state wave packet.  

Finally, we have considered inhomogeneous broadening as providing an additional aspect 

leading to different excited-state species accessed via TPE. The permanent dipole change is highly 

dependent on the arrangement of polar solvent molecules, especially for protic solvents capable of 

hydrogen bonding. These added contributions are confirmed by the red shift observed in the TPE 

spectra for acetonitrile and methanol, but not for cyclohexane, and by the greater inhomogeneous 
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broadening toward the low energy region in the OPE spectra of solutions exhibiting TPE 

enhancement. The findings reported here help explain the observation by Tokumura and Itoh on 

the intramolecular proton transfer in 7-hydroxyquinoline in methanol solution via two-photon 

excitation.173 In that study, two-photon excitation in the 210–250 nm equivalent wavelength region 

leads to exclusive emission from the proton transfer state. Later measurements, based on step-wise 

solvation supersonic-jet spectroscopy,174 identified that bridging methanol structures with three 

methanol molecules help facilitate the proton transfer.148 These two separate observations support 

our conclusion that two-photon excitation favors structures primed for excited-state proton 

transfer. 

In conclusion, we have reported unprecedented 62% enhancement in photochemical 

reactivity upon isoenergetic two-photon excitation compared to one-photon excitation. The long-

term goal of our research is to develop tools for precision chemistry and our findings indicate that 

two-photon excitation not only provides spatial and temporal control, but it can also bring about 

enhanced reactivity. Future work will include quantitative determination of the two-photon 

absorption cross section for FR0-SB in different solvents and of newly developed compounds. 
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Chapter 5 Controlling Quantum Interference between Virtual and Dipole Two-Photon 

Optical Excitation Pathways using Phase-Shaped Laser Pulses 

Two-photon excitation (TPE) proceeds via a “virtual” pathway, which depends on the accessibility 

of one or more intermediate states, and, in the case of non-centrosymmetric molecules, an 

additional “dipole” pathway involving the off-resonance dipole-allowed one-photon transitions 

and the change in the permanent dipole moment between the initial and final states. Here, we 

control the quantum interference between these two optical excitation pathways by using phase-

shaped femtosecond laser pulses. We find enhancements by a factor of up to 1.75 in the two-

photon-excited fluorescence of the photobase FR0-SB in methanol after taking into account the 

longer pulse duration of the shaped laser pulses. Simulations taking into account the different 

responses of the virtual and dipole pathways to external fields and the effect of pulse shaping on 

two-photon transitions are found to be in good agreement with our experimental measurements. 

The observed quantum control of TPE in condensed phase may lead to enhanced signal at a lower 

intensity in two-photon microscopy, multiphoton-excited photo reagents, and novel spectroscopic 

techniques that are sensitive to the magnitude of the contributions from the virtual and dipole 

pathways to multiphoton excitations. 

 

 

 

 

 
This chapter has been adapted with permission from (J. Phys. Chem. A 2021, 125, 7534-7544)  
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5.1 Introduction and Background 

Control of two-photon transitions using shaped laser pulses in atomic175 and condensed 

phase40,176,177 systems has primarily been accomplished by taking advantage of the direct 

relationship between the second-order power spectrum (SOPS) of the field and the spectral phase 

of the pulse. In fact, this dependence has enabled selective two-photon excitation (TPE) and the 

measurement of TPE spectra.178–183 Here, we address the quantum interference between the virtual 

and dipole optical pathways that connect the ground and excited electronic states of a molecule 

during TPE. In particular, we consider the case of a non-centrosymmetric molecule for which, in 

addition to the sum over intermediate “virtual” states, one is able to identify a dipole contribution 

which becomes significant for species with large change in the permanent dipole moment upon 

photoexcitation.  

In their theoretical investigations, Meath and coworkers proposed how the phase difference 

between a pair of monochromatic pulses could be used to control two-photon transitions in isolated 

diatomic molecules with permanent dipoles by taking advantage of the different responses of the 

virtual and dipole pathways to the electric fields.159,184 In a related experiment, the TPE of Rb 

atoms through an intermediate state was found to be favored by phase- or amplitude-shaped pulses 

rather than by transform-limited (TL) pulses.185 It was observed that by removing certain portions 

of the pulse spectrum, which decreased the peak intensity by a factor of 40, the TPE rate doubled 

relative to TL pulses. The observed control was due to differences in the optical response to the 

field by the resonant and non-resonant excitation pathways. While contributions from both virtual 

and dipole pathways have been implicated in the magnitude of the two-photon absorption cross 

section,163,164 their control via phase-shaped pulses has not been reported. For a given molecule, 

the inherent molecular phases associated with the virtual and dipole pathways are fixed. However, 
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the goal of the present work is to use phase-shaped pulses designed to drive the virtual and dipole 

pathways with an independently adjustable phase, so that one is able to control the probability of 

TPE. 

Here, we control the TPE pathways of the fluorescent Schiff photobase (E)-7-

((butylimino)methyl)-N,N-diethyl-9,9-dimethyl-9H-fluoren-2-amine (FR0-SB, Scheme 5.1), in 

solution.11,101,153 This compound, in addition to exhibiting an increase in pKa by 14 units upon 

photoexcitation, was recently found to become up to 62% more reactive when the first excited 

singlet (S1) state was populated via TPE instead of single-photon excitation.2 This is a consequence 

of the very large differences between the ground- and excited-state dipole moments 
1 0 1 0µ µ µ=∆ −  

and the large values of the corresponding transition dipole moments 
10µ  (for example, 

1 0 1 5 . 6µ =∆  

D and 
1 0 9 .6µ =  D for FR0-SB in methanol).2 In this study, we develop the theoretical basis for the 

effect of shaped pulses, which are far from one-photon resonance with the electronic transition to 

S1 but on-resonance with TPE to the S1 state, on the virtual and dipole pathway contributions to 

TPE of molecules with large permanent dipole moments. We then present experimental data 

showing coherent control of the virtual and dipole contributions to TPE. In particular, we find that 

for certain shaped pulses the ratio between TPE fluorescence and second harmonic signal can be 

enhanced by a factor of 1.75, in good agreement with simulations. Our study demonstrates that it 

is possible to use phase-shaped pulses to control the dipole and virtual contributions to TPE in 

larger polyatomic molecules in solution. 
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Scheme 5.1. Molecular structure of the FR0-SB super photobase. 
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5.2 Theory 

Since the introduction of the idea of two-photon processes by Maria Göppert-Mayer in 193124 (cf., 

also, refs 186 and 187), perturbation theory has been used to examine their probability and 

dependence on molecular symmetry. According to the second-order perturbation theory, the 

0 f→  two-photon absorption cross section, with 0 and f designating the initial and final states, 

which in our case are the electronically bound ground (S0) and excited (S1) states of FR0-SB, 

respectively, is given by the Göppert-Mayer sum over virtual states 

0
M2

2

(2)
0

0

( / 2) ( )
/ 2 ( / 2)

f

f

v

A g
i

ν

ν ν

νσ
µ

ω ω
ω ω ω

µ
=

− + Γ
∑ , (5.1) 

where ω is the resonance excitation frequency, A is a collection of constants, v are the intermediate 

states, fνµ  and 
0νµ  are the transition dipole moments corresponding to the v f→  and 0 v→  

excitations, respectively, 
0νω  is the 0 v→  transition frequency, / 2 )(i ν ωΓ  is a damping factor 

associated with the intermediate state ν, which is inversely proportional to the lifetime of ν, and 

M 2 )(g ω  is the TPE line shape function. Note that in presenting Eq. 5.1, we have performed an 

isotropic averaging over the directions of the transition dipole moment vectors μfν and 
0

μ
ν

. For non-

centrosymmetric molecules, one can separate the 0 f→  dipole contribution from the sum over 

states expression, Eq. 5.1, to obtain2,158,160,163 
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where 0 0f fµ µ µ=∆ −  is the difference between the dipole moments characterizing the final and 

initial states. To do this, we isolate the ν = 0 and ν = f terms in the summation over ν in Eq. 5.1, 

00 00 00 /2 ( /2)]/[f iω ωµ ωµ − + Γ  and 0 0 2/ 2 / )[ / ( ]f fff f iω ωµ ωµ − + Γ , respectively, which 

involve off-resonance dipole-allowed one-photon 0 f→  transitions, recognize that 
0 0 0ω = , 

replace 0fω  by the resonance frequency ω, and take advantage of the fact that the initial and final 

states are stationary, so that the damping factors 
0 / )( 2i ωΓ  and /2)(fi ωΓ  can be assumed to be 

zero. The resulting 0 00 )/ /2(fµ µ ω−  and 0 )/( /2ff fµ ωµ  contributions can be recombined into the 

expression 0 00 /2)( )/(f ffµ ωµ µ− , which is equivalent to the second term on the right-hand side 

of Eq. 5.2. The first term on the right-hand side of Eq. 5.2, which involves the intermediate states 

v between the initial and final states, is usually called the virtual pathway, while the second term, 

which depends on the transition dipole moment 0fµ  and the difference between the ground- and 

excited-state permanent dipole moments 0fµ∆ , is commonly referred to as the dipole pathway.159 

It is worth mentioning that while the cross-section contributions from both pathways are 

proportional to the intensity of light squared, the dipole pathway, which is, in part, driven by off-

resonance one-photon transitions to a stationary state f, has a weaker dependence on the pulse 

duration compared to its virtual counterpart. 

The introduction of femtosecond laser pulses has greatly contributed to the development 

of TPE techniques. This is because broadband femtosecond pulses enable contributions from a 

very large number of possible intermediate states, ensuring that some frequencies 
0νω  in Eq’s. 

5.1 and 5.2 are close to / 2ω , and the high peak intensity of such pulses reduces the need for the 
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( / 2 )i ν ωΓ  damping factors to become small to result in a measurable TPE signal. It should also be 

noted that non-centrosymmetric molecules, such as FR0-SB examined in this work, have a non-

zero 0fµ∆ , so that both the virtual and dipole pathways present in Eq. 5.2 can contribute to TPE, 

further enhancing the two-photon absorption cross sections.164 

The two pathways available for TPE have a phase difference that arises from the complex 

nature of the different matrix elements in Eq. 5.2. This phase difference may lead to quantum 

interference that could modulate the two-photon absorption cross section. Jagatap and Meath 

considered the competition between the virtual and dipole pathways and derived an expression for 

the orientationally averaged probability of TPE.159 Based on their calculations for the LiH 

molecule, the quantum interference between the virtual and dipole pathways can be constructive 

or destructive. While TPE is fundamentally different than Young’s double slit experiment or 

quantum control of molecular excitations, one might try to adopt a heuristic approach and use 

analogies with these phenomena to explain the possibility of modulating the probability for TPE 

through quantum interference of the virtual and dipole pathways. For example, if 
1φ  and 

2φ  

designate phases associated with interfering waves in Young’s double slit experiment, the 

probability of constructive interference P depends on the phase difference according to 

( )1 2
2

1 22 2cosi i
P e e

φ φ φ φ∝ + = + − . Similar interference can be observed in quantum control of 

molecular excitations, introduced by Brumer and Shapiro188 and realized experimentally by 

Gordon and coworkers for one- versus three-photon transitions.189 Gordon and coworkers’ 

excitation pathways involved two laser sources with frequencies 3ω and ω. Assuming that each 

pathway contributes equally, the probability for reaching the final state is given by 
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( )3 1
23

0 3 12 2cos 3i i

fP e e
φ φ φ φ∝ + = + − , where ϕ3 and ϕ1 are the phases of one- and three-photon 

excitations, respectively. Chen et al. have also examined quantum control of molecular excitation 

using two-photon vs. two-photon interference, where a molecule is irradiated with three 

interrelated frequencies ω0, ω+, and ω−, such that 2ω0 = ω+ + ω−, and where the probability for 

reaching the final state is given by .190,191 The 

experimental realization of their idea was accomplished by broadband shaped femtosecond pulses, 

both in the gas phase175,192,193 and in condensed phase systems.40,176 Two-photon transitions 

involving virtual and dipole pathways should be controllable in a similar manner. Indeed, if we 

assume that none of the intermediate states ν in Eq. 5.2 are long lived and designate the average 

phase of the virtual pathway as ϕν and the phase associated with the dipole pathway as ϕd, we can 

use arguments similar to those presented above to re-express the 0 f→  two-photon absorption 

cross section as 

( )2 2(
0

2) 2/ 2( 2 2cos 2 2) di i

df e eνφ φ
νσ φω φ∝ + = + − . (5.3) 

This shows that one should be able to modulate the probability for TPE through quantum 

interference of the two pathways. 

We now describe the model which will allow us to examine how the interference between 

the virtual and dipole pathways contributing to TPE in non-centrosymmetric molecules, such as 

FR0-SB, is affected by broadband-shaped laser pulses. Two-photon transitions in the absence of 

long-lived intermediate states are driven by the shaped laser field, which induces a nonlinear 

polarization proportional to the square of the time-dependent electric field E(t). Because pulse 

shapers operate in the frequency domain,194 we start with the field in the frequency domain  

( )0
22 ( )

0 02 2cos 2i i

fP e e
φ φ φ φ φ φ+ −+

+ −∝ + = + − −
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( /2)( / 2) ( / 2) iE I eϕ ωω ω= , (5.4) 

where I(ω/2) is the spectrum of the pulse and ( / 2 )ϕ ω  is the spectral phase, both of which can be 

modified by the pulse shaper. Using the field in the frequency domain and the convolution 

theorem, the Fourier transform of 2 ( )E t  can be written as176,195 

[ ]{ }(2)( ) ( / 2 ) ( / 2 ) exp ( / 2 ) ( / 2 )E E E i dω ω ω ϕ ω ϕ ω
∞

−∞
∝ +Ω −Ω +Ω + −Ω Ω∫ , (5.5) 

where one integrates over all the detuning frequencies from ω/2 by a positive and negative amount 

Ω, as the two-photon frequency ω can be attained by adding the negatively detuned frequencies to 

the corresponding positively detuned frequencies. Eq. 5.5 is important for us, since one can use it 

to simulate the SOPS by determining the values of 
2(2) )(E ω  in which the phase of the field at 

frequency ω is given by the sum inside the square brackets appearing in Eq. 5.5. The simulated 

SOPS can then be directly compared to the second harmonic generation (SHG) spectrum, which 

is also given by 
2(2) )(E ω , provided that the SHG crystal is thin enough to phase match the entire 

bandwidth of the pulse. The dependence of SHG on spectral phase,183 such as chirp and third-order 

dispersion, has been used by the Dantus group to develop a number of highly accurate pulse 

characterization and compression methods based on the principle of multiphoton intrapulse 

interference phase scan (MIIPS),43,196–204 which is employed in this study as well. 

For simulating and carrying out the control experiments reported in this work, we used 

well-defined spectral functions to ensure that the observed quantum control is not caused by tuning 

the frequency of the TPE field. The form of the spectral phase functions, which we adopted in this 

study and which is shown in Figure 1a, resembles a window having zero phase for all frequencies 
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except for a region of given width in the center of the spectrum that has a constant phase which is 

scanned during the experiment. By inspecting Eq. 5.5, one can obtain the phase of the field at 

frequency ω as the sum of the phases that are symmetrically detuned around ω/2. In the present 

study, we report results for the phase value scanned from −2π to 2π in order to modulate the relative 

contributions from the dipole and virtual pathways, as further discussed below. When the phase 

has a value nπ, with n an even integer, the pulses are of the TL type and favor the virtual pathway. 

For phases where n is an odd integer, the pulses are longer and favor the dipole pathway.  

The expected effect of the phase scan on the SOPS, obtained as a contour plot of 
2(2) )(E ω  

calculated using Eq. 5.5 for 16.6 fs pulses, is shown in Figure 1b. In Figure 1c, we show the 

experimentally obtained SHG spectrum as a function of the 40 nm phase window being scanned 

from −2π to 2π. The excellent agreement between theory (Figure 5.1b) and experiment (Figure 

5.1c) required careful pulse compression and a very thin SHG crystal, both described in the 

Experimental Details section below. The data in Figure 5.1b and c show areas where constructive 

(red color, when the phase window is 0 or ±2π) and partial destructive (blue color, when the phase 

window is ±π) interferences take place.  
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Figure 5.1. (a) A 40 nm wide spectral phase window centered on the spectrum of 16.6 fs Gaussian pulses at 811 nm 
resulting from the phase scanning from 0 to 2π. (b) Calculated SOPS resulting from scanning the phase window from 
−2π to 2π. (c) Experimental SHG spectrum as a function of the same phase window scan as used in (b). In panels (b) 
and (c), areas where constructive and partial destructive interferences take place are colored red and blue, respectively. 

 

The efficiency of TPE depends not only on the phase of the pulse, but also on the overlap 

between the SOPS and the two-photon absorption spectrum of the chromophore. Therefore, we 

need to make sure that the latter factor stays constant, given that our interest is to control the 

interference between the virtual and dipole pathways in TPE. As mentioned above, the chosen 

phase window function preserves the central wavelength of the SOPS, ensuring that changes in 

excitation probability are minimized (Figure 5.1b and c). We provide further verification of this in 

Figure 5.2. Specifically, in Figure 5.2a we present the SOPS data for shaped pulses using a 40 nm 

wide phase window with different amplitudes, plotted together with the TPE spectrum of FR0-SB 

in methanol using the data points reported in ref. 2. As demonstrated in Figure 5.2a, the SOPS 

remains centered at 405.5 nm as the amplitude of the phase window changes. In Figure 5.2b we 
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show the SHG intensity, the simulated two-photon excited fluorescence (TPEF) corresponding to 

the overlap integral between the SOPS and the TPE spectrum of FR0-SB, and the ratio between 

these two quantities as functions of the phase of the 40 nm window. We find that the overlap 

between the SOPS and the two-photon absorption spectrum of the chromophore differs only very 

little from the SHG signal, as shown in Figure 5.2b. Hence, the ratio between these two quantities 

remains close to 1, with variations of less than 3% for all phase amplitudes. Although not shown 

in Figure 5.2b, the same is observed for the other window widths used in this work. 
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Figure 5.2. (a) The TPE spectrum of FR0-SB in methanol (black squares), based on the data points reported in ref. 2, 
along with the SOPS for the 40 nm wide phase window at selected amplitudes. Note that as the phase amplitude 
changes the SOPS remains centered at 405.5 nm. (b) The results of simulations of the TL-normalized overlap integral 
between the SOPS and the TPE spectrum of FR0-SB in methanol (black open squares), the TL-normalized SHG signal 
(blue circles), and the ratio of the two signals (red diamonds) as functions of the spectral phase of the 40 nm window. 

 

Having demonstrated the validity of Eq. 5.5, we transform Eq. 5.2, with the help of Eq’s. 

5.4 and 5.5, into a formula that one can use to predict how two-photon transitions in non-

centrosymmetric molecules are affected by broadband-shaped laser pulses. Given that the coherent 

superpositions of tens or hundreds of intermediate states ν in Eq. 5.2, which are expected to have 

small Frank−Condon factors, are short lived, we assume that the virtual pathway behaves as a 
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parametric process. Thus, we describe the virtual pathway using Eq. 5.5, which is similar to the 

approximation adopted by Silberberg and coworkers in simulating the non-resonant TPE path.185 

As implied by Eq. 5.2, the dipole pathway contains the action of the field on the transition dipole 

moment 0fµ  and on the difference between the ground- and excited-state permanent dipoles 

0,fµ∆  which include the aforementioned phase lag, designated here as ϕ. Thus, given the fact that 

the dipole-allowed one-photon transitions between the initial and final stationary states associated 

with 0fµ  are not significantly affected by pulse duration, we represent the dipole pathway 

contribution to Eq. 5.2 by multiplying the square of 2( / )E ω , as defined by Eq. 5.4, by the phase 

lag term ie φ , while incorporating the orientationally averaged 0fµ  and 0fµ∆  values in an 

empirical constant a that describes the relative contribution of the two pathways. The resulting 

expression for the probability of TPE, which allows us to simulate the effect of shaped laser pulses 

on two-photon transitions in non-centrosymmetric molecules, is as follows: 

22
(2) (2

M0 2
) ( / 2)

)( / 2) )
/ 2

((
i

f

aE e
P E g

φω
ω ω ω

ω
∝ + . (5.6) 

In transitioning from Eq. 5.2 to Eq. 5.6, we adopted a simplifying assumption where the 

contributions of all intermediate states ν to the TPE absorption cross section, including vibronic 

components, are lumped into a single electronic state. While we realize the limitations of this 

assumption, expanding our analysis to explicitly include vibrational modes that may be accessed 

by the broadband pulse and the effects of homogeneous and inhomogeneous broadening caused 

by the solvent is outside of our present modeling capabilities. Note that because our experiments 

are carried out with broadband femtosecond laser pulses, the determination of the ( 2 ) )(E ω  
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contribution to Eq. 5.6 for a given spectral phase function ( / 2 )ϕ ω  requires the integration over 

all Ω values in Eq. 5.5. 

In the experiments reported in this work, we measured the frequency integrated TPEF 

signal obtained for shaped pulses, 
TPEF
shapedS , relative to that obtained for TL pulses, 

TPEF
TLS . Based on 

the considerations described above, one should be able to model the ratio of the frequency 

integrated TPEF signals obtained using shaped and TL pulses using the following expression: 

2( 2) 2
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TPEF 2(2) 2TL
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In writing Eq. 5.7, we assumed that the TPE line shape 
M 2 )(g ω  in Eq. 5.6 is a slowly varying 

function of ω, so that one can cancel it out. Indeed, when we included the TPE line shape function 

M 2 )(g ω  in the determination of the 
TPEF TPEF
shaped TL/S S  values using the two-photon absorption cross 

section of FR0-SB in methanol from ref. 2, its effect on the simulated signal was very small. We 

used Eq. 5.7, with ( 2 ) ( )E ω  and 2( )/E ω  determined using Eq’s. 5.4 and 5.5, respectively, in our 

simulations, comparing the resulting 
TPEF TPEF
shaped TL/S S  values obtained at the different phases and 

window widths with the experimental data. In determining the spectrum of the pulse entering Eq. 

5.4, we used the expression 
2

f 0[ ( /2 )/ ]( / 2) g
I e

τ ω ωω − −= , where 
fτ  is the pulse duration full-width at 

half maximum (FWHM) of the Gaussian pulses, 2 log2g = , and 
0ω  is the center frequency of 

the laser. In the simulations shown in this work, we used 
f 1 6 . 6  f sτ =  and 

0 2 π c /ω λ= , with c 

being the speed of light and 811 nmλ = , and the phase window was centered at the center 

frequency of the laser pulses. The phase lag associated with the dipole pathway that best 
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reproduced the experimental data was 0 .4 6 πφ = , and the value of the empirical constant a in Eq. 

5.7 that worked best was 0.075. In simulating the 
TPEF TPEF
shaped TL/S S  ratio as a function of the phase 

window, we varied the window phase from −2π to 2π and the window width from 10 nm to 50 nm. 

We also simulated the ratio of the frequency integrated SHG signals obtained for shaped and TL 

pulses as a function of the phase window using the formula 

2( 2)
SHG

shapedshaped
SHG 2(2)TL

TL
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ω ω

ω ω

∞
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=
∫

∫
, (5.8) 

where ( 2 ) ( )E ω  was calculated using Eq. 5.5 and the window phase and width were varied in the 

same way as for 
TPEF TPEF
shaped TL/S S , comparing the resulting 

SHG SHG
shaped TL/S S  with experiment. Finally, we 

calculated the ratios of the TL-normalized TPEF and SHG signals obtained using Eq’s. 5.7 and 

5.8, respectively, and compared them to their experimentally determined counterparts. All of the 

simulations reported in this work were carried out by programming Eq’s. 5.4–5.8 using Wolfram 

Mathematica 11. 

To make sure that our model predicting how two-photon transitions in non-

centrosymmetric molecules are affected by shaped laser pulses is consistent with the experimental 

data, it is important to consider situations where the TPEF signal does not exhibit a square law 

dependence on laser intensity (i.e., the power dependence with n = 2) assumed in our 

considerations above. Such situations could be caused, for example, by saturation of the two-

photon transition. Although saturation was not reached in our experiments, the deviations from a 

square law dependence of the TPE rate for molecules with large dipole moments have been 

suggested in ref. 165. We simulate such deviations assuming that no interference occurs between 
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the virtual and dipole pathways, i.e., the ( )(2 2*) )2Re [ ( )] ( / ( / 22) /iE aE e φω ωω ×  terms obtained 

by expanding the integrands in the numerator and denominator of Eq. 5.7 are neglected. This 

assumption leads to the following modification of the formula for the TL-normalized TPEF signal: 

2 2(2) 2
TPEF

shaped shapedshaped
TPEF 2 2(2) 2TL

TL TL
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% . (5.9) 

We found that for this case, the value of the empirical constant a in Eq. 5.9 that worked best was 

0.18. As discussed in the Results and Discussion section, these simulations failed to simulate 

several features found in the experimental data, suggesting that the interference between virtual 

and dipole pathways is of paramount importance.  

 When simulating the TPEF signals and their ratios with SHG as functions of the width of 

the phase window, we found that the results obtained for broader windows agreed with the 

experimental data, but those obtained for the narrow ones did not. We considered the lack of 

agreement found for narrower phase windows to be caused by inhomogeneous broadening, which 

is quite significant in protic solutions of FR0-SB.2 In doing so, we assumed that one might expect 

a reduction of the interference between the virtual and dipole pathways in TPE processes when the 

window widths become narrower. To simulate the effect of the postulated interference reduction 

in the TL-normalized TPEF signals as a result of inhomogeneous broadening, we formed a linear 

combination of Eq. 5.7, which assumes interference, and Eq. 5.9, in which interference is absent, 

and compared the resulting TPEF/SHG ratios with the corresponding experimental data. The 

relative contribution of Eq. 5.7 to the linear combination of Eq’s. 5.7 and 5.9 was increased linearly 

from 0% for the 10 nm window width to 80% for the 50 nm window width. As shown in the 

Results and Discussion section, the model assuming the decrease of interference as a result of 
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window width reduction is in much better agreement with the experimental data obtained for all 

phase windows. 
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5.3 Experimental and Theoretical Methods 

The experimental setup used a Ti:Sapphire oscillator (Coherent Vitara-S) producing pulses with a 

repetition rate of 80 MHz for excitation. The pulses were compressed and shaped with a pulse 

shaper (MIIPS Box 640, Biophotonic Solutions Inc.) using MIIPS.43,196–204 The output beam, 

centered at 811 nm with a pulse duration of ~16 fs, was split with a 20:80 beam splitter (Thorlabs 

UFBS2080). The reflected beam (20% reflected) was frequency doubled in a β-BBO crystal to 

serve as our reference, which was detected with an Ocean Optics USB4000 spectrometer. The 

transmitted beam was focused by a 10 cm focal length convex lens onto a 1 cm cuvette containing 

the solutions of FR0-SB in methanol with a concentration of ~6 μM. The maximum laser power 

at the sample was ~50 mW with a peak intensity of ~6×108 W/cm2, which is at least one order of 

magnitude below the onset of saturation (cf. Figure 4.5). TPEF was detected perpendicular to 

excitation with a 2.5 cm focal length convex lens to collimate the signal followed by a 10 cm focal 

length convex lens to focus the signal onto an Ocean Optics QE PRO spectrometer. The pulse 

chirp in both the reference signal and the fluorescence excitation beam paths were matched to a 

value of less than 50 fs2 by the introduction of glass slides in the reference beam path so that the 

pulses in both paths were TL after pulse compression using MIIPS. All experiments were 

performed multiple times to ensure reproducibility of the data. The laser power dependence for 

TPE for the samples measured gave a nonlinear exponent of 1.90 ± 0.02. Deviation from the exact 

square law dependence is expected for molecules with significant dipole pathway 

contribution.165,184  
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5.4 Results and Discussion 

Two-photon excitation of the super photobase FR0-SB leads to the electronically excited 

S1 state FR0-SB*, which shows emission at ~21,000 cm−1.2 In protic solvents, excited-state proton 

transfer from the solvent to the photobase FR0-SB* leads to the formation of the excited 

protonated photobase FR0-HSB+*, which emits at ~15,000 cm−1.2,153 Because the SHG spectrum 

provides an accurate measurement of 
2(2)( )E ω , which, as shown by comparing Figures 1b and 1c, 

can be accurately modeled using Eq. 5.5, it serves in this study as a reference. In this study, we 

collected the frequency integrated TPEF signals using shaped and TL pulses for FR0-SB in 

methanol and compared them to the SHG reference data. Using the same phase functions as those 

utilized in Figure 1 and Eq. 5.5, we simulated the ratios of the frequency integrated TPEF signals 

obtained for shaped and TL pulses, defined by Eq. 5.7, and their SHG counterparts, defined by Eq. 

5.8, using the window width of 40 nm and window phases varying from −2π to 2π. The results of 

these simulations are shown in Figure 5.3a. The corresponding experimental TPEF signals for 

FR0-SB in methanol and the experimental SHG reference spectra obtained using shaped pulses 

and normalized to their values under TL excitations are plotted in Figure 5.3b. The ratio of the 

fluorescence signal to the integrated laser signal amplitude reveals a maximum enhancement at 

±0.75π and ±1.25π, when the probability for TPE exceeds the value predicted by 
2(2)( )E ω  alone.  
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Figure 5.3. (a) Simulation of the TL-normalized TPEF signal based on Eq. 5.7 (black squares), the TL-normalized 
SHG signal based on Eq. 5.8 (blue circles), and the ratio of the two signals (red triangles) as functions of the spectral 
phase. The simulation parameters are given in the Theory section. (b) Experimental data corresponding to (a) obtained 
following TPE of FR0-SB in methanol using 16.6 fs pulses and a 40 nm window as a function of the spectral phase. 
The TL-normalized TPEF signal is shown in black squares, the TL-normalized SHG signal is shown in blue circles, 
and the ratio between the two signals is shown in red triangles. 

 

The excellent agreement between the simulation and experimental data shown in Figure 3 

demonstrates that the anticipated control of the quantum interference between the virtual and 

dipole pathways that contribute to TPE in large non-centrosymmetric molecules in solution is 
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indeed possible. To examine the possibility of controlling the interference between the two 

pathways, we performed a series of additional measurements in which the TPEF signals for FR0-

SB in methanol and the corresponding SHG reference signals were obtained for several different 

phase window widths ranging from 10 nm to 50 nm and plotted as functions of the window phase 

scanned between −2π and 2π. The results of these additional measurements are shown in Figure 

5.4. 
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Figure 5.4. Experimental results for the frequency integrated TPEF signal for FR0-SB in methanol (black squares) 
and the reference SHG signal of the laser (blue circles), along with the TPEF/SHG signal ratios with error bars (red 
triangles), plotted as functions of the spectral phase for window widths of (a) 10 nm, (b) 20 nm, (c) 30 nm, (d) 40 nm, 
and (e) 50 nm. The TPEF/SHG signal ratios for all window sizes examined in (a)–(e) are shown in (f). 
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The results in Figure 4 show a clear dependence of the TPEF/SHG signal ratios on the 

window width. When the window is 10 nm wide, the maximum enhancement in the normalized 

TPEF is only 25% above that of the normalized SHG signal. However, for a window width of 40 

nm we observe that TPEF can be up to 75% greater than the SHG signal. As the window width 

increases further to 50 nm, the observed enhancement diminishes. The optimum window width is 

found to be about 2/3 of the FWHM of the laser pulse spectrum (cf. Figure 5.1a). 

As already mentioned in the Theory section and as implied by comparison of Figures 5.3a 

and 3b, the parameter a measuring the relative contribution of the dipole and virtual pathways and 

the phase lag ϕ characterizing the dipole pathway can be fit to closely match the experimental 

results shown in Figure 5.3b. However, Eq. 5.7 fails to reproduce the experimental data for some 

of the window widths examined in Figure 5.4. This is demonstrated in Figure 5.5, where we show 

the simulated TPEF and SHG signals, along with the corresponding TPEF/SHG ratios, as functions 

of the window phase scanned between −2π and 2π for window widths ranging from 10 nm to 50 

nm, using the same parameters as used in Figure 5.3a and described in the Theory section. While 

the agreement between experiment and simulation is best for the larger phase window widths, the 

simulation results for the 10 and 20 nm windows based on Eq. 5.7 do not match the corresponding 

experimental data.  

  



128 
 

Figure 5.5. Simulation results for the frequency integrated TPEF signal for FR0-SB in methanol (black squares) and 
the reference SHG signal of the laser (blue circles), along with the TPEF/SHG signal ratios (red triangles), based on 
Eq’s. 5.7 and 5.8, plotted as functions of the spectral phase for window widths of (a) 10 nm, (b) 20 nm, (c) 30 nm, (d) 
40 nm, and (e) 50 nm. The simulated TPEF/SHG signal ratios for all window sizes examined in (a)–(e) are shown in 
(f). The simulation parameters are given in the Theory section. 
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To understand the disagreement between simulations based on Eq. 5.7 and experiment for 

narrower window widths, we explored two alternative explanations. In the first explanation, we 

assumed that there is no interference between the virtual and dipole pathways and that the presence 

of the dipole pathway attenuates the laser power dependence of two-photon transitions. This idea 

of reduced power dependence was explored by Meath who discussed the intensity dependence of 

two-photon absorption due to the direct permanent dipole moment excitation mechanism.165 By 

employing the rotating wave approximation, Meath showed that the TPE rate due to direct 

permanent dipole mechanism is not necessarily proportional to the square of the laser intensity and 

may display a lower power dependence, which for very low intensities can be a linear function of 

the laser intensity. We simulated the TPEF signals assuming that no interference occurs between 

the virtual and dipole pathways using Eq. 5.9. We found that for these simulations the value of the 

empirical constant a in Eq. 5.9 that worked best was 0.18. Figure 5.6a shows the results of the 

simulations based on Eq. 5.9, presented as the ratio between the calculated, TL-normalized, TPEF 

(Eq. 5.9) and SHG (Eq. 5.8) signals. The results in Figure 6a demonstrate that the neglect of the 

interference between the virtual and dipole pathways fails to describe the experimental TPEF/SHG 

ratios shown in Figure 5.4f. In particular, the theoretical TPEF/SHG ratios simulated in this manner 

fail to reproduce the dip in the experimental TPEF/SHG ratios, which, as shown in Figure 5.4f, 

should occur when the phase is ±π.  

In the second explanation of the failures of Eq. 5.7 for the narrower window widths, we 

assumed that Eq. 5.7 is capable of modeling the interference, but we also postulated that the 

interference at smaller window widths may weaken due to inhomogeneous broadening. This could 

be rationalized by the fact that FR0-SB in methanol represents a situation where a large molecule 

is hydrogen-bonded to a strongly polar solvent,2 so that the inhomogeneous broadening might 
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dominate the TPE line width(s) when dealing with narrow phase windows. The simulations shown 

in Figure 5.5, which do not take into account inhomogeneous broadening, show a narrow but 

significant interference when the amplitude of the phase window is ±π, especially for the 10 and 

20 nm windows. However, the experimental data shown in Figure 5.4 indicate that inhomogeneous 

broadening significantly dampens this interference and a broad background of ‘unshaped’ field 

observed for windows narrower than 30 nm becomes dominant. The effect of inhomogeneous 

broadening was taken into account by the simulations shown in Figure 5.6b, where the contribution 

from Eq. 5.7 to the linear combination of Eq. 5.7, which assumes interference, and Eq. 5.9, in 

which the interference is absent, was linearly increased from 0% for the 10 nm window width to 

80% for the 50 nm window width. These modified simulations are in much better agreement with 

the experimentally observed TPEF/SHG ratios, shown in Figure 4f and reproduced in Figure 6c, 

than those obtained by dividing Eq. 5.7 by Eq. 5.8 or those presented in Figure 5.6a that ignore 

interference. 
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Figure 5.6. Calculated [panels (a) and (b)] and experimentally determined [panel (c)] TPEF/SHG ratios as functions 
of phase values for different window widths. (a) Results obtained assuming that the interference between the virtual 
and dipole pathways in the TPEF signal can be neglected, as in Eq. 5.9. (b) Results obtained assuming that the TPEF 
signal can be simulated using a linear combination of Eq. 5.7, which assumes interference, and Eq. 5.9, where 
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interference is absent, with the contribution from Eq. 5.7 being increased linearly with the window width (see text for 
details). (c) Experimental data, as shown in Figure 5.4f, reproduced here to facilitate comparison. 
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5.5 Conclusion 

The dependence of TPEF of FR0-SB in methanol on the spectral phase of femtosecond broadband 

pulses, which reflects on the quantum interference between the dipole and virtual pathways that 

contribute to TPE, was examined experimentally and theoretically. When normalized for pulse 

duration, enhancements by a factor of up to 1.75 in the experimentally observed TPEF were found. 

Simulations taking into account the different responses of the virtual and dipole pathways to 

external fields and the effect of pulse shaping on two-photon transitions, were found to be in good 

agreement with the experimental measurements, but we encountered situations corresponding to 

narrow spectral window widths for which there were disagreements between theory and 

experiment. We explained these disagreements by postulating that the interference between the 

virtual and dipole pathways at smaller window widths weakens as a result of inhomogeneous 

broadening, showing that the model assuming the decrease of interference as a result of window 

width reduction is in very good agreement with the experimentally observed TPEF/SHG signal 

ratios obtained for all phase windows. At the same time, we demonstrated that simulations ignoring 

the interference between the virtual and dipole pathways and considering an attenuated power 

dependence only fail to reproduce the experimental data. Findings from the present study, in 

addition to their potential impact on applications that depend on TPE, may be relevant to ongoing 

research on the two-photon transitions induced by entangled photons,205–210 where even molecules 

with weaker permanent dipole moments may exhibit strong quantum effects, such as 

transparencies. 
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Chapter 6 Controlling S2 and S1 Fluorescence of Cyanines IR140 and IR144 

We report on the changes in the dual fluorescence of two cyanine dyes IR144 and IR140 as a 

function of viscosity and probe their internal conversion dynamics from S2 to S1 via their 

dependence on a femtosecond laser pulse chirp. Steady-state and time-resolved measurements 

performed in methanol, ethanol, propanol, ethylene glycol, and glycerol solutions are presented. 

Quantum calculations reveal the presence of three excited states responsible for the experimental 

observations. Above the first excited state, we find an excited state, which we designate as S1′, that 

relaxes to the S1 minimum, and we find that the S2 state has two stable configurations. Chirp-

dependence measurements, aided by numerical simulations, reveal how internal conversion from 

S2 to S1 depends on solvent viscosity and pulse duration. By combining solvent viscosity, 

transform-limited pulses, and chirped pulses, we obtain an overall change in the S2/S1 population 

ratio of a factor of 86 and 55 for IR144 and IR140, respectively. The increase in the S2/S1 ratio is 

explained by a two-photon transition to a higher excited state. The ability to maximize the 

population of higher excited states by delaying or bypassing nonradiative relaxation may lead to 

the increased efficiency of photochemical processes. 

 

 

 

 

 

 
This chapter has been adapted with permission from (J. Phys. Chem. A 2021, 125, 9770-9784)  

Copyright © 2021, American Chemical Society. 
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6.1 Introduction and Background 

Fluorescence from high lying excited states is uncommon for organic molecules in solution 

because of the fast internal conversion (IC) to the lowest excited state of the same parity that gives 

rise to Kasha’s rule.44 Here, we revisit the dual fluorescence observed in cyanine dyes,211–213 in 

particular, the enhanced S2 emission observed in studies using chirped femtosecond laser pulses.1 

Here, we endeavor to understand what leads to the unusual enhancement by restricting molecular 

motion via changes in solvent viscosity and shaping the laser pulses. The motivation of our work 

is to learn how to enable new applications of cyanine dyes through increasing the lifetime of high 

lying excited states. 

Cyanine dyes encompass a large category of fluorescence molecules with an odd numbered 

conjugated �-bonding system connecting two nitrogen atoms that branch off into a range of 

different substituents. Cyanine dyes are used in a wide range of applications, including 

bioimaging,214–218 solar energy conversion,219–221 photodynamic cancer therapy,222,223 and 

textiles.224 Their spectroscopic properties are easily tuned making them useful model 

compounds.225 Here we focus on heptamethine cyanine dyes IR144 and IR140, shown in Figure 

6.1, which differ in their amine substituent located in the center of their polymethine chain. IR144 

has a piperazine substituent, while IR140 has a bulky diphenylamino group. The bulky substituent 

gives IR140 a higher degree of steric hindrance than IR144. Notice the two configurations for 

IR144 and IR144’ represent the cyanine-like and bis-polar conformation of IR144, respectively; 

While IR140 is represented in the cyanine-like conformation.219  
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Figure 6.1. IR144 and IR144′ represent two commonly understood conformations of IR144. IR140 mainly forms a 
cyanine-like conformation.  

 

When a transform limited (TL) pulse is chirped, its pulse duration broadens, and its peak 

intensity decreases. More importantly, the instantaneous frequency sweeps from higher to lower 

frequencies in a pulse with negative chirp, or from lower to higher frequencies in a pulse with 

positive chirp. The fast sweep of the instantaneous frequency allows one to consider a chirped 

pulse as using a pair of pulses with different frequencies separated by a time delay that is 

proportional to the chirp magnitude. This analogy, and the fact that chirped pulses lack time-

inversion symmetry,226 explains why chirped pulses are useful for following molecular 

dynamics.3,227–231 The ‘chirp effect’ following S1 excitation consists of a decreased fluorescence 

yield observed for negatively chirp pulses compared to positively chirped pulses.3,227,228,232 

Experiments by the Dantus group on the excitation of the S1 state of IR144 showed that the 

decrease in the S1 fluorescence was mirrored by enhanced stimulated emission in the presence of 
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negatively chirped pulses.233 For positively chirped pulses we observed enhanced S1 fluorescence 

and decreased stimulated emission. Positively chirped pulses were found to be sensitive to 

solvation dynamics. The sensitivity of chirped pulse measurements to solvation was high enough 

to distinguish ~5% changes in temperature in the polar solvation response of IR144 and the non-

polar solvation response of IR125. The changes observed in both fluorescence and stimulated 

emission were found to be quadratic in laser intensity even at laser intensities corresponding to 

0.02% excitation probability corresponding to 2x10-7 J/cm2. Nonlinear effects in laser-molecule 

interactions have been offered as explanations for the observation of coherent control in the ‘linear 

regime’.234,235 We have pointed out that one must first determine that the laser pulse spectrum 

remains unchanged as the spectral phase is changed, otherwise changes in the spectrum can 

account for the observed changes in the control experiment.236 

We explain the interaction of chirped pulses with a molecule using the language of 

nonlinear spectroscopy.237 Instead of using double-sided Feynman diagrams, we find that Albrecht 

ladder diagrams238 are more instructive because one is able to show energetically why some 

pathways are not allowed for chirped pulses. For a review of nonlinear optical spectroscopy that 

includes an introduction to double-sided Feynman diagrams, ladder diagrams, and Liouville space 

coupling diagrams, starting from one to three field interactions which includes theory, 

mathematical expressions for calculating the density matrix time evolution, expected signals, and 

experimental results, we recommend the work of Grimberg et al.239 We start by reminding the 

reader that excitation from the ground to an excited state requires two laser interactions to bring 

both the bra (represented as dashed arrows) and ket (represented by solid arrows) from the ground 

state to the excited state, thus creating a population. The population in the excited state following 

such linear interaction is proportional to 
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where μ is the transition dipole and E(t) is the complex time-dependent field. In the diagrams 

shown in Figure 6.2, we include only two electronic states S0 and S1. Excitation of the S1 state with 

chirped pulses, as we have done for IR144,3 and shown in in Figure 6.2, we observe that 

fluorescence is depleted for negative chirp values but enhanced for positive chirp values. When 

using TL pulses the ladder diagram for pathway (1) in Figure 6.2 populates the excited state and 

pathway (2) stimulates emission back to the ground state. 

When using chirped pulses, we find that pathways (1− and 1+) are independent of the timing 

between higher and lower energy portions of the pulse, i. e. independent of phase. Both pathways 

create a population in the excited state that is independent of chirp. For negatively chirped pulses, 

however, the higher energy portion of the pulse (blue arrow) interacts first with the ket and then 

the lower energy portion of the pulse (red arrow) interacts with the bra, as shown in pathway (2−), 

there is no net population created in the S1 state. This explains the reduction in observed 

fluorescence and justifies the observation of enhanced vibrational coherence following negative 

chirp pulse excitation.240,241 Pathway (2+) for positively chirped pulses cannot take place for 

energetic reasons (compare with pathway (2−)). In summary, these diagrams (and their complex 

conjugates) explain the observed dependence of fluorescence and stimulated emission as a 

function of pulse chirp sign and magnitude as shown in Figure 6.2. Here we have illustrated the 

cases for two field interactions. One may add a third interaction to simulate higher-order processes, 

however, it is clear that the outcome will depend on the first two interactions shown here and their 

complex conjugates.  
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Figure 6.2. The interaction of chirped laser pulses with the S1 state of a molecule. (top) Relative changes in 
fluorescence and stimulated emission from the S1 state as a function of chirp (bold line and dashed line, respectively), 
according to ref. 3 (bottom) Albrecht ladder diagrams representing the laser-molecule interaction for TL and chirped 
pulses. Pathways (1− and 1+) are independent of chirp, pathway (2−) is responsible for the enhanced stimulated 
emission and decrease in fluorescence. Pathway (2+) causes no effect because it is energetically forbidden. 
Solid/dashed arrows indicate ket/bra interactions. Blue/red arrows indicate high/low frequency portion of the 
spectrum. Green arrows indicate non-radiative transitions including wavepacket motion.    

 

When chirp-dependence experiments were carried out on the S2 excited state of IR144 and 

IR806, we found a very different molecular response, illustrated in Figure 6.3.1 The maximum S2 

fluorescence was observed for TL pulses, while a decrease in fluorescence was found for both 

negatively or positively chirped pulses. In this work, we revisit this unusual behavior. The chirp 

dependence of the S2 state fluorescence is illustrated in Figure 6.3. where in addition to the laser-

matter interactions we show non-radiative relaxation from the different states using solid green 

arrows. At first glance we find that the pathways relevant to S1 excitation are identical to those 

involving S2 excitation. However, there are two main differences. First, pathway (TPE) becomes 

available for TL pulse excitation provided there is a state within two-photon resonance with the 

field and laser intensity is sufficiently high. Second, each excitation to S2 is now competing with 

faster relaxation due to the excitation taking place in a region of greater density of states and due 

to IC to S1. Like the case for S1 excitation, pathways (1− and 1+) are independent of the timing 

between higher and lower energy portions. Like for S1 excitation, pathway (2−) leads to a decrease 
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in S2 population. The main difference in these pathways is the presence of fast relaxation that 

includes IC to S1 indicated by the green arrows. These compete with optical excitation and result 

in signals that are fairly symmetric as a function of chirp. The expected asymmetry was observed 

clearly in mesopiperidine-IR806 (mPi-IR806).1 As a result of these laser-matter interactions, we 

expect that chirped pulses result in a lower S2 population but higher S1 population. TL pulses result 

in higher S2 and lower S1 population because IC from S2 to S1 is slow in these cyanine molecules 

and because a higher excited state indicated by Sn is resonant with the laser excitation. 

Figure 6.3. The interaction of chirped laser pulses with the S2 state of a molecule. (top) Relative changes in 
fluorescence from the S1 and S2 states, (light and bold lines, respectively) as a function of chirp, according to ref. 1 

(bottom) Albrecht ladder diagrams representing the laser-molecule interaction for TL and chirped pulses. Pathway 
(TPE) where two-photon excitation to an upper excited state Sn is accessible in this case, leading to enhanced S2 
fluorescence. Pathways (1− and 1+) are independent of chirp. Pathways (2−) is responsible for a decrease in 
fluorescence observed for negative chirp, however, non-radiative relaxation via IC leads to decreased S2 fluorescence 
that is essentially symmetric with chirp sign. Solid/dashed arrows indicate ket/bra interactions. Blue/red arrows 
indicate high/low frequency portion of the spectrum. Green arrows indicate non-radiative transitions including 
wavepacket motion. 
 

Here we use femtosecond chirped pulses to better understand the time-correlated wave-

packet motion that leads to IC considering linear and nonlinear light-molecule interaction. We 

combine chirp control and the dependence of the rate of IC on solvent viscosity56,242,243 to explore, 

in greater detail, the role of intramolecular structural changes required in cyanine dyes to enable 
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IC. The goal of our experiments is to achieve the largest S2/S1 ratio to enable novel photochemistry, 

solar energy capture and perhaps photodynamic therapy applications. 

 

The organization of the paper is as follows: First, we describe the experimental details 

including steady state spectroscopy, lifetime measurements, and chirp dependent measurements. 

Second, we present steady state spectroscopy of the two cyanine dyes in different solvents along 

with lifetime measurements. Third, we show chirp dependent measurements for different solvents 

obtained at different laser intensities. Fourth, we present quantum chemistry calculations 

performed on both molecules that identify the different excited states involved as well as their 

equilibrium configurations. Fifth, we present a kinetic model for the observed chirp dependence. 

Finally, we discuss how our experimental findings, quantum calculations, and a kinetic model 

come together to validate our conclusions. 
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6.2 Experimental and Theoretical Methods 

IR144 and IR140 (Exciton, CAS Nos.: 54849-69-3 and 53655-17-7) were purchased and used 

without further purification. We shall assume that the presence of the diethylethanamine 1:1 in 

IR144 does not affect the results presented here given the complete solvation of the dye at 

relatively low concentrations used here. Spectrophotometric-grade methanol, ethanol, n-propanol, 

ethylene glycol and glycerol were purchased from Sigma Aldrich. Solutions made with ethylene 

glycol and glycerol were prepared by first dissolving the dye in 1 part methanol and then combined 

with 19 parts of the respective solvent. The results presented were obtained with 50 μM 

concentration. Measurements were repeated with different concentrations ranging from 25 to 2.5 

μM concentrations, although the signal to noise ratio was poor at lower concentrations.  

Steady-state spectroscopy measurements were carried out in 1 cm pathlength quartz 

cuvettes, polished on all four sides with UV-antireflection coating. Absorption, fluorescence with 

excitation at 522 nm, and excitation–emission matrix (EEM) spectra were collected using a Horiba 

Duetta Spectrometer. All measurements were taken at room temperature (~ 294 K).  

Fluorescence lifetime measurements were acquired following excitation from a picosecond 

pulsed laser with a repetition rate of 80 MHz centered at 531 nm (LDH-P-FA-530XL, Picoquant). 

A half-wave plate was used to ensure the vertical polarization of the excitation beam. The IR144 

and IR140 solutions were contained in a 1 cm cuvette. Fluorescence signal, detected perpendicular 

to the laser beam, was acquired at parallel and perpendicular polarizations with respect to the 

vertical polarization of the excitation pulse, using a polarizer. Detection was carried out with a 16-

photomultiplier time-correlated single-photon counting (TCSPC) system (SPC-830 TCSPC, 

Becker-Hickl, GmBH). The decay times correspond to the isotropic component of the fluorescence 

decays and a deconvolution of the fluorescence decays was carried out to obtain the decay 
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lifetimes. The instrument response function (IRF) was of the order of 130 ps and was used by the 

convolve-and-compare deconvolution program to obtain the fluorescence lifetimes. 

Chirp experiments were carried out using the Spectra–Physics Spirit-NOPA-3H pumped 

to the third harmonic (347 nm) of a 1040 nm Spectra–Physics Spirit-4W laser operating at a 

repetition rate of 100 kHz. The NOPA was tuned to generate laser pulses centered at 522 nm. Laser 

pulses were sent into the femtoJock P (Biophotonic Solutions, part of IPG Photonics) pulse shaper 

then sent through a neutral density filter and finally a lens to be focused on the sample. The chirp 

magnitude ϕ
2
 is controlled in the frequency domain by introducing the spectral phase function 

ϕ(ω ) = 0.5ϕ
2
(ω − ω

0
)2 , where ω

0
is the carrier frequency of the laser pulse. 

Multiphoton Intrapulse Interference Phase Scan (MIIPS) was first used to automatically 

compress the pulses to their TL duration197,203 and with optimum fidelity.244 Pulse compression 

was done using a thin BBO second harmonic generation (SHG) crystal that was placed in the same 

location where the sample would be placed. Pulse durations of 25 fs were used for all experiments. 

A quartz cuvette face was placed in the beam path to compensate for dispersion generated by the 

quartz cuvette wall when running experiments. The pulse energy was 200 nJ for IR144 

experiments and around 50 nJ for IR140 experiments. The pulse energies ranged from 50 to 150 

nJ during power-dependence experiments. An anti-reflective 10 cm focal length lens focused the 

pulses into the front of the quartz cuvette that held each sample. A multimode optical fiber was 

held perpendicular to the excitation beam at the location of the laser focus. The optical fiber carried 

the fluorescence to a QE Pro Spectrometer (Ocean Optics), and the spectra were collected by the 

MIIPS software and recorded. The QE spectrometer was calibrated for wavelength using a 

mercury lamp. The intensity was calibrated based on fluorescence spectra acquired by the Duetta 

spectrometer, after it was calibrated using the Raman line of water. We found this step was very 
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important given that the S1 state of these dyes emit at wavelengths ranging from 800 – 1100 nm, 

and that wavelength range is outside the detection capability of photomultipliers. Chirp was 

introduced to the pulses using the pulse shaper. The chirp range over which fluorescence was 

collected was -5,000 fs2 to +5,000 fs2. The entire chirp range was divided into 300 fs2 steps. At 

least 5 measurements were taken at each step for each of the 10 samples. Each measurement 

corresponded to 3 averages with an integration time of 50 ms for methanol, ethanol, and propanol 

solutions and 300 ms for ethylene glycol and glycerol solutions.  
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6.3 Results 

6.3.1 Experimental Results 

Steady state absorption and fluorescence spectra of IR144 and IR140 in methanol, ethanol, n-

propanol, ethylene glycol and glycerol are shown in Figure 6.4a and b, respectively. These spectra 

are plotted as the transition dipole (or oscillator) strength.116,245 The absorption dipole strength was 

calculated by dividing the absorption value by its respective wavenumber A(�)/�. Fluorescence 

spectra were converted to wavenumber, multiplied by the wavelength squared and divided by the 

respective wavenumber cubed to calculate the fluorescence dipole strength F(�)/�3. The lower 

energy S0 to S1 transition absorption band is centered around 13500 cm−1 and 12800 cm−1 for 

IR144 and IR140, respectively. The higher energy S0 to S2 absorption bands are associated with 

two configurations that we will refer to as S2
L and S2

H according to their lower or higher energy 

transitions, respectively. The S0 to S2 absorption bands are ~18210 and 19710 cm−1 for IR144, and 

~17960 and 19510 cm−1 for IR140. The emission spectra for IR144 and IR140 following excitation 

at 19157 cm−1, accessing the higher S2 excited electronic state configuration, show three emission 

bands. The fluorescence bands associated with S2
L and S2

H for IR144 are at 15890 cm−1 and 17150 

cm−1, respectively, while those for IR140 are centered at 15900 cm−1  and 17230 cm−1. The S1 

emission is centered at 11,750 cm−1 for IR144 and 11,500 cm−1 for IR140. 

IR144 shows a solvatochromic shift for both the absorption and fluorescence of the S1 

excited state that is not linear with viscosity. Propanol gives the largest redshift, with respect to 

methanol, even though glycerol has the highest polarity. Both solvent viscosity and polarity play 

a role in IR144 absorbance and emission band positions. Similarly, IR140 shows a solvatochromic 

shifts for both absorption and fluorescence spectra as a function of viscosity. The S0 to S2 

absorbance increases with solvent viscosity. For both molecules, as solvent viscosity increases, the 
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overall S2/S1 fluorescence ratio increases. Following excitation of S2, emission from S2
H is favored 

by IR144, whereas emission from S2
L is favored by IR140. 

Figure 6.4. Steady-state absorption and fluorescence spectra for (a) IR144 and (b) IR140. The normalized absorption 
of both IR144 and IR140 is represented with thin lines whereas the normalized emission with thicker lines. Methanol, 
ethanol, n-propanol, ethylene glycol and glycerol are represented by black, red, blue, pink and green lines, 
respectively.  
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  As can be observed in Figure 6.4, the intensity of the S2 emission increases with solvent 

viscosity. In Figure 6.5 we plot the S2/S1 ratio as a function of solvent viscosity for both IR144 

and IR140. 

Figure 6.5. The integrated fluorescence ratio of S2/S1 from steady state spectra for IR144 and IR140 as a function of 
varying solvent viscosity (logarithmic scale). The numbers have been normalized such that the ratios are 1 for the 
respective methanol samples. 

 

EEM spectra, which record the steady-state fluorescence emission intensity as a function 

of excitation wavelength in a 2D contour map, were collected for both IR144 and IR140 (Figure 

6.6a and b). The 14085-22000 cm−1 emission region has been enhanced by a multiplication factor 

of 1200 (for IR 144) and 350 (for IR140). The EEM spectra makes it clear when the S1 and S2 

excited states are reached. We also note that excitation in the 14000-16200 cm−1 region for IR144 

and the 13500-15200 cm−1 region of IR140, leads to bright emission from S1, likely indicating the 

presence of an excited state that quickly relaxes to S1. 
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Figure 6.6. Excitation emission matrix spectra of (a) IR144 and (b) IR140 in propanol. The diagonal indicates 
scattered excitation light when both excitation energy and emission energy are equal. 

 

Fluorescence lifetime measurements, with an excitation wavelength of 18832 cm−1were 

carried out in IR144 and IR140 solutions in methanol, ethylene glycol and glycerol. Figure 6.7a 

and b show fluorescence lifetime measurements from IR144 S2 and S1 states, respectively. The 

population from S2 decays via IC to S1 and fluorescence to S0. However, the presence of these two 

decays pathways should lead to a single exponential decay with a rate corresponding to the sum 

of both pathways. The presence of a biexponential decay indicates that a fraction of the population 

remains in S2. As we will discuss later in the manuscript, we identify a change in the molecular 

structure in the S2 state as a bottleneck that prevents IC to S1. The molecules that undergo that 

configuration change have a much slower IC to S1, and primarily exhibit S2→ S0 fluorescence. 

The addition of a non-IC configuration to S2 results in the biexponential fluorescence decay 

observed.  The S1 emission signal shows a rise followed by a decay, with both lifetimes increasing 

with solvent viscosity. Figure 6.8a and b show fluorescence lifetime measurements from IR140 S2 

and S1 states, respectively, for IR140. The S2 fluorescence lifetime increases with viscosity for 

IR140 and IR144. Interestingly, the IR140 S1 fluorescence lifetime does not follow the same 
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viscosity trend. We find the fluorescence lifetime for IR140 in methanol to be similar to that in 

glycerol. The deconvoluted fluorescence lifetime values are presented in Table 6.1. 

Figure 6.7. The fluorescence decay of IR144 detected at (a) S2 → S0 fluorescence maxima and (b) S1 → S0 
fluorescence maxima in methanol (blue dots), ethylene glycol (green dots), and glycerol (red dots). The fluorescence 
lifetimes for (a) have been obtained from the function f(t) = a1 exp(−t/τ1) + a2 exp(−t/τ2) while for (b) have been 
obtained from the function f(t) = −b1 exp(−t/τ3) + b2 exp(−t/τ4). The time constants have been obtained post 
deconvolution of the IRF from the fluorescence decay signals. (a1+ a2=1; b1+ b2=1) 
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Figure 6.8. The fluorescence decay of IR140 detected at (a) S2 → S0 fluorescence maxima and (b) S1 → S0 
fluorescence maxima in methanol (blue dots), ethylene glycol (green dots), and glycerol (red dots). The fluorescence 
lifetimes for (a) have been from the function f(t) = a1 exp(−t/τ1) + a2 exp(−t/τ2) while for (b) have been obtained from 
the function f(t) = −b1 exp(−t/τ3) + b2 exp(−t/τ4). The time constants have been obtained post deconvolution of the IRF 
from the fluorescence decay signals. (a1+ a2=1; b1+ b2=1) 
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Table 6.1 Fluorescence lifetimes obtained from time-correlated single photon counting experiments. The 
time constants are as defined in Figure 6.2 and 6.3. 

a Abbreviations: MeOH = Methanol, EG = Ethylene Glycol, Gl = Glycerol. 
 
 

Femtosecond chirp scans, from negative chirp values (higher before lower frequencies) to 

positive chirp values (lower before higher frequencies) were carried out on IR144 and IR140 in 

methanol, ethanol, and propanol. The excitation pulse, with near Gaussian spectrum and a central 

wavelength near the S2 absorption band, for both IR144 and IR140 is chirped while fluorescence 

spectra spanning both excited states are collected. Figure 6.9a and b show the trend in S1 and S2 

integrated fluorescence with increasing chirp for IR144 and IR140, respectively. The y-axis is the 

relative change in integrated fluorescence, with respect to TL fluorescence.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Molecule Solventa a1 τ1 (ps) τ2 (ps) b1 τ3 (ps) τ4 (ps) 

IR144 
MeOH 0.86 46 ± 1 452 ± 10 0.07 32 ± 3 455 ± 2 

EG 0.78 175 ± 2 682 ± 14 0.05 43 ± 3 456 ± 1 
Gl 0.60 221 ± 4 932 ± 13 0.05 48 ± 3 630 ± 2 

        

IR140 
MeOH 0.52 107 ± 3 347 ± 5 0.03 44 ± 1 730 ± 2 

EG 0.71 124 ± 2 687 ± 9 0.06 26 ± 1 617 ± 2 
Gl 0.69 174 ± 2 914 ± 11 0.03 42 ± 1 726 ± 2 
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Figure 6.9. Chirp dependence scans conducted on (a) IR144 and (b) IR140 from -5000 fs2 to +5000 fs2 at constant 
laser power for each molecule. A lower laser power intensity was used for IR140. The thinner and thicker lines show 
the relative fluorescence intensity as a function of chirp compared to its TL value (I-ITL)/ ITL for S1 and S2, respectively.  
Methanol, ethanol and n-propanol are represented by black, red and blue lines, respectively. S1 and S2 data are 
represented by thin and thick lines, respectively. 

 

As shown in Figure 6.9, and similar to previous experiments from our group,1 the resulting 

increase in S2 and decrease in S1 fluorescence at near zero chirp are nearly symmetrical with 
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respect to chirp magnitude. This chirp dependence is unusual. As mentioned in the introduction, 

excitation with negatively chirped pulses should lead to a pronounced decrease in fluorescence 

compared to excitation with positively chirped pulses. It is important to note that the total 

integrated S1 fluorescence is considerably higher than the total integrated S2 fluorescence (see 

Figure 6.4). The shaded gray outline, located on the bottom half of Figures 6.9a and b, represent 

the SHG dependence as a function of chirp obtained with the experimental pulses. The SHG 

intensity is proportional to the inverse of the pulse duration of the chirped pulses, �out, given by 

Eq. 6.2. In this equation, �in is the input pulse, f = 4*ln2, and �2 is the amount of chirp. 

τ
out

= τ
in

1+ f 2 ϕ
2

τ
in

2











2

     (6.2) 

Because the observed response to chirped pulses following S2 excitation in cyanines is 

unusual, we extend our previous work to solvents with higher viscosity values using methanol, 

ethanol, and propanol solutions. We find that as the viscosity increases, the effect that chirped 

pulses elicit on fluorescence increases in magnitude, for both S1 and S2. In IR144, the same chirp 

dependent symmetrical S2/S1 enhancement for TL pulses is apparent for each solvent. For IR140 

the S2/S1 ratio increase is observed near zero chirp, but the dynamics observed are less symmetric 

with respect to chirp. We note a slight increase in S1 and S2 emission for positively chirped pulses, 

as compared to negatively chirped pulses. The lower fluorescence for negatively chirped pulses is 

reminiscent of the chirp dependence observed in first excited states showing depleted fluorescence 

for negatively chirped pulses due to stimulated emission. One can understand the asymmetry by 

considering a negatively chirped pulse experiment as one where a higher energy pulse launches 

the wave packet in the S2 excited and a lower energy pulse bringing the wavepacket back to the 

ground state. 
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One can get a sense of the wavepacket motion dynamics in the S2 state using Eq. 6.2 to 

calculate the corresponding pulse duration FWHM, which corresponds to the delay between the 

blue and red frequency components, where �in is the laser pulse duration when TL. This operation 

allows us to calculate the values in fs listed on the top x-axis (Figure 6.9 and 6.10). The broadening 

of the chirp dependence measured for different solvents implies that the early (first 50-200 fs) 

wavepacket dynamics away from the FC region toward IC or toward the equilibrium geometry of 

the S2 state, depend on the solvent. We can get a sense of the delayed wavepacket dynamics in the 

different solvents by taking the inverse of Eq. 6.2 and adding fitting parameters h, and b, 

corresponding to amplitude and baseline, to obtain Eq. 6.3. This equation is then used to fit the 

experimental S2 chirp-dependence curves obtained for the different solvents in Figure 6.9a and 

obtain a fitting parameter �c that is then used to calculate changes in the wave packet dynamics.  

When �c = �in, we recover the experimental SHG intensity dependence. When the radical in the 

denominator equals 2, it implies that the chirped pulse has doubled in duration, and from then on, 

pulse duration increases linearly with chirp. We have chosen this point, when a chirped pulse can 

be considered analogous to two separate pulses with different central frequency, to define the 

‘wavepacket motion’ time, a parameter that is proportional to the initial wavepacket motion. The 

resulting parameters, along with a ‘wavepacket motion’ obtained by solving Eq. 6.3 for each of 

the �c values when b=0 and h=1 and setting y=1/2, are listed in Table 6.2. The values reflect the 

delayed wavepacket dynamics in the different solvents resulting from the increased viscosity 

forming a solvent cage which prevents large amplitude motion.   

  y = b +
h

1+ f 2 ϕ2

τc
2















2
      (6.3) 
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Table 6.2 Fitted chirped S2 fluorescence curves were fitted with a Lorentzian line-shape.  

a The wavepacket motion time is calculated by solving Eq. 6.2 for the given �c values. 

 

Figure 6.10. Chirp dependence scans carried out as a function of laser intensity for (a) IR144 and (b) IR140 in 
methanol. The thinner and thicker lines show the relative fluorescence intensity as a function of chirp compared to its 
TL value (I-ITL)/ ITL for S1 and S2, respectively. Laser excitation power of 15mW, 10mW and 5mW are represented 
by black, red and blue lines, respectively. S1 and S2 data are represented by thin and thick lines, respectively. 

Molecule Solvent �c (fs) Error Wavepacket motion (fs)a 

IR144 

Methanol 35.3  ± 0.4 90 

Ethanol 38.3  ± 0.36 105 

n-Propanol 43.4  ± 0.34 133 
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Power-dependence experiments were conducted for methanol solutions of both dyes, as 

shown in Figure 6.11. With the increase in laser power the S2 intensity appears to saturate for both 

dyes at a laser power of 15 mW. At the highest intensity, maximum S2 emission is no longer 

observed for TL pulses. Notice that saturation is not observed for S1 fluorescence. We find the 

observed chirp dependence of the S2 state in IR144 is significantly greater than the effect observed 

in IR140.  

Having shown that viscosity causes a higher S2/S1 emission ratio in both IR144 and IR140, 

especially for TL pulses, we explore a possible relationship with chirp and laser intensity on the 

S2 emission spectra of the molecules (Figures 6.11a and b). Measurements were repeated for three 

laser powers, 10, 15, and 20 mW. The pulses were TL (black), positively (red) or negatively (blue) 

chirped. For IR144, when excited by TL pulses, we find that the three intensities produce the same 

spectrum which corresponds to S2
H. For chirped pulses, we find that the blue shifted S2

H emission 

is less intense but increases with laser pulse intensity. This trend is not observed in IR140 (Figure 

6.11b), in fact results for 10 and 15 mW for TL and chirped pulses produced identical spectra. This 

is consistent with IR140 preferring emission from the S2
L configuration.  
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Figure 6.11. Normalized S2 fluorescence spectra are plotted as a function of chirp and power value for (a) IR144 and 
(b) IR140. The blue line (positive chirp) considers chirp values from +4000 fs2 to +5000 fs2, while the red line 
(negative chirp) averages the fluorescence spectrum from -4000 fs2 to -5000 fs2. The black line (transform-limited 
pulses) stays relatively the same as the power increases for both dyes. The (b) IR140 fluorescence spectrum is not 
dependent upon chirp or power. 15mW and 10mW S2 spectra are shown for the three differing pulse descriptions, 
with relatively no change. The data have been normalized to the highest value within the S2 fluorescence emission 
band.  

 

The motivation of this work is to maximize the lifetime of S2 by preventing or delaying IC 

to S1 so that the excess energy is available for photochemical processes such as solar energy 
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capture or therapeutic applications. Therefore, we quantify the integrated S2/S1 fluorescence ratio 

observed for IR144 and IR140 in the different solvents by steady state fluorescence spectroscopy 

as well as by femtosecond TL and chirped pulses in Table 6.3. Increasing solvent viscosity 

increased the S2/S1 ratio by a factor of 8.6 and 21 for IR144 and IR140, respectively. Femtosecond 

TL pulses caused even higher enhancement in the S2/S1 ratio by a factor of 39 and 47 for IR144 

and IR140, respectively. When taking obtaining the change in the S2/S1 ratio obtained for 

femtosecond chirped pulses for methanol and TL pulses for glycerol, we obtain an overall effect 

of 86 and 55 for IR144 and IR140, respectively. The large difference in the effect observed for 

femtosecond pulse excitation compared to steady state spectroscopy indicates an additional 

pathway for the excitation that populates S2 as will be discussed below. 

Table 6.3 S2/S1 integrated fluorescence intensity ratios. 

 

6.3.2 Theory 

Time-dependent density functional theory (TD-DFT) calculations were performed to identify the 

absorption and emission transitions of IR140 and IR144 molecules. Though TD-DFT calculations 

are known to predict excitations energies with errors of several tenths of an eV in cyanine dyes, 

the shapes of potential energy surfaces are typically found to be very accurate.251,252 All 

calculations were performed with the TeraChem software package.253–255 Geometries were 

Molecule  Solvent Viscosity (cP)246–250 Steady state TL pulses Chirped pulses 

IR144 

Methanol 0.579 0.0014 0.022 0.010 
Ethanol 1.164 0.0035 0.0342 0.013 
n-Propanol 2.197 0.0040 0.045 0.015 

 Ethylene glycol 17.3 0.0047 0.030 0.025 

 
Glycerol 
 

543 0.012 
 

0.86 
 

0.82 
 

 Methanol 0.579 0.0051 0.027 0.023 
IR140 Ethanol 1.164 0.0081 0.023 0.021 

 n-Propanol 2.197 0.014 0.028 0.025 
 Ethylene glycol 17.3 0.025 0.10 0.10 
 Glycerol 543 0.11 1.27 1.19 
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optimized at the CAM-B3LYP83/6-31G* level. Except where noted otherwise, all calculations 

were performed using an implicit model of the glycerol solvent (conductor-like polarizable 

continuum model, C-PCM,256,257 with dielectric constant ε = 46.5). All calculations were repeated 

in implicit methanol (ε = 33.0), with effectively identical results, except as noted specifically 

below. Alkyl chains over three carbons long and any associated sulfonate groups were replaced by 

methyl groups to save computational expense. Ground state optimizations show that the s-trans 

conformers have a lower ground state energy than the s-cis conformers for both molecules. In both 

molecules, the central amine group was found to rotate out of the plane of the polymethine chain. 

Excited state optimizations were performed to identify possible emissive geometries. The results 

of these optimization are presented in Figures 6.9 and 6.10 for IR140 and IR144, respectively. 

Three low-lying states were examined in both IR140 and IR144, which we will label S1, S1’, and 

S2. All structures were optimized in implicit solvents. 

The computed S1 vertical excitation energies at the Franck–Condon (FC) point (S0min) are 

19115 cm−1 and 20486 cm−1 for IR140 and IR144, respectively. These overestimate the respective 

experimental absorption maxima (12421 cm−1 and 13469 cm−1 in methanol) by 6694 and 7017 

cm−1, respectively. Thus, we apply respective shifts of the excited state potential energy surfaces 

of −6694 and −7017 cm−1 in our analysis of the computational data below. These shifts account 

both for well-known errors in TD-DFT excitation energies and for the different environment in 

our calculations compared to experiment (i.e., vibronic effects, conformational flexibility, the 

absence of charged sulfonate groups, counterions, and hydrogen bonding interactions with 

solvent).  

 The S1 minimum was identified in each dye, which we label S1min. In both cases, S1min 

is very similar to S0min, and has a vertical S0-S1 gap less than 806 cm−1 smaller than that at S0min. 
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The shifted theoretical S1 emission energies are in excellent agreement with experiment: 11615 

cm−1 (18309 cm−1 unshifted) and 12179 cm−1 (19196 cm−1 unshifted) for IR140 and IR144, 

respectively, compared to experimental values of 11614 cm−1 and 11937 cm−1. Optimization on 

S1
’ did not yield a distinct minimum. Instead, it is found that S1 and S1

’ intersect, which likely 

facilitates efficient nonradiative decay from S1
’ to S1. Thus, no emission is expected from S1

’. 

In both IR140 and IR144, two distinct local minima were found on S2, which we label 

S2min-1 and S2min-2. As detailed below, in both systems the computed S0-S2 energy gaps at these 

minima are in good agreement with the experimentally observed S2
H and S2

L emission peaks. In 

addition, in both IR140 and IR144, both S2min-1 and S2min-2 are significantly distorted compared 

to the S0min structure. Of the two minima, S2min-1 is more analogous to the Franck–Condon 

geometry; the polymethine chain remains planar, but the central amine group is twisted to 77° and 

73° in IR140 and IR144, respectively (compared to 37° and 43° at S0min). In the more distorted 

S2min-2, the polymethine chain itself is twisted by 91° and 94°, relative to the planar S0min 

structure. For comparison, the S1min is less distorted, with a planar polymethine chain and 

respective twist angles about the central amine group of 50° and 59°. 

These significant distortions of the emissive geometries compared to the S1min structures 

explain the observed solvent viscosity dependence of the ratio of S2 to S1 emission in both IR140 

and IR144. Upon excitation to the S2 state, molecules will be trapped at the distorted S2 minima 

by more viscous solvents and emit from S2 before nonradiative decay can occur. Thus, the ratio 

between S2 and S1 emission intensity grows larger with increasing solvent viscosity.  

Careful analysis of the S2 PES sheds light on the origin of the distinct S2min-1 and S2min-2 

emission peaks. We believe that these two minima correspond to the experimentally observed S2
H 

and S2
L emission. In IR144, the predicted emission energies are 17583 and 15244 cm−1 (24600 and 
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22261 cm−1 unshifted) at S2min-1 and S2min-2, respectively. These values are in good agreement with 

the experimentally observed emission peaks at 17150 and 15890 cm−1, respectively. Optimization 

in implicit methanol solvent provides nearly identical minima and emission energies. Thus, we 

suggest that S2
H and S2

L emission correspond to the excited state structures that are twisted about 

either the amine substituent or the polymethine chain, respectively. 

For IR140 in glycerol, two distinct minima (S2min-1 and S2min-2) are observed as well. 

The computed emission energies are 21213 and 16776 cm−1 (27907 and 23471 cm−1 unshifted). 

These likely correspond to the experimentally observed S2
H and S2

L emission peaks at 17230 and 

15900 cm−1, though agreement with the computationally predicted feature at 21213 cm−1 is only 

qualitative. In addition, only a single minimum (similar to S2min-2) was observed upon 

optimization in implicit methanol solvent. Given the large number of degrees of freedom on the 

molecule, there may be an additional minimum on S2 that we have not found in our study. 

However, given the similarity of both the experimental emission spectra and the computed PESs 

of IR140 and IR144, it appears likely that the S2
H and S2

L emission peaks arise from distinct 

minima on S2 in both systems. 

Comparison of the S2−S1’ energy gaps at the optimized S2 minima provides insights into 

the relative ratios of S2 to S1 emission in these systems. In IR144, relatively small gaps of 4355 

and 1694 cm−1 are predicted at the S2min-1 and S2min-2, respectively. This suggests relatively fast 

non-radiative relaxation to S1
’, and subsequently to S1 (through the above-mentioned intersection), 

which is consistent with the relatively low ratio of S2 emission to S1 emission in this system. The 

gaps are larger in IR140 (10082 and 5565 cm−1), consistent with the higher yield of S2 emission 

relative to S1.  
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Figure 6.12. Computed state energies of IR140 in glycerol at corresponding geometries. S0, S1, S1
’, and S2 energies 

are shown by black, red, blue and green lines, respectively. Energies for S1, S1
’, and S2 are shifted as described in the 

text. 
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Figure 6.13. Computed state energies of IR144 in glycerol at corresponding geometries. S0, S1, S1’, and S2 energies 
are shown by black, red, blue and green lines, respectively. Energies for S1, S1

’, and S2 are shifted as described in the 
text. 

 

6.3.3 Numerical Simulations 

Numerical simulations were carried out to understand the chirp dependence observed 

experimentally, and how that dependence varies with the solvent viscosity and laser intensity. The 

simulations are based on the scheme shown in Figure 6.14.  Before addressing the chirp 

dependence, the first goal was to simulate the fluorescence lifetime measurements shown in 

Figures 6.7 and 6.8, whose fit parameters are listed in Table 6.1. For both molecules we find that 

the fluorescence decay from S2 shows biexponential behavior, with viscosity dependent fast and 

slow components. Emission from S1 shows an initial rise that does not vary significantly with 

viscosity followed by a single exponential decay. We thus assume that kIC is independent of 

12179 cm
-1

17583 cm
-1

15244 cm
-1



164 
 

viscosity. Following the model in Figure 6.14, the first step is the excitation from S0 to the FC 

region of S2, forming the wavepacket shown in red. From there, the wave packet relaxes to either 

of the S2 state configurations (S2
H or S2

L) with rate k2 or crosses over to S1, by way of a conical 

intersection between the two states, with an IC rate kIC. The S2 emission has two contributions, 

soon after excitation the population can be considered ‘hot’ and is indicated as S2*, following 

relaxation and a likely structural change as discussed in the quantum calculations presented above, 

emission is from a configuration that is much less likely to undergo IC, indicated as S2. The briefest 

system of differential equations that describes the data is: 

2*
2* 2 2* 2*

2
2 2* 2

1
2* 1

[ ]
( [ ] [ ] [ ])

[ ]
[ ] [ ]

[ ]
[ ] [ ]

IC fl

fl

IC fl

d S
k S k S k S

dt

d S
k S k S

dt

d S
k S k S

dt

= − + +

= −

= −

     (6.3) 

The system of equations is solved using Mathematica®. For these calculations, the 

population starts in S2 and the times associated with the rates 1/kIC,  1/k2 are 32 ps, 46 ps for 

methanol, respectively. To keep the model as compact as possible, we did not include in these 

equations the fact that some of the excitation goes directly into S1 given that its higher vibrational 

states overlap with S2, and we did not introduce the state S1’, which is even closer to S2. However, 

the initial excitation causes initial populations, which we designate S1_nat and S2_nat. No efforts 

were made to differentiate the model between IR144 and IR140. The fluorescence lifetimes for S2 

and S1 were obtained from Table 6.1.  
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Figure 6.14. Schematic model representing potential energy curves that illustrate the different processes involved in 
the femtosecond chirped pulse experiments. As indicated in the theory section, two S2 states were identified. The S2 
state under adiabatic representation can be considered as having a double well potential that leads to emission at two 
different wavelengths.   
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To simulate the chirp dependence results shown in Figure 6.9a we include the possibility 

of two-photon excitation from the FC region reached by the first photon (linear superpositions of 

both S1 and S2 vibronic states) to a higher excited state (see Figure 6.14), which if such an 

excitation relaxes preferentially to S2 explains the chirp dependence and the power dependence of 

the S2 fluorescence. When the pulses are TL, the probability of two-photon excitation is maximum, 

and as the chirp magnitude increases, the two-photon excitation is less probable. Two-photon 

excitation is proportional to pulse duration, thus, we set k2 proportional to the inverse of the chirp-

dependent pulse duration given by Eq. 6.1, such that for TL pulses k2 decreases. We further note 

that the rate with which the molecular geometries associated with the S2L and S2H equilibrium, 

from which IC is no longer possible, is viscosity dependent. This explains why the observed chirp 

dependence shown in Figures 6.9a and b becomes broader as viscosity increases. Therefore, we 

made k2 proportional to viscosity divided by pulse duration. The time-integrated S1 and S2 

populations as a function of chirp mimic the behavior, as observed in the experiments, without the 

need to introduce higher excited states or additional relaxation constants.  

When the laser is very weak, the effect of chirp on the pulses is smaller, and in the limit 

where nonlinear processes are no longer possible, chirp makes no difference. Because S2 is nested 

within S1, and because of the presence of state S1′, and evidenced by the overlapping absorption 

spectra in Figures 6.4a and b and illustrated in Figure 6.14, laser excitation populates both the S1 

and S2 states. Empirically we found that S1_nat is 3.54 times greater than S2_nat. With these 

parameters, we were able to reproduce the chirp and viscosity dependence observed 

experimentally for methanol, ethanol and propanol, as shown in Figure 6.15. For the simulations 

shown, the only parameter that was changed was the viscosity of the solvent. 
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Figure 6.15. Results from numerical simulations of the S1 and S2 populations plotted as a function of chirp and 
viscosity. The viscosity of the solvent affects the rate k2, and this is reflected in the chirp dependence. Results shown 
for methanol (black), ethanol (red), and propanol (blue), where the only parameter changed in these simulations was 
the viscosity of the solvent. 

 

Saturation of the S2 FC region occurs under high laser intensity, near TL conditions. In this 

case, as the pulse duration increases, the wavepacket has time to move out of the FC region and S2 

can achieve greater population than observed with TL pulses. As pulse duration increases further, 

the behavior returns to the unsaturated case. Saturation was simulated by multiplying the S2 

population by a Gaussian function exp(−w2 ), where  The saturation parameter s controls 

the extent of saturation. Because the rate constant k2 is inversely proportional to pulse duration, 

we find that as pulse duration increases because of chirp, that saturation decreases. The population 

of S2 is also increased by any population in the FC region of S1 before it relaxes. This contribution 

increases as pulse duration increases at first but then decreases as that population relaxes and can 

no longer undergo two-photon exciation. 
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The saturation parameter s goes from zero to 27 in our simulations. The simulations as a 

function of laser intensity, using the viscosity of methanol, are presented in figure 6.16. At low 

intensities (blue line), the effect of chirp is minimal because two-photon excitation has a low 

probability. At optimum conditions we observe a large relative difference as a function of chirp 

(red line). Under saturation conditions (black line) we observe that the population in the S2 state 

for increases above the TL value. The three conditions simulate the experimental data shown in 

Figure 6.10a. We did not include in our model the wavepacket motion in the S2 state that results 

in the asymmetry visible in the IR140 data (Figure 6.10b, namely, greater fluorescence intensity 

for positively chirped pulses compared to negatively chirped pulses. 

Figure 6.16. Results from numerical simulations of the S1 and S2 populations as a function of chirp for three different 
laser intensities: weak pulses (blue), higher intensity (red), and saturation (black); as described in the text. 
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6.4 Discussion 

Results from steady state spectroscopy, including EEM spectra and fluorescence lifetime 

measurements in IR144 and IR140 in different solvents can be understood by taking advantage of 

the quantum calculations presented here. While emission from S1 and S2 states had been observed 

for both molecules before, here we report on a state we designate as S1′ that is bright in the sense 

of absorption but quickly decays to the bottom of the S1 state. No evidence of S1′ fluorescence is 

observed in the EEM spectrum. Quantum calculations are able to predict this state and in addition 

find that it relaxes to the S1 equilibrium geometry, consistent with experimental data. In addition, 

we report on two distinct molecular configurations for the S2 state. These correspond to two 

different states with different molecular structure. Because of their close proximity in energy, 

excitation from the ground state populates both of these states. We find that IR144 is more likely 

to emit from S2
H and but IR140 is more likely to emit from S2

L. The preference can be explained 

by realizing that S2
H is associated with twisting of the amine substituent, which is more easily 

accomplished by IR144 than IR140. Conversely, the bulky amine substituent in IR140 does not 

twist substantially and emission from a configuration where the polymethine chain twists, 

corresponding to S2
L, is preferred.  

Fluorescence lifetime measurements report on the relatively long-lived S2 states of these 

molecules, their dependence on viscosity, and their IC rate to the S1 state. These measurements are 

later used to parametrize numerical simulations. The fluorescence decay from the S2 states shows 

a biexponential behavior. We suggest that the biexponential decay arises from two sources. First, 

the initially excited ‘hot’ population in S2 is able to undergo IC, and thus has a fast fluorescence 

decay. Upon vibrational cooling and likely structural change as discussed in the quantum 
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calculations, the relaxed S2 state is much less likely to undergo IC and shows a fluorescence 

lifetime that is similar to the S1 fluorescence lifetime. 

 Chirp dependence measurements obtained following excitation of the S2 state are very 

different than those obtained following excitation of the S1 state.3,233 The difference arises from 

two additional pathways. First, S2 excitation can undergo IC to the S1 state, and thus avoid 

depletion by negatively chirped pulses. Second, resonance two-photon excitation to a higher state 

provides an additional source of signal for TL pulses. In the particular case of IR144 and to some 

extent in IR140, excitation with intense TL pulses increased the ratio of S2 emission. The 

corresponding nonlinear optical Albrecht diagrams corresponding to S1 and S2 excitation are 

provided in the introduction. In particular pathway 2− in Figure 6.2 is responsible for the depletion 

observed for negative chirps. And pathway (TPE) in Figure 6.3 is responsible for the enhancement 

observed for TL pluses. This was confirmed by power dependence measurements and by 

fluorescence measurements under different laser excitation intensities. 

 The chirp dependence was found to broaden with solvent viscosity. This is because the 

initial motion of the wavepacket, primarily intramolecular vibrational motion, is constrained by 

solvent viscosity. Therefore, as viscosity increases the dependence on a fast chirp-rate, which 

varies inversely with chirp magnitude, is less stringent. Moreover, as viscosity increases, the 

wavepacket motion out of the FC region takes longer, facilitating the two-photon excitation 

pathway, which apparently is not available once the wavepacket has moved out of the FC region. 

We find that the slowdown is more pronounced for IR140 than for IR144, and this can be explained 

by the favored polymethine twist in IR144 as compared to amine substituent twist in IR140. 

 At higher intensities both molecules show saturation, such that one observes greater S2 

emission for chirped pulses than for TL pulses. Power dependence shows IR140 is much more 
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sensitive to saturation, as observed in the magnitude of the chirp effect under intense pulse 

excitation. Interestingly, the S1 chirp dependent intensity does not show signs of saturation. We 

rationalize this observation by first noting that saturation depends on how the rate of excitation 

compares with the rate of wave packet motion out of the FC state. Direct excitation populates very 

high vibrational states in S1 that undergo fast relaxation, competing favorably against saturation. 

The fraction of the population in S2 that undergoes IC to S1 avoids saturation. Therefore, the two 

main sources of population to S1 show no sign of saturation.   

 We confirmed that the S2/S1 ratio is maximized for TL pulses, as had been observed before 

by our group.1 Most importantly, the enhanced S2/S1 ratio for TL pluses, as had already been 

reported by our group, can now be understood as a two-photon excitation originating from the FC 

region reached by the first photon, provided the wavepacket has not moved during the excitation 

process. This conclusion is reached by correlating multiple observations. First, two-photon 520 

nm excitation (260 nm one-photon) leads to S2➞S0 emission. Power dependence measurements 

of the S2/S1 ratio (Figure 6.11) are also consistent with two-photon excitation. The laser power 

dependence measurements are shown in Figure 6.17.  Numerical simulations based on a kinetic 

model allowed us to test several alternative processes and their dependence on laser intensity, pulse 

chirp, and solvent viscosity. The overall scheme depicted in Figure 6.14, is the one was consistent 

with all our experimental observations.  
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Figure 6.17. Laser intensity dependence of S2 fluorescence upon 520 nm excitation for (a) IR144 and (b) IR140 in 
n-propanol. 

 
One of the goals of this research was to take advantage of viscosity to slow intramolecular 

dynamics and enhance the population ratio S2/S1. The greater the S2/S1 ratio the greater the 

probability to harness the energy provided by higher photon energies. Because in most molecules 

excitation of higher states leads to very fast relaxation to the bottom of the first excited state, 

according to Kasha’s rule, one is not able to take advantage of the full energy content of photons. 

Being able to populate long-lived higher excited state is essential to enable novel photochemistry. 

For example, a cyanine derivative has recently been shown to undergo photodissociation following 

two-photon excitation to its second excited state.258 One may extrapolate these results and imagine 

that capturing energy in higher excited states may lead to more efficient solar energy capture, 

especially systems containing cyanine compounds,220 and perhaps theranostic applications 

whereby a compound excited to S1 serves as fluorescent marker but when excited to S2 it serves 

as a therapy agent. 
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6.5 Conclusions 

In this study we have applied femtosecond pulse chirp and solvent viscosity to manipulate the rate 

of IC following S2 excitation of IR144 and IR140. Steady state spectroscopy including excitation 

emission spectra and fluorescence lifetime emission, together with quantum calculations have 

revealed an excited state termed S1’, that promptly relaxes to S1 but influences the IC process from 

S2. In addition, we find that the S2 state has two stable molecular configurations S2
H and S2

L 

associated with amine substituent twist or polymethine chain twist, respectively. We find that 

IR144 emits preferentially from S2
H, while IR140 emits preferentially from S2

L. Taking advantage 

of solvent viscosity and femtosecond pulse chirp we are able to manipulate the S2/S1 fluorescence 

ratio of IR144 from a minimum value of 0.01 for methanol with 5000 fs2 chirp, to a maximum of 

0.86 obtained for TL pulses. This overall change corresponds to almost two-orders of magnitude. 

The ability to control IC from upper excited states, may open exciting possibilities for the 

photochemical applications of cyanine dyes in imaging and photodynamic therapy. The results 

presented here may lead to future work on manipulating the lifetime of the upper excited states of 

similar polymethine dyes, other cyanine dyes and possibly other molecules such as carotenes.  
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Chapter 7 Human Serum Albumin Dimerization Enhances S2 Emission of Bound 

Cyanine IR806 

Cyanine molecules are important phototheranostic compounds given their high fluorescence yield 

in the near-infrared region of the spectrum. We report on the frequency and time-resolved 

spectroscopy of the S2 state of IR806, which demonstrates enhanced emission upon binding to the 

hydrophobic pocket of human serum albumin (HSA). From excitation emission matrix spectra and 

electronic structure calculations, we identify the emission as one associated with a state having the 

polymethine chain twisted out of plane by 103°. In addition, we find that this configuration is 

significantly stabilized as the concentration of HSA increases. Spectroscopic changes associated 

with the S1 and S2 states of IR806 as a function of HSA concentration, as well as anisotropy 

measurements, confirm the formation of HSA dimers at concentrations greater than 10 μM. These 

findings imply that the longer-lived S2 state configuration can lead to more efficient phototherapy 

agents, and cyanine S2 spectroscopy may be a useful tool to determine the oligomerization state of 

HSA. 

 

 

 

 

 

 

This chapter has been adapted with permission from (J. Phys. Chem. Lett. 2022, 13, 1825-1832)  

Copyright © 2016, American Chemical Society. 
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7.1 Introduction and Background 

Excitation to high-lying electronic excited states usually leads to internal conversion (IC) 

to the lowest excited state, as postulated by Kasha.44 Efforts to extend the lifetime of higher excited 

states, including increasing the solvent viscosity have been shown to decrease the rate of IC.1,53,56 

The combination of viscosity and nonlinear excitation has been shown to cause changes in the 

S2/S1 population ratio that are greater than an order of magnitude.259 Here, the protein pocket of 

human serum albumin (HSA) is found to stabilize the S2 state of cyanine IR806 in a geometry that 

delays the excited state non-radiative dynamics, resulting in a longer S2 excited state lifetime. As 

the HSA concentration increases and protein dimers form, we find increased emission due to 

greater constraint of the molecular structure. 

Heptamethine cyanine dyes are promising phototheranostic reagents given their high 

fluorescent yield and generation of singlet oxygen.260–263 IR806 is a heptamethine cyanine dye 

capable of exhibiting extended conjugation through the polymethine group (Scheme 1a), allowing 

it to absorb and emit light in the IR region. IR806 is of interest due to its high 

extinction coefficient as well as quantum efficiency, giving it the potential to be used as a 

phototheranostic agent.264–267 Extending the lifetime of the S2 state of cyanines can lead to  

phototheranostic activity via direct excitation of the S2 state via two-photon excitation using near-

IR laser pulses.258,268 The motivation for the use of IR806 can be derived from the similarities to 

the heptamethine dye IR125, also known as indocyanine green (Scheme 1b), the only near-IR FDA 

approved dye, which is extensively used for medical diagnostics including cardiac output 

measurements, liver function and ophthalmic angiography.269–271 Previous studies involving 

cyanine dyes have shown that these molecules bind with HSA, the most abundant protein in blood 

plasma.272–276 
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Scheme 7.1 Molecular structure of (a) IR806 and (b) IR125. 

 

HSA consists of 585 amino acids with a molecular weight of 66.5 kDa.277–279 In vivo HSA 

has a wide variety of functions in addition to maintaining plasma oncotic pressure, such as 

transporting steroids and the capability of binding to reactive oxygen species.280–283 Thus, 

understanding the interactions of molecules with HSA is of great importance due to HSA’s ability 

to allow binding and transporting a wide variety of molecules such as fatty acids, hormones, and 

a multitude of drugs.284–286 X-ray crystallographic studies have shown that albumin has a heart-

shaped tertiary structure, which changes to an ellipsoid in solution.287,288 Hence, the tertiary and 

quaternary structure of HSA must be dependent on the overall concentration of HSA in solution, 

which would naturally alter the behavior of the protein; research has shown that reversible non-

bonding dimers of HSA occur in concentrations as low as 10 µM,289,290 indicating that a significant 

portion of HSA could exist as dimers in the blood stream of a healthy individual where the 

concentration is between 526−753 µM.278 Additionally, HSA dimers are a biomarker for oxidative 

stress and liver cirrhosis.291,292 However, there is limited studies on the quantification of HSA 

occurring as dimers in the body. 

The binding of IR806 with HSA has been experimentally confirmed in Awasthi et al.273 

The two common ligand binding sites in HSA are the hydrophobic cavities in subdomain IIA and 

(a) (b) 
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IIIA.272–276,293 The binding site in subdomain IIA exhibits hydrophobic interactions, which are 

strongly influenced by interactions with the hydrophobic sections of the binding dye.  

In our recent studies of the higher excited states of IR144 and IR140, we found two S2 

states, which have distinctly different geometries, designated as S2
H and S2

L.259 The geometry of 

S2
H resembles a planar structure in the polymethine chain and fluoresces at a higher frequency. 

The geometry of S2
L shows a 103-degree twist in the polymethine chain and fluoresces at a lower 

frequency. We find that IR806, when bound to HSA, adopts a distorted geometry. Based on 

spectroscopic data and calculations, we find that S0 and S1 states have energy minima 

corresponding to their planar geometries, thus the distorted geometry involves twisting distributed 

among several bonds. However, we find that the S2
L state is stabilized when IR806 binds HSA. 

This observation is supported by an increase in the S2
L fluorescence intensity and lifetime as the 

concentration of HSA increases. We present evidence for spectroscopic changes in IR806 bound 

to HSA occurring at concentrations where HSA reversible dimers form. This finding has two 

important consequences. First, a longer S2 lifetime may enable the higher energy and hence more 

reactive state to act as an efficient phototheranostic species. Cyanine dyes can be designed 

accordingly to release therapy agents upon S2 excitation.258,264–267 Second, the S2 emission of 

IR806 shows conspicuous enhancement following HSA dimerization, in comparison to low HSA 

concentration. Therefore, it points to a spectroscopic method for quantifying the degree of 

aggregation of HSA, which has been linked to oxidative stress and liver cirrhosis. 
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7.2 Experimental and Theoretical Methods 

IR806 (Sigma-Aldrich 543349) and human serum albumin protein (Sigma-Aldrich A3782) were 

purchased and used without any further purification. Phosphate buffered saline 10x (DOT 

Scientific Inc. DSP32060-1000) was diluted to 1x with deionized water and used as the solvent for 

all solutions. IR806–HSA samples of different molar ratios were freshly prepared by mixing the 

individual solutions. All solutions were prepared at room temperature (~ 298 K) and used within 

8 minutes, which is the timeframe in which the absorption spectrum of the sample remains 

unchanged, indicating no reaction between the protein and the dye. All measurements were 

recorded in 1 cm quartz cuvettes.  

Absorption and emission spectra were acquired using a Horiba Duetta spectrofluorometer. 

For time-resolved fluorescence measurements, a Ti:sapphire oscillator (Vitara-S, Coherent) 

producing pulses at 80 MHz centered at 800 nm was used to generate white light (WL) using a 

supercontinuum polarization maintaining photonic crystal fiber (FemtoWHITE 800, NKT 

Photonics). The WL was collimated and passed through a bandpass filter, transmitting pulses 

between 590 – 640 nm. The polarization was rotated with a half-wave plate to obtain vertically 

polarized pulses for excitation. A 16-channel photomultiplier time-correlated single-photon 

counting (TCSPC) system (SPC-830 TCSPC, Becker-Hickl, GmBH) was used to detect 

fluorescence from the samples. The fluorescence was acquired at parallel and perpendicular 

polarizations with respect to the vertically polarized excitation pulse, with the help of a polarizer, 

to obtain the isotropic decay component. Additional TCSPC data were acquired to record the 

rotational anisotropy behavior, described elsewhere, and we highlight the relevant details here. 

The light source for this instrument is a passively mode-locked Nd:YVO4 laser (Spectra-Physics 

Vanguard) that produces 13 ps pulses at 1064 nm with 80 MHz repetition rate. The second and 
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third harmonic outputs of this laser provide 2.5 W average power at 532 and 355 nm, respectively, 

with nominally the same 13 ps pulse width. The second harmonic output of this laser was used to 

excite a synchronously pumped cavity-dumped dye laser (Coherent 701-3) operating at 610 nm, 

which was used to excite our samples. A portion of the 700 nm pulse train was sent to a reference 

photodiode (B&H). Sample fluorescence was collected using a 40× reflecting microscope 

objective (Ealing) and sent to a polarization-selective beamsplitter (Newport). Each polarized 

emission component was polarization-scrambled and sent through a subtractive double 

monochromator (CVI Digikrom CM112) to a microchannel plate photomultiplier (Hamamatsu 

RG3809). The output of each detection channel was sent to one channel of a TCSPC system (B&H 

Simple Tau 152). Data were acquired and stored by using software written in-house using National 

Instruments LabVIEW. 

Molecular docking simulations were carried out to determine the most favorable binding 

site of IR806 in HSA and gain insight into the changes in the structural features of IR806 upon 

binding. The methodology for molecular docking used in this work has been adapted from Nairat 

et al.’s work, and we highlight the main aspects here. The structure of the protein was adapted 

from the crystal structure of HSA in the protein data bank (PDB: 1AO6), which is dimeric in 

nature. The structure of the dye is adapted from the ground state optimized geometry from DFT 

calculations. The IR806 and HSA PDB files were introduced into the AutoDockTools (ADT), and 

polar hydrogens were added to both structures. ADT identified the rotatable bonds for the purpose 

of docking, and a grid box, big enough to contain the entire protein, was initialized to define the 

active space for the simulation. Docking was then carried out by using the Lamarckian Genetic 

Algorithm to obtain the 10 most favorable conformations with the highest binding affinity. Pymol 

was used to visualize the docked IR806 geometries in HSA. 
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Calculation of the ground and excited state structures of IR806 have been carried out using density 

functional theory (DFT) and the time-dependent extension of DFT (TD-DFT), respectively. The 

Gaussian 16 platform was utilized for the DFT and TD-DFT calculations. The geometry 

optimization of the different energy states was achieved at the CAM-B3LYP/6-311+G(d) level of 

theory. All the calculations were performed in the presence of a polarizable field of water, in order 

to simulate experimental conditions, using the continuum solvation model based on the solute 

electron density (SMD). The alkyl chains, off the nitrogen of the indole moiety on either side of 

the molecule, were replaced by methyl groups to conserve computational cost. This modification 

caused change in the transition energies of less than 1%. The ground and excited state geometry 

minimizations were accompanied by frequency calculations to ensure the stability of the states. 
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7.3 Results and Discussion 

The normalized steady-state absorption of IR806 in buffer solution is shown in Figure 7.1a, 

which shows an absorption maximum for the first electronic excited state (S1) at 12520 cm−1, 

accompanied by a vibronic shoulder at 13600 cm−1. Keeping the IR806 concentration constant at 

5 μM, we increased the concentration of HSA, which resulted in a red shift of the S1 absorption 

maximum. This is consistent with previous experiments, which show that a larger red shift of the 

S1 absorption maximum indicates better protein-dye binding, with the 1:15 IR806-HSA solution 

showing a red shift of 200 cm−1 in comparison to the unbound dye. The excitation–emission matrix 

(EEM) spectrum of IR806 in solution is shown in Figure 7.1b, and the EEM for a 1:15 IR806-

HSA mixture is shown in Figure 7.1c. The emission maximum for S1 shows a red-shift of 160 

cm−1 in the unbound dye compared to the IR806-HSA mixture. The EEM spectrum of IR806 

reveals higher excited state emissions, which we shall label as S2
H and S2

L, which show excitation 

maxima at 16300 cm−1 and 14880 cm−1, respectively. The corresponding emission maxima for S2
H 

and S2
L are 15290 cm−1 and 14130 cm−1, respectively. It is worth noting that, although we are not 

able to identify the S2
H and S2

L absorption bands from the absorption spectra, mainly because of 

the strong S1 absorption, we can determine excitation maxima from the EEM spectra.  
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Figure 7.1. Steady-state absorption and fluorescence spectra. (a) Normalized absorption of IR806 and IR806-HSA 
samples prepared in pH 7.4 buffer. The IR806 concentration was kept constant at 5 μM. (b) EEM spectrum of IR806 
in the buffer. (c) EEM spectrum of IR806-HSA at 1:15 relative concentration. Please note that the scale for the z-axis 
in the EEM spectra is logarithmic. 

 

The emission spectra following excitation at 16667 cm−1, which is close to the absorption 

maximum of S2
H, is shown as a function of HSA concentration in Figure 7.2a. For these 

measurements, the concentration of IR806 was fixed at 2 μM and the integrated emission was 

normalized to a constant for all concentrations shown. We observe that emission from S2
H is 

significantly higher in free IR806, with negligible emission from S2
L. However, the emission from 

S2
L increases upon IR806 binding to HSA, as can be seen in the 2 μM HSA case. The S2

L emission 

shows significant enhancement with the increase of HSA concentration, along with a noticeable 

(b) (c) 

(a) 
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decrease in the S2
H emission. With the further increase of the HSA concentration, beyond 10 μM, 

we observe an even greater increase in the ratio of S2
L to S2

H emission, as shown in Figure 7.2b.  

Fluorescence lifetime measurements were carried out on the IR806 and IR806-HSA 

solutions. Isotropic decay traces (I||(t)+2I⊥(t)) of this excited state are shown in Figure 7.2c, which 

are plotted on a log10 scale. The fluorescence, upon laser excitation centered at 16500 cm−1 and 

detection at 14500 cm−1, exhibited a biexponential decay. The deconvoluted lifetimes for the 

different solutions are given in Table 7.1. The presence of a biexponential decay indicates that a 

fraction of the population remains in S2. In previous work from our group on IR144 and IR140,1,259 

we identified a change in the molecular structure associated with twisting in the polymethine chain 

in the S2 state that causes a bottleneck, which prevents IC to S1. The molecules that become twisted, 

namely the S2
L state, have a much slower IC to S1, and primarily exhibit S2→S0 fluorescence. 

Therefore, the fast component (τ1) of the biexponential corresponds to a portion of the S2 

population, which undergoes IC to the S1 state, while the slow component (τ2) corresponds to a 

non-IC configuration that remains trapped in S2. We rule out the possibility that the long-lived 

component is due to S1 fluorescence given that the S1 fluorescence lifetime (τ3) is shorter than 520 

ps in the presence of HSA (see Figure 7.3). 

Table 7.1 Fluorescence lifetimes obtained from time-correlated single photon counting experiments. The 
time constants are as defined by the fitting equation f(t) = a exp(-t/τ1) + (1−a) exp(-t/τ2). 

*τavg = aτ1 + (1- a)τ2 

 

 

Samplea a τ1 (ps) τ2 (ps) τavg (ps) τOR (ps) τ3 

IR806 0.88 273 ± 20 1138 ± 107 380 ± 31 450 ± 49 261± 3 
IR806-HSA (1:1) 0.84 286 ± 3 1296 ± 22 445 ± 6 550 ± 62 305 ± 5 

IR806-HSA (1:15) 0.64 293 ± 9 1363 ± 70 673 ± 31 -- 505 ± 10 
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Figure 7.2. (a) Steady-state fluorescence of IR806 and IR806-HSA samples, with increasing HSA concentration, 
excited at 16667 cm−1. The IR806 concentration was kept constant at 2 μM. We normalized the data to keep the 
integrated emission under the two fluorescence bands constant. (b) The integrated fluorescence ratio of S2

L/S2
H, 

excited at 16667 cm−1, as a function of the HSA concentration. Note the difference in slope for concentrations above 
10 μM, the concentration where dimerization becomes favorable. (c) The fluorescence decay of IR806 and IR806-
HSA samples, with a constant IR806 concentration of 5 μM, excited at 16500 cm−1 and detected at 14500 cm−1. (d) 
Rotational anisotropy decays associated with S2 fluorescence for the samples in (c). 
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Figure 7.3. (a) Fluorescence following excitation at the absorption maximum for each solution. (b) The fluorescence 
decay of IR806 and IR806–HSA samples excited at 16500 cm−1 and detected at 12000 cm−1. The concentration of 
IR806 was kept constant at 5 μM. 

 

The experimental rotational anisotropy decays R(t), which report on the ability of 

molecules to reorient in solution, are shown in Figure 7.2d for the same solutions in Figure 7.2c. 

The decays were fitted to single exponential functions to obtain the rotational anisotropy lifetime 

τOR. The solution containing IR806 showed a decay of 450 ± 49 ps, the solution with 5 μM HSA 

showed a slower decay of 550 ± 62 ps. The solution containing 75 μM HSA showed no discernible 

decay within the sub-nanosecond fluorescence lifetime. Given that reorientation time depends on 

molecular size, we conclude that IR806 binding to HSA slows its reorientation time, and when the 

concentration is high enough for the presence of dimers, it can no longer reorient during the 

fluorescence lifetime. 

(a) (b) 
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 Molecular docking calculations of IR806 in HSA were carried out using 

AutoDockTools,294 which yielded the 10 most favorable conformations, the highest binding 

affinity being −9.2 kcal/mol. After analyzing the conformations, we infer that IR806 binds in the 

IIA subdomain of the protein primarily through hydrophobic interactions.274–277 Figure 7.4a shows 

IR806 non-covalently bound to the hydrophobic IIA pocket of HSA, with specifically the non-

polar indoline groups on one end embedded into the pocket, while the charged sulfonate group 

extends out of the pocket. Another iteration of docking was carried out specifically in the IIA 

subdomain with the objective of obtaining the most likely conformation of IR806 in HSA. The 

IR806 geometry, upon binding with HSA, is shown in Figure 7.4b which exhibits an overall 

distortion in the polymethine chain, in comparison to the planar conformation in the unbound 

ground state conformation.274,275 

Figure 7.4. Molecular docking study of IR806. (a) IR806 (spheres) bound to HSA (ribbons). The different subdomains 
are depicted by different colors: IA - gray, IB - purple, IIA - blue, IIB - green, IIIA - salmon, and IIIB- red. The atoms 
of IR806 are shown by different colors as well: C - orange, Cl - green, O - red, S - yellow, and N - blue. (b) The 
geometry of IR806, when bound to HSA. 

 

Electronic structure calculations using TD-DFT helped us understand the structural 

features of the ground and excited states of IR806. In spite of typically overestimating transition 

energies by almost an eV (8065 cm−1) in TD-DFT calculations of cyanine dyes, the calculations 

are capable of accurately depicting the intricacies of the potential energy surface trajectories.251,252 

(a) (b) 
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Several different ground state geometries were compared which revealed that the s-trans 

conformation is the most stable geometry.232,295 The ground state geometry (S0min) resembles a 

planar structure along the polymethine chain, the central cyclopentene ring, as well as the 

substituted aromatic indole groups on either side. The excited state optimizations were carried out 

to obtain the geometries responsible for the emission characteristics of IR806. Figure 7.5 highlights 

the results of our calculations with the different electronic states corresponding to the ground and 

excited state geometries, and the relevant transitions and the transition energies. 

The vertical excitation (absorption) energy from the ground state to S1 is 15647 cm−1, 

which is 3146 cm−1 higher than the experimental S1 maximum of 12502 cm−1. The optimized first 

excited state, which corresponds to the vibrationally cooled conformation in the S1 electronic state, 

has been labelled S1min. The excited-state equilibrium geometry of S1min is very similar to the 

geometry at the FC point of the ground state. The emission energy from S1 is calculated at 11937 

cm−1, which is in excellent agreement with the experimental value of 12018 cm−1. 

In line with the previous calculations of IR144 and IR140, there seems to be two distinct 

local minima on the S2 PES that could be resolved through our calculations.259 The first minimum, 

S2min-1, boasts a geometry that is quite similar to the S0min and S1min geometries, specifically in 

terms of the planarity of their structures. The second minimum, S2min-2, on the contrary, displays 

a high degree of distortion. The polymethine chain of S2min-2 is twisted out of plane by 103°. The 

emission energies estimated from our calculations are 23712 and 20728 cm−1 for S2min-1 and 

S2min-2 (experimental values are 15290 and 14130 cm−1), respectively. Based on qualitative 

agreement with experiment, the minima S2min-1 and S2min-2 correspond to the emissive states, 

S2
H and S2

L, in line with Laboe et al.’s work.259 
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Figure 7.5. Results of the TD-DFT calculations showing energies for the different states corresponding to different 
geometries. The top row of molecular geometries depicts the molecules to be in the plane of paper while the bottom 
row is a visualization of the same system, with the Chlorine atom coming out of the plane of paper. The energies for 
S0, S1, and S2 are shown in black, red, and blue, respectively. 

 

Electronic structure calculations have helped us understand the structural features of the 

ground and excited states of IR806. While cis-trans isomers are known to contribute to the 

spectroscopy of cyanine dyes,296,297 we did not consider the contribution of different cis-trans 

configurations for every carbon in the polymethine chain. Based on the energy difference for 

several different conformers (depicted in Figure 7.6), at room temperature, we expect the EEEE 

conformer to be 11 times more probable than the next lowest energy conformer EEEZ. Therefore, 

our calculations are limited to the all-trans (EEEE) isomer. We examined minimum energy 

configurations for multiple geometries starting from different twisting angles of the carbon atoms 
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closest to the center of the polymethine chain. We found that S0 and S1 always relaxed back to the 

planar geometry but found a configuration we call S2
L that corresponds to a minimum with the 

polymethine chain twisted to 103-degrees. Emission from such a highly twisted geometry could 

populate the EEZE conformer and such a possibility has not been pursued here. 

Figure 7.6. Principal IR806 isomers. The bonds in Z configuration are highlighted in red. 

 

Non-covalent binding complex formation of HSA with IR806 manifests itself in the S1 

absorption spectrum with a red-shift in absorption (Figure 7.1).274 The fact that IR806 in solution 

shows negative solvatochromism, i.e., a red shift in the S1 absorption spectrum with decreasing 

solvent polarity, is in line with a decrease in the dipole moment upon excitation to S1.232 This 

indicates that the binding of IR806 with HSA is primarily though non-polar interactions, similar 

to the binding behaviors of other cyanine dyes.274–276 The hydrophobic nature of the binding has 

also been captured in the docking studies of IR806 (Figure 7.4). Upon increasing the relative 

protein concentration, we see evidence of stronger protein-dye binding in the S1 absorption 

spectrum of the 1:15 sample that is more red-shift in comparison to the 1:1 case (Figure 7.1a). The 

red-shift in absorption can thus be used as a gauge of protein-dye binding efficiency. 
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Free IR806 in solution shows two distinct absorptions from S0 to S2
H and S2

L with 

absorption maxima at 16300 and 14900 cm−1, respectively (Figure 7.7). In the presence of HSA in 

the 1:1 mixture, the S2 absorption band becomes wider, more intense, and shifts to a lower 

frequency. We associate the relative loss of intensity in the high-frequency and increase in the 

lower-frequency band to a loss of planar structures in the ground state, resulting from binding to 

HSA. As the concentration of HSA increases, we see further shift to lower frequencies. This 

confirms that the bound IR806 adopts a twisted geometry in the ground state, in line with previous 

studies of cyanines binding with HSA.274,275  

Figure 7.7. The excitation spectrum normalized for IR806 and IR806–HSA samples detecting fluorescence at 14190 
cm−1. The concentration of IR806 was kept constant at 5 μM. 

 

Free IR806 shows two conspicuous emissions from S2
H and S2

L. Upon binding to HSA, the 

S2
L emission becomes favored, captured by the fluorescence spectra (Figure 7.2a) as well as the 

time-resolved fluorescence data (Figure 7.2c). Additionally, the emission from S2
L shows 

significant enhancement upon increase in HSA concentration while S2
H shows marked depletion, 

with an 8-fold increase in the S2
L/S2

H emission compared to free IR806 (Figure 7.2b). The 

fluorescence lifetime of the S2 excited state shows a marked increase in the 75 μM HSA sample 
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compared to the 5 μM HSA sample, because of stronger IR806 binding. The distorted 

configuration that IR806 adopts when bound to HSA stabilizes the 103-degree twist in the 

polymethine chain that characterizes the S2
L state. This conclusion is supported by similarities of 

the S2
L geometry (corresponding to S2min-2 geometry) with the structure of the docked geometry 

of IR806 (Figure 7.4b). The enhanced emission signature can hence be used as an indication of 

binding. 

We evaluated the spectroscopic changes in IR806 as a function of reversible HSA dimer 

formation. A study by Bhattacharya et al.289 suggests that HSA dimerization is more prevalent at 

concentrations above 10 µM. Chubarov et al. confirmed the reversible formation of HSA dimers, 

and gave the approximate equilibrium binding constant KD ~ 100 µM.290 Based on those findings, 

we focused our study on HSA concentrations of 0 to 50 µM, while keeping a constant IR806 

concentration. Based on the KD value above, we expect dimer concentration to reach 10% when 

for solutions with 10 µM HSA. First, we verified that no aggregation takes place between dye 

molecules upon increasing the IR806 concentration from 1 µM to 5 µM. This was confirmed from 

the identical line shapes of the excitation spectra. Starting with S2 state emission (Figure 7.2a), we 

find higher S2
L and lower S2

H emission, as the concentration of HSA increases. When the S2
L/S2

H 

emission ratio is plotted as a function of HSA concentration (Figure 7.2b), we observe a change in 

the slope occurring near 10 µM. We confirm the presence of dimers by the large increase in 

fluorescence lifetime and anisotropy decay observed for 75 µM HSA solutions (Figures 7.2c and 

d). We also looked at changes in the S1 state spectroscopy, following excitation at its absorption 

maxima, for clues of dimer formation. We found that the fluorescence maxima red shifts as a 

function of increasing HSA concentration obtained at 2 and 5 µM IR806, respectively (Figures 

7.8a and b). When the shift is plotted as a function of HSA concentration, we see a change in slope 
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near 10 µM. Finally, when the raw S1 emission intensity is plotted as a function of HSA 

concentration, we find a change in slope near 10 µM (Figure 7.9). We attribute these spectroscopic 

changes to reversible HSA dimer formation consistent with the findings of Bhattacharya and 

Chubarov.289,290 We postulate that dimer formation leads to a more hydrophobic environment for 

IR806. Our findings indicate that spectroscopic changes in the S1 and S2 fluorescence of IR806 

and perhaps other cyanines may be used as indicators for HSA oligomerization.  

Figure 7.8. S1 fluorescence maxima as a function of HSA concentration. IR806 concentration is kept constant at (a) 
2 μM and (b) 5 μM. 

(a) 

(b) 



193 
 

Figure 7.9. S1 integrated emission spectra at the emission maxima, as a function of HSA concentration. The data 
was obtained from raw spectra without normalization. IR806 concentration is kept constant at 2 μM. 
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7.4 Conclusion 

In this study we have explored changes in the spectroscopy of the cyanine IR806 as a 

function of HSA concentration in buffer solutions. Based on a spectroscopic shift in the S1 

absorption and emission, as well as changes in the S2
L and S2

H state emissions as a function of 

HSA concentration, we find that IR806 binds HSA. Protein docking calculations, together with an 

observed red shift of the S1 absorption spectrum, lead us to conclude that binding takes place in 

the hydrophobic pocket (IIA subdomain) of HSA. From EEM spectra and electronic structure 

calculations, we identify the major emissive state of the IR806-HSA complex as one associated 

with a 103-degree twisted geometry labeled as S2
L. As the concentration of HSA increases above 

10 µM, we find a change in the rate of spectroscopic changes affecting absorption and emission to 

and from the S1 and S2 states that is consistent with the formation of reversible HSA dimers. The 

formation of dimers was further confirmed by reorientation anisotropy measurements at low and 

high HSA concentrations. Findings from our study have two important implications. First, the 

stabilization and hence longer lived high-energy S2 state could enable the design of more effective 

phototherapy agents via formation of singlet oxygen or photo-release of therapy agents. Second, 

the dependence on HSA concentration indicates that cyanine S2 spectroscopy may be used to 

quantify the oligomerization state of HSA. This is important given the fact that HSA dimerization 

has been utilized as a biomarker for numerous medical conditions related to oxidative stress. 
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Chapter 8 Summary and Future Outlook 

The ability of the photobase FR0-SB to carry out ESPT from alcohols can be ascribed to the 

significantly higher dipole moment of the S1 state, which allows the photobase molecule to abstract 

protons from n-alcohols C1 (methanol) through C8 (n-octanol). The rotational diffusion behavior 

of FR0-SB* and FR0-HSB+* are distinctly different and approximated by the modified DSE 

model in the slip and stick limits, respectively. The fluorescence lifetime of the excited states of 

both FR0-SB*  and FR0-HSB+* correlate with the [−OH] and the dielectric constant of the solvent 

medium. The experimental data for a series of primary, secondary, and tertiary alcohols 

demonstrate that the efficiency of solvent proton abstraction by the electronically excited FR0-

SB* species depends on the alcohol structure. Results indicate the formation of an intermediate 

[FR0-SB*∙ ∙ ∙HOR] complex, which comprises of FR0-SB* interacting with a minimum of three 

alcohol molecules, a prerequisite for the ESPT reaction. The effective [FR0-SB*∙ ∙ ∙HOR] complex 

formation is highly dependent on achieving spatial proximity and alignment of the alcohol’s –OH 

group with the imine lone pair of FR0-SB*. To further understand the structural effects on the 

super photobasicity of FR0-SB, the FR0 precursor moiety has been investigated. The charge-

transfer characteristic of the precursor FR0 has been studied by Capistran et al.298 Additionally, 

they have also examined the effect of cyclization of the amino group as well as the role of the 

aldehydic proton on the excited state dynamics of the precursor.299 

 TPE is advantageous as it allows control of chemical reactions with high spatial and 

temporal resolution. Upon examining the ESPT reactivity of FR0-SB following TPE, an 

enhancement of up to 62% was observed in comparison to isoenergetic OPE. Based on the 

excitation spectra, it can be concluded that the enhanced reactivity is caused by the differences in 

the solvent arrangement in the case of polar alcohols. Since TPE is highly dependent on the change 



196 
 

in dipole moment, with the change being highest for methanol, the enhancement in reactivity can 

be attributed to the stabilization of FR0-SB* from specific hydrogen bonding interactions with 

methanol molecules. TPE in non-centrosymmetric molecules such as FR0-SB can occur through 

virtual and dipole pathways. Spectrally shaped femtosecond laser pulses may be used to control 

the quantum interference between the virtual and dipole pathways, producing an enhancement of 

the TP excitation cross section by a factor of 1.75 in comparison to TL, when normalized to the 

SOPS intensity. 

 Fluorescence from S2 may have applications in solar energy conversion and 

phototheranostics. The dynamics upon direct excitation to the S2 state of IR144 and IR140 has 

been studied with the focus being obtaining higher S2 emission. Femtosecond pulse chirp and 

solvent viscosity can be used to manipulate the rate of IC following S2 excitation of IR144 and 

IR140. Using solvent viscosity and chirp, an overall control S2/S1 fluorescence ratio between 0.01-

0.86 has been demonstrated. Additionally, experiments and quantum calculations reveal the 

presence of two S2 configurations, S2
H and S2

L, with the main difference being the twist in the 

polymethine chain in S2
L. Similar to IR144 and IR140, another heptamethine cyanine IR806 shows 

emissions from two different S2 configurations, S2
H and S2

L, with similar geometric features. The 

spectroscopic changes of the S2 states are utilized to detect the binding of IR806 with HSA. Results 

from experiments, protein docking, and quantum calculations have been used to validate the non-

covalent dimer formation of HSA. 

 An outlook for future direction of research involving the photo reagents is presented in the 

subsections below. 
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8.1 Super Photobase for Precision Chemistry  

The focus of the research has been to understand the photo physics of photobases in order to 

develop more active molecules for utilization in precision chemistry. The photobasicity of the 

cyclized amino group, that is the Schiff base of Ncy-FR0299 (Ncy-FR0-SB), should be 

characterized to assess the effect of the restricted rotation of the electron-donating group on pKa. 

Additionally, since the change in dipole moment is the primary reason for ESPT, a longer 

conjugation between the electron donor and the electron acceptor would lead to a higher change 

in dipole moment and subsequently a larger change in pKa. A carbocyclized Schiff base, Ccy-FR0-

SB, with a conjugation involving two additional methine groups between the amine and the imine 

groups, must be investigated. Initial tests on both Ncy-FR0-SB and Ccy-FR0-SB, recently 

synthesized by the Borhan group, have demonstrated a change in pKa which is higher than that of 

FR0-SB.  

The ESPT enhancement following TPE should be further explored to study and confirm 

the effect of solvation. The inhomogeneous broadening of the absorption of FR0-SB in alcoholic 

solvents provides an important aspect in the elucidation of the TP excited reactivity. This specific 

solvation effect in the excited state may be probed using ultrafast two-dimensional spectroscopy 

specifically by photon echo.300–302 A comparison of the two-dimensional spectroscopy for OPE 

and TPE may be useful in revealing the enhancement in reactivity of the photobase FR0-SB. 

The motivation for the development of more active photobase is to increase the efficiency 

of acid-base reactions in space and time. Progress towards practical photo reagents should be tested 

in the context of a chemical reaction in quantitative amounts to carry out time-controlled proton 

abstraction. A one-pot synthesis may be designed containing the photobase such that the photobase 

stays dormant but may be activated at a specific time, when necessary. A possible instance of this 
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application can be a base-mediated ether formation, similar to Williamson ether synthesis. 

Additionally, due to the reversible nature of fluorene-based super photobases, they can be utilized 

in a catalytic fashion for light-activated chemical reactions, similar to the applications of 

photoacids.303–306 The catalytic ESPT allows temporal control and modulation of the reaction 

kinetics by varying the intensity of the light. Further spatial control may be achieved using TPE in 

biological systems tagged with super photobase molecules to trigger localized proton 

abstraction.307–309  
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8.2 Excited Dynamics and Photochemistry of Cyanines 

Cyanines are important molecules for solar energy conversion and biological imaging. The ability 

to stabilize the S2 state opens up a range of applications in the already prevalent applications of 

solar cells and diagnostics. Stabilizing the S2 excited state and increasing the excited state lifetime 

can allow for higher rate of photochemical reactions, leading to the successful release of the 

reactive agent (reactive oxygen species in cancer therapy) for cell death.310 The ultrafast study of 

the S2 dynamics of such cyanine molecules can reveal the underlying reaction mechanism and 

dynamics. 

Photoconversion is a process that leads to the formation of new products that are emissive 

and is frequently encountered in fluorescence imaging.311–313 Photoconversion may also be used 

as a biomolecular tag, which includes green fluorescent proteins.314–316 Heptamethine cyanine dyes 

with absorption maxima in the near-IR region may undergo light-mediated conversion into 

pentamethine cyanines, which may further convert into trimethine cyanines, where both of them 

are emissive products. A detailed mechanistic study for the phototruncation process has been 

shown in the paper by Matikonda et al.317 An ultrafast transient absorption study to understand the 

kinetics of the phototruncation process may be useful in depleting or enhancing the 

photoconversion process, depending on the application. Moreover, pulse shaping may be a useful 

tool in identifying the different modes that are favorable for either depleting or enhancing the 

photoconversion. This would involve the use of a near-IR beam to carry out TPE to the S2 state of 

the cyanine dye and carrying out phase scans including chirp, sinusoidal, and pi-step. 
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