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ABSTRACT

DATA-DRIVEN MULTI-SCALE MODELING, ANALYSIS AND SIMULATION OF
MATERIAL FAILURE

By

Eduardo Augusto Barros de Moraes

Material failure processes are inherently stochastic and anomalous, occurring across a wide span

of length and time scales, from dislocation motion at the micro-scale, to formation of micro-cracks,

up to crack propagation and aging mechanisms at the macro-scale and cascading failure at the

system-level. Anomalies such as intermittent signals in Acoustic Energy experiments, power-law

distribution of the energy spectrum, crackling noise, dislocation avalanches, among other indicators,

occur even in standard, ordered, crystalline materials. Modeling and simulation of failure must

take into account parametric and model-form uncertainties that propagate across the scales, when

seemingly unimportant material properties or loading conditions could cause catastrophic failure

at the component level. The pursuit of a unified framework for quantitative and qualitative failure

prediction that can bridge the multiple scales while still incorporating the material’s underlying

stochastic processes is still a challenge, which requires a new modeling paradigm that incorporates

such features with both robustness and simplicity.

In this work, we propose a data-driven methodology for multi-scale, statistically consistent

modeling of anomalous failure processes. At the micro-scale, the goal is to study the dynamics

of dislocations, which play a vital role in plasticity and crack nucleation mechanisms, and shows

anomalous features across different time and length-scales. We start by investigating the dislocation

mobility properties at the nano-scale and propose a surrogate model for dislocation motion based

on a Kinetic Monte Carlo method, where the dislocation motion is emulated as a random-walk

on a network following a Poisson process. The surrogate learns the rates of the corresponding

Poisson process directly from high-fidelity, Molecular Dynamics (MD) simulations. The surrogate

is capable of efficiently obtaining uncertainty measures for the mobility parameter, which can be

then propagated to more complex simulations in upper scales. At the meso-scale, the collective

behavior of dislocation dynamics leads to avalanche, strain bursts, intermittent energy spikes, and



nonlocal interactions. We develop a probabilistic model for dislocation motion constructed directly

from trajectory data from Discrete Dislocation Dynamics (DDD). We obtain the corresponding

Probability Density Function for the dislocation position, and propose a nonlocal transport model

for the PDF. We use a bi-level Machine Learning framework to learn the parameters of the nonlocal

operator and the coefficients of the PDF evolution equation, facilitating a continuum representation

of the anomalous phenomena.

At the macro-scale, parametric material uncertainties substantially affect the predictability of

failure at the component level. We develop an Uncertainty Quantification (UQ) and Sensitivity

Analysis (SA) framework for propagation of parametric uncertainties in a stochastic phase-field

model of damage and fatigue, and we use the Probabilistic Collocation Method (PCM) as a building

block. A Global SA indicates the most influential parameters in solution uncertainty and shows

that damage initiation is sensitive to parameters associated with classical free-energy potential

definitions, providing another motivation to incorporate the heavy-tail processes as observed in

the meso-scale. We extend the framework and develop a Machine Learning (ML) framework for

failure prediction phase-field models for brittle materials. We combine a classification algorithm

with a pattern recognition scheme using virtual nodes from the phase-field damage model to

generate patterns of material softening at each time-step. The framework identifies the presence

and location of cracks and is robust even under noisy data, whether from model, parametric, or

experimental uncertainties.
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CHAPTER 1

INTRODUCTION

1.1 Failure as a Stochastic Anomalous Process

The initial works on fracture mechanics by Griffith [2] laid the ground of many years of development

of failure analysis through the theory of Linear Elastic Fracture Mechanics (LEFM). Although

descriptive, Griffith’s theory relied heavily in the assumption of homogeneous materials which,

consequently, originated smooth and continuous characteristics of propagating cracks [3]. However,

in reality failure processes are not deterministic and fracture surfaces are naturally rough, thus

limiting the extent of failure prediction based solely on LEFM models. Over the last three decades,

a solid understanding of the nature of failure in heterogeneous media (a more realistic assumption

for material models) has been developed and matured with the aid of fractography analysis and

Acoustic Emission (AE) techniques.

1.1.1 Fractography Analysis

The onset of quantitative studies of failure in heterogeneous and disordered media can be traced back

to Mandelbrot [4], where the analysis of fractured surfaces revealed an inherent fractal dimension.

The fractal dimension in an index that characterizes the complexity of patterns by measuring the

ratio of change in detail due to the change in scale. In their study, Mandelbrot et. al. showed that

the same fracture dimension increments are found from computing the fractal dimension of fracture

boundaries and surfaces.

Further fractography studies corroborated quantitatively the fractal characteristics of fracture

surfaces [5–10]. In [5], experimental computation of fractal dimension of brittle fracture surfaces

showed a direct correspondence between fractal dimension and toughness. Universality of fracture

dimension of fractured surfaces was investigated in [6] (Fig. 1.1). After applying different heat

treatments to aluminum alloys that lead to distinct fracture characteristics and fracture toughness,
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Figure 1.1 Micrograph of a fractured surface highlighting the different phases of aluminium and
nickel, used in fractography analysis to compute the fractal dimension.

they showed within experimental error that fractal dimension was independent of the heat treatment

or fracture mode.

1.1.2 Acoustic Emission

During an Acoustic Emission (AE) test, irreversible changes in the material’s microstructure

undergoing a failure process cause the emission of acoustic (elastic) waves that can be recorded

through sensors. The use of AE in fracture experiments showed interesting phenomena that could

not be accounted for in classical LEFM models, indicating an anomalous process was taking place

inside the material. For instance, intermittent energy signals, power-law distribution of energy

spectrum, crackling noise, can all be observed during an AE test, all of which are indicators that

avalanches and anomalous dynamics are occurring. Such anomalous statistics can be traced back

to two main contributors: dislocation motion, and fracture.

Evidence of dislocation avalanches in crystal plasticity has been widely studied through AE

experiments [11–15]. In [11], creep experiments in single ice crystals led to intermittent energy

2



Figure 1.2 Acoustic emission signals from single crystal ice under creep. The energy bursts caused
by the collective dislocation motion appear in the form of intermittent signals that scale as a power-
law of exponent 𝜏 = 1.6, independent of the applied stress.

signals that follow a power-law scaling due to the collective motion of dislocation populations (Fig.

1.2). They compared the statistical results from a numerical model of dislocation dynamics with

the experimental acoustic data. Similar power-law decay of dislocation activity has been observed

through phase-field models of dislocation dynamics [12].

Dislocation avalanches in polycrystalline materials was studied extensively in [13]. They show

that avalanches in intermittency is also present in polycrystals, where avalanche sizes are bounded

by the grain sizes (Fig 1.3). Yet, they propose that the accumulation of internal stresses near the

grain boundaries due to dislocation activity triggers further avalanches in neighboring grains.

From a different perspective, AE tests also showed anomalous features in brittle fracture [16–20].

encourages the search for a unified model that can effectively incorporate the heavy-tail statistics

into a predictive model. Ref. [16] showed that energy bursts from AE tests of microfracture follow

a power-law scaling, corroborating the observations also made in the time correlation function.

Bonamy et. al. [18] studied crack growth in heterogeneous materials through a stochastic

LEFM model to account for the material heterogeneity. They have observed that crack propagation

velocity is intermittent, with activity burst duration and size scaling as power-laws (Fig. 1.4). The

jerky dynamics observed in the simulations are referred to as the crackling noise from experiments.

A random-fuse model was used in [19] to study the transition of percolation, to avalanche,
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(a) (b)

Figure 1.3 (a) Polycrystalline microstructure with different grain sizes, averages of ⟨𝑑⟩ = 0.26 𝑚𝑚
(top-left), 0.87 𝑚𝑚 (top-right), 1.92 𝑚𝑚 (bottom-left), and 5.02 𝑚𝑚 (bottom-right). (b) Distribu-
tion of avalanche size from dislocation motion in polycrystals for crystals with different grain sizes.
A tempered power-law fit of the form 𝑃(> 𝐴0) = 𝐴−𝛽0 exp(−𝐴0/𝐴𝑐) is used to estimate the cut-off
amplitude 𝐴𝑐. The power-law exponent across all samples is similar. At the bottom, the relation
for coarse-grained samples.

Figure 1.4 Time-series of spatially averaged crack-front velocity (a), and the respective scalings of
burst duration distribution (b), size distribution (c), and their mutual scaling (d).
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Figure 1.5 Random-fuse model (a), and the fractured samples under different values of 𝛽, for
percolated, disordered media (b), critical dynamics (c), and finally leading to nucleated cracks for
large 𝛽 (d).

to brittle failure in disordered media. The fuse model was parameterized by specifying failure

resistance following a power-law probability 𝐹 (𝑥) = 𝑥−𝛽, where 𝛽 is the disorder parameter.

The systems transitions from completely disordered (small 𝛽) subject to percolation, to a critical

avalanche regime, up to a brittle failure region under low disorder (high 𝛽) and larger system size

(Fig. 1.5). They point that critical phenomena leads to nucleation in the limit of long length scales.

1.2 Multi-scale Modeling of Material Failure

Multi-scale modeling of failure and fracture has been a topic of interest for many decades. Several

complementary methodologies have been presented for the coupling between the scales, given the

wide range of time and length scales involved during the failure process. A major difficulty is to

properly address the stochastic nature of failure and to account for anomalous phenomena, such

as nonlocality, in the upper scales without losing the physics from the microstructure. We briefly

describe major advances in the literature on the multi-scale modeling of material failure, starting

from the basic definitions of dislocation theory.
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(a) Edge dislocation. (b) Screw dislocation.

Figure 1.6 An edge dislocation characterized by an extra half-plane of atoms (a), and a screw
dislocation obtained by a twisted displacement (b) [1].

1.2.1 Fundamentals of Dislocation Theory

We present some definitions based on [1]. There are two canonical types of dislocations:

• Edge dislocations: can be seen as a half-plane of atoms being removed from the crystalline

structure, displacing the atoms along the missing plane. This creates a linear defect, called

an edge dislocation, with stronger deflection and stresses being closer to the dislocation line.

• Screw dislocations: screw dislocations are obtained by sliding the two halves of the crystal

in opposite directions with respect to the center.

Fig. 1.6 illustrates the concepts of edge and screw dislocations. In practice, dislocations inside

crystalline materials have mixed character between the edge and screw types.

An important characterization of dislocations are in the form of the Burgers vector, 𝒃. The

Burgers circuit in a crystal is an atom-to-atom path forming a closed loop. However, around

dislocations the same path will not close the loop, and the 𝒃 characterizes the missing vector

needed to complete the Burgers circuit around the dislocation. The magnitude 𝑏 of burgers vectors

in cubic crystals is measured with respect to the atomic spacing 𝑎, such that

𝑏 =
𝑎
√

3
2
. (1.1)
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Figure 1.7 Example of construction of Burgers circuit, and Burgers vector definition for an edge
dislocation [1].

Dislocations must always form a close loop, end at a free surface, or merge with other dis-

locations, but never end inside the crystal. This condition leads to Burgers vector conservation

such that
∑
𝑖 𝒃𝑖 = 0. The Burgers vector of an edge dislocation is illustrated in Fig. 1.7. For edge

dislocations, the Burgers vectors is perpendicular to the dislocation line tangent vector, while they

are parallel in screw dislocations.

Finally, the forces acting on a dislocation line with direction b tangent to the dislocation, under

a stress field 𝝈 is called a Peach-Koehler force 𝒇 𝑃𝐾 , given by the expression

𝒇 𝑃𝐾 = (𝝈 · 𝒃) × b. (1.2)

1.2.2 From Nano to Meso-scale

At the nano-scale, atomistic simulations are usually carried out through Molecular Dynamics (MD)

simulations. Specifically concerning failure problems, MD simulations have been used to simulate

dislocation motion and interaction, and fracture problems with dislocation emission. Three-

dimensional MD simulations of Mode-I crack propagataion was performed in [21], providing

visual evidence of dislocation emission from the crack tip. Recent advances in the literature

provided ways to understand the dislocation behavior at the atomistic scale and connect it to more

complex dislocation interactions. In [22], they studied formation of dislocation junctions and

quantified the junction stress to feed a meso-scale dislocation dynamics model. Further works on

atomistic and meso-scale coupling were developed to quantify the elasticity parameters, mobility,
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and core energy of dislocations [23]. The issue of quantifying the uncertainties from measures

at the atomistic scale has recently been getting attention [24–26], but the problem of effectively

upscaling material properties and propagating the associated uncertainties remains a challenge.

1.2.3 From Meso to Macro-scale

At the meso-scale, collective dislocation motion gives origin to anomalous features in the form

of dislocation avalanches and power-law energy bursts. Discrete Dislocation Dynamics (DDD)

[11, 27] models have successfully captured many anomalous characteristics at the meso-scale,

while a meaningful connection of dislocation dynamics to macro-scale mechanical failure is still

missing. Recent attempts have used machine learning to provide a connection from micro-structure

to the continuum through the computation of free-energy [28–30].

At the macro-scale, state-of-the-art phase-field models efficiently simulate qualitative aspects

of brittle [31], ductile [32], dynamic [33], and fatigue [34] failure in complex geometries, and under

arbitrary loading conditions. However, such models fail to incorporate the anomalies associated

with failure processes. On the other hand, the statistics of fracture can be quantitatively recovered

in lattice models, such as Random Fuse Models (RFM) [35], percolation theory [36] and stochastic

LEFM [3]. Despite the quantitative agreement, those models often are limited to simple geometries

and boundary conditions. The pursuit of a unified framework for quantitative and qualitative failure

prediction is a remaining challenge.

We now discuss in more detail three components that form a major part of the proposed

framework when considering predictive failure modeling and coupling between the meso- and

macro-scales. In the context of modeling of collective dislocation dynamics, nonlocality is a

dominant effect observed experimentally, yet not studied under formal nonlocal calculus definitions.

Therefore, we comment on basic principles of nonlocal calculus and its applications to nonlocal

differential equations. Moving to the topic of damage modeling, we discuss some key aspects of

phase-field models and why they are attractive. Last, we comment on methodologies to perform

forward uncertainty propagation that will later be applied in all major components of the multi-scale
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framework.

1.2.4 Nonlocal Models

Nonlocal operators are an elegant alternative for continuum modeling of complex media, such as

heterogeneous materials, anomalous diffusion, and fracture, due to their ability to capture long-

range interactions. In contrast to their local counterpart, nonlocal models are based on integral

operators, leading to challenging numerical implementation. Recent works greatly advanced the

field of nonlocal modeling towards a formal and rigorous nonlocal vector calculus [37, 38].

We can formulate a general nonlocal problem as follows. Let Ω ⊂ R𝑛 denote a bounded domain

with non-zero volume. The nonlocal diffusion operator L acting on a function 𝑢(𝒙) : Ω → R is

defined as [39]:

L𝑢(𝒙) = 2
∫
R𝑛
(𝑢(𝒚) − 𝑢(𝒙))𝛾(𝒙, 𝒚)𝑑𝒚 ∀𝒙 ∈ Ω ⊆ R𝑛.

The kernel 𝛾(𝒙, 𝒚) is a non-negative symmetric mapping. The general nonlocal diffusion

equation is then written as 

𝑑𝑢
𝑑𝑡

− L𝑢 = 𝑓 on Ω

𝑢 = 𝑢𝑑 on Ω𝑙

𝑢(0) = 𝑢0 on Ω,

where Ω𝑙 denotes an interaction domain disjoint from Ω, parameterized by a horizon of interactions

of length 𝛿.

Under specific choices of kernel and horizon, the general nonlocal operator may take the form

of the fractional Laplacian. The fractional Laplacian of order 𝑠 on a bounded domain Ω is defined

through Riesz representation as

(−Δ)𝑠𝑢 = 𝑐𝑛,𝑠

∫
R𝑛

𝑢(𝒙) − 𝑢(𝒚)
|𝒚 − 𝒙 |𝑛+2𝑠 , 0 < 𝑠 < 1,

where 𝑐𝑛,𝑠 is a normalizing constant such that

𝑐𝑛,𝑠 = 𝑠22𝑠 Γ( 𝑛+2
2 )

Γ( 1
2 )Γ(1 − 𝑠)
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If the kernel 𝛾(𝒙, 𝒚) of the nonlocal diffusion operator is chosen to be [39]

𝛾(𝒙, 𝒚) = 𝑐𝑛,𝑠

2|𝒚 − 𝒙 |𝑛+2𝑠 , (1.3)

then

−L = (−Δ)𝑠, 0 < 𝑠 < 1,

Nonlocal and fractional models have been successfully used in material failure simulation over

the last decades. Peridynamic (PD) theory [40] has been introduced as an alternative to classical

continuum mechanics modeling of solid structures and failure. Due to the nonlocal character of

PD, the problem of discontinuities in crack representation was overcome, and PD has successfully

represented many classes of material failure problems, including visco-plasticity [41], fatigue [42],

composites [43], polymers [44], multi-physics problems [45], among many others. Fractional

models have been used extensively in modeling visco-elastic and visco-elasto-plastic material

responses [46, 47].

With the advance of Machine Learning techniques and computational resources, the field of

nonlocal modeling has seen increasing efforts in the parameter identification of nonlocal operators,

specially in the data-driven construction of the nonlocal kernels which cannot be defined beforehand.

In [48], nonlocal Physics Informed Neural Networks, nPINNs (the nonlocal version of PINNs [49])

were used to solve the forward nonlocal Poisson problem, and the inverse parameter identification of

the fractional order and horizon of the nonlocal kernel given available data. This approach combines

the robustness of Deep Neural Networks with physics-based constraints from the nonlocal problem.

Other works employed alternative approaches for learning nonlocal kernels, with notable examples

on peridynamics [50], homogenization [51], constitutive laws [52], and molecular dynamics [53].

1.2.5 Phase-field Models

Phase-field models were first developed to solve fluid separation problems [54]. The success of

Cahn-Hilliard equation in interfacial dynamics allowed for its expansion into other research areas
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that model sharp interface and moving boundaries, including solidification [55], tumor growth [56],

two-phase complex fluid flow [57] and fluid-structure interaction [58].

The core idea of phase-field modeling is to define the phase variable (sometimes called order

parameter) [ to be a smoothly-varying indicator function of any particular field quantity of interest,

such as concentration, damage, composition, or a classical phase definition, as observed in phase

transformation problems. Evolution equations for the phase-field variable are usually derived

following variational principles that promote thermodynamic consistency through the definition of

free-energy potentials.

In general form, the free-energy function for a phase-field problem may read:

𝐹 [𝜑, Γ] =
∫
Ω

𝐾 |∇𝜑 |2 + 𝑓 (𝜑, Γ), (1.4)

where 𝜑 denotes the phase-field variable, and Γ represents any other variables that influence the

free-energy. We denote 𝐾 as the diffusion constant, and 𝑓 (𝜑, Γ) is a function that describes the

evolution of free-energy in the bulk of each material phase. The interpretation of Eq. (1.4) is a

competition between the bulk energy from 𝑓 and a mixing energy from the gradient term.

The most famous phase-field models, the Cahn-Hilliard [54] and Allen-Cahn [55] equations,

follow the variational principles described above to obtain evolution equations for phase variables.

Both equations use a double-well potential for 𝑓 , while major difference between the two is that

Cahn-Hilliard equation is conservative and Allen-Cahn is non-conservative. As a consequence,

Cahn-Hilliard equation is fourth-order

𝑑𝜑(𝑥, 𝑡)
𝑑𝑡

= ∇ · (𝑀 (𝑥, 𝑡)∇`(𝑥, 𝑡)), (1.5)

where `(𝑥, 𝑡) denotes the chemical potential

`(𝑥, 𝑡) = 𝑓 ′(𝜑, Γ) − 𝜖2Δ𝜑(𝑥, 𝑡). (1.6)

On the other hand, Allen-Cahn equation is second-order

𝑑𝜑(𝑥, 𝑡)
𝑑𝑡

= ∇ · (𝑀 (𝑥, 𝑡)∇𝜑(𝑥, 𝑡)) + 𝑓 ′(𝜑, Γ). (1.7)
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The non-conservative characteristics of Allen-Cahn equation are specially interesting in the

development of damage models, since damage itself is non-conservative and appears in virgin

portions of bulk materials as they undergo mechanical stresses and strains. The development of

Allen-Cahn type phase-field equations for evolution of material damage has gained much attention

recently, with notable applications in [31], ductile [32], and dynamic [33] fracture. Although they

originated from crack regularization techniques, they obey the same variational principles used

to derive the original phase-field equations, such as [34]. The Allen-Cahn equation for damage

evolution in this case, in one dimension, is originated from the free-energy functional

Ψ(∇𝑢, 𝜑,∇𝜑, F ) = 𝑑 (𝜑)𝑌 (∇𝑢)2 + 𝑔𝑐
𝛾

2
(∇𝜑)2 + K(𝜑, F ), (1.8)

where 𝑌 denotes the Young modulus, 𝑢 represents the displacements, 𝑔𝑐 is the fracture energy

release rate, and 𝛾 > 0 represents the phase-field layer width parameter, 𝑑 (𝜑) is a degradation

function acting on the bulk of the material, and K(𝜑, F ) models the evolution of material damage

when fatigue F evolves from 0 to the Griffith energy 𝑔𝑐. The thermodynamically consistent

formulation therefore provides the evolution equation as

_
𝑑𝜑

𝑑𝑡
= 𝛾𝑔𝑐Δ𝜑 + (1 − 𝜑) (∇𝑢)𝑇𝑌 (∇𝑢) − 1

𝛾
[𝑔𝑐H ′(𝜑) + FH ′

𝑓 (𝜑)], (1.9)

where H and H 𝑓 are potentials that govern the evolution of damage associated to the evolution

of material fatigue, and _ is a positive coefficient. We see the presence of the interfacial term

in the form of Laplacian acting as a smoothening agent to the damage profile, and the bulk term

responsible for the internal creation of material damage from mechanical stress and fatigue. The

main advantage of this formulation in contrast with traditional fracture mechanics modeling is the

automatic crack profile characterization by the phase-field variable, without the need to explicitly

track the crack path.

1.2.6 Uncertainty Quantification

The goal of Uncertainty Quantification (UQ) in materials science is to study the propagation of

uncertainties from inputs to outputs or vice-versa. The former is known as Forward UQ, while
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the latter is named Inverse UQ, concerned with quantifying the probability distribution associated

to parameter values when one has output data. Forward UQ aims to propagate uncertainty from

inputs to outputs, with the objective of computing the moments (mean, variance), of quantities of

interest (QoI), their probability distribution, or the reliability of QoI predictions.

There are two basic types of uncertainty: aleatoric and epistemic [59]. Aleatoric uncertainty

concern stochastic or probabilistic uncertainties that are typical to the underlying problem and

which cannot be further understood by physical or experimental knowledge, yet it could benefit

from extra characterization, such as in the case of non-physical parameters. Aleatoric uncertainty

can naturally incorporated into a framework. Epistemic uncertainty, on the other hand, originate

from simplifying assumptions or missing physics. Modeling and numerical errors are typically

understood as being epistemic.

For forward input uncertainty quantification several methods could be applied. The Monte Carlo

method consists in computing the moments of the output through random sampling of the stochastic

space. It provides an unbiased estimation of the moments of distribution, yet they converge with

order O(𝑁−1/2), where 𝑁 is the number of realizations. Perturbation methods are also popular in

forward UQ, consisting in writing expressions for the moments of output distribution through a

Taylor expansion around the expected parameter values [60, 61]. Alternatively, one could construct

surrogate models as an alternative to expensive methods such as Monte Carlo. The method of

Polynomial Chaos Expansion (PCE) [62, 63] consists in expressing the output of the stochastic

model as a series expansion of input parameters.

More promising methods for higher-dimensional stochastic space have been proposed, such as

stochastic Galerkin methods [64, 65]. However, one of the most efficient approaches proposed

recently involve non-intrusive collocation methods, such as the Probabilistic Collocation Method

(PCM) [66, 67]. PCM consists in approximating the solution in the stochastic space by polynomial

expansion, such that the moments of QoI can be efficiently computed by sampling in the colloca-

tion/integration points. Therefore, one keeps the independent sampling typical of methods such as

MC, yet with much faster convergence rates. In the event of high-dimensional stochastic space, one
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could use Sparse Grids [68] to reduce the computational load.

Let (Ω, F , P) be a complete probability space, where Ω𝑠 is the space of outcomes 𝜔, F is the

𝜎−algebra and P is a probability measure, P : F → [0, 1]. In a general sense, we can formulate

PCM for the QoI 𝑄, and write its mathematical expectation E [𝑄(𝑥, 𝑡; b)] in a one-dimensional

stochastic space as

E [𝑄(𝑥, 𝑡; b)] =
∫ 𝑏

𝑎

𝑄(𝑥, 𝑡; b)𝜌(b)𝑑b, (1.10)

where 𝜌(b) is the PDF of random input variable b. We evaluate the integration using Gauss

quadrature, mapping physical parametric domain to the standard domain [−1, 1]. The integral

should then be written as

E [𝑄(𝑥, 𝑡; b)] =
∫ 1

−1
𝑄(𝑥, 𝑡; b ([))𝜌(b ([))𝐽𝑑b ([), (1.11)

where 𝐽 = 𝑑b/𝑑[ represents the Jacobian of the transformation. We approximate the expectation

by introducing a polynomial interpolation of the exact solution in the stochastic space, �̂�(𝑥, 𝑡; b):

E [𝑄(𝑥, 𝑡; b)] ≈
∫ 1

−1
�̂�(𝑥, 𝑦𝑡; b ([))𝜌(b ([))𝐽𝑑b ([). (1.12)

We interpolate the solution in the stochastic space using Lagrange polynomials 𝐿𝑖 (b):

�̂�(𝑥, 𝑡; b) =
𝐼∑︁
𝑖=1

𝑄(𝑥, 𝑡; b𝑖)𝐿𝑖 (b), (1.13)

which satisfy the Kronecker delta property at the interpolation points:

𝐿𝑖 (b 𝑗 ) = 𝛿𝑖 𝑗 . (1.14)

Substituting Eq. (1.13) into (1.12), we approximate the integral using the quadrature rule and

evaluate the expectation as

E [𝑄(𝑥, 𝑡; b)] ≈
𝑃∑︁
𝑝=1

𝑤𝑝𝜌(b ([))𝐽
𝐼∑︁
𝑖=1

𝑄(𝑥, 𝑡; b ([))𝐿𝑖 (b ([)), (1.15)

where we compute the coordinates [𝑝 and weights 𝑤𝑝 for each integration point 𝑞 = 1, 2, . . . , 𝑃.

We choose the collocation points to be the same as the integration points 𝑝 on the paramectric space
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by the Kronecker property of the Lagrange polynomials Eq. (1.14), and simplify the approximation

from Eq. (1.15) to a single summation:

E [𝑄(𝑥, 𝑡; b)] =
𝑃∑︁
𝑝=1

𝑤𝑝𝜌(b𝑝 ([𝑝))𝐽𝑄(𝑥, 𝑡; b𝑝 ([𝑝)). (1.16)

Through Eq. (1.16), we have an efficient integration scheme through Gauss quadrature, while

we retain the property of independent realizations that allows for efficient implementation through

parallel computing. The formulation is also open to other forms of polynomial expansion and choice

of Gauss quadrature that are most suitable to each specific problem based on the definition of the

parametric probability distribution. The PCM formulation presented here can be further applied to

the computation of higher moments of the QoI, and in higher-dimensional spaces through the use

of tensor product.

1.3 Towards a Predictive Multi-Scale Failure Model

As observed in experimental data, failure is inherently a stochastic and anomalous process. High-

fidelity simulations of micro-structural physics come with the burden of high computational cost,

which impedes the analysis from a probabilistic point-of-view. Therefore, detailed material models

at this scale are often deterministic and do not provide sufficient information to the upper scales.

Moreover, despite the existence of extensive literature on avalanche and crackling noise, and the use

of mathematical models that accurately describe nonlocality at the micro-scale, there is still a gap

in the incorporation of the sub-grid dynamics into continuum, macro-scale failure models. The use

of nonlocal/fractional models has certainly advanced our understanding of complex phenomena

in a tractable manner, relying on fewer inputs for a generalized representation. However, their

numerical challenges, along with the necessity of pre-defining the nature of the interaction kernel

still hinder their applicability in most practical problems.

At all scales, accurate and efficient propagation of uncertainty from input parameters to output

solutions is another challenge. Intrusive methods require direct coding of stochastic effects into the

physics solver. Alternatively, standard non-intrusive methods such as Monte Carlo suffer from slow
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convergence and high computational costs. Therefore, efficient uncertainty quantification methods

are paramount for failure predictability.

With the goal of providing a robust and predictive failure model at the continuum level, we

propose the implementation of a probabilistic data-driven framework for failure analysis, which

learns lower-scale parameter distributions to be upscaled to the continuum level. At the macro-

scale, robust stochastic models and machine learning methods incorporate the underlying statistics

to promote accurate predictions of material and component failure. The framework incorporates

the following multi-disciplinary components:

• Stochastic Modeling: We incorporate the lower-scale stochastic processes to generate pa-

rameter distributions to be upscaled. Furthermore, we construct fast surrogate models to

replace expensive high-fidelity solvers by exploiting the statistics of the underlying physi-

cal processes, leading to the construction of the corresponding stochastic model based on

simulation data.

• Uncertainty Quantification: Given the stochastic nature of the coupling between different

time and length-scales, we need proper UQ and sensitivity analysis (SA) tools to propagate

the uncertainties across the scales. The curse of dimensionality in UQ is an issue that needs

to be treated with fast and accurate methods in forward uncertainty propagation, such as

Probabilistic Collocation Method (PCM) and Sparse Grids. We explore the capabilities of

PCM to develop simple and cost-efficient reliability analysis methods.

• Machine Learning: Learning the nature of underlying anomalous physics in the form of

nonlocal/fractional kernels and operators requires robust machine learning algorithms, where

data mining of large-scale high-fidelity simulations is used to construct such representative

stochastic models. Finally, Machine Learning is a robust tool to detect the presence of failure

in macro-scale applications, even when the available data contains noise originated from

experimental or simulation-based uncertainties.
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1.4 Outline of this Work

This research work has the objective of developing a robust framework for multi-scale failure

analysis. The ability to consider the evolution of defect networks, and how they affect the ultimate

material behavior at the continuum, operational component level, is paramount for a predictive

failure analysis. Moreover, we construct a framework capable of obtaining material parameter

uncertainty at the micro-scale and to simulating failure at the macro-scale while considering

parametric uncertainty. To that end, we show the development of stochastic surrogate models at

the nano-scale which efficiently provides measures of parameter uncertainty. We demonstrate how

the anomalous effects from collective dislocation dynamics in the micro-structure can be modeled

probabilistically with nonlocal models. We propose a framework for incorporating parametric

uncertainty in damage models at the continuum level and identifying the sensitive parameters.

Furthermore, we develop a Machine Learning framework for failure detection at the continuum

level that is robust to noise, either coming from experimental or modeling/parametric uncertainties.

We illustrate the framework in Fig. 1.8. This work is divided in five chapters, which are summarized

below.

Chapter 2: Understanding, modeling, and real-time simulation of the underlying stochastic micro-

structure defect evolution is vital towards multi-scale coupling and propagating numerous sources

of uncertainty from atomistic to eventually aging continuum mechanics. In particular, dislocation

dynamics is directly connected to macro-scale plasticity, void and crack nucleation, and occurs

across different time and length-scales. We aim to study the evolution of dislocation dynamics

from the atomistic all the way to continuum level, and incorporate the anomalous dynamics usually

disregarded in continuum,macro-scale failure morels. In this Chapter, we start by studying the

dislocation mobility, which is a constitutive relation between dislocation velocity and effective

shear stress. The Molecular Dynamics (MD) simulations often used to estimate mobility is com-

putationally expensive, so with the goal of accelerating the computation of dislocation mobility,

and to provide estimates of mobility uncertainty, we developed a graph-based surrogate model of

dislocation glide at the atomistic level. Therefore, the main contributions of this Chapter are:
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physics

DDD simulations/Experiments

• Collective Dynamics
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Uncertainty Quantification, 

Sensitivity Analysis and Machine 
Learning: 2-D Damage Phase-Field

• Failure detection and prediction

• Incorporation of parametric/model 

uncertainty or experimental noise

Figure 1.8 Illustration of the multi-scale failure analysis framework proposed. At each scale we
learn the physics of their underlying processes, and obtain their corresponding stochastic models.
At the macro-scale, robust uncertainty quantification and machine learning algorithms will detect
the presence of damage and predict the material failure.

• We develop a graph-based surrogate model of dislocation glide for computation of stochastic

dislocation mobility. We model an edge dislocation as a random walker, jumping between

neighboring nodes of a graph following a Poisson stochastic process.

• The network representation functions as a coarse-graining of an MD simulation that provides

dislocation trajectories for an empirical computation of jump rates, such as forward and

backwards jump statistics, and waiting time distribution, which we then use to parameterize

the Poisson process on the surrogate model.

• We simulate the dislocation movement on the surrogate model by employing a Kinetic

Monte Carlo method, and recover the original atomistic mobility estimates, with remarkable

computational speed-up and accuracy.

• Furthermore, the underlying stochastic process provides the statistics of dislocation mobility

associated to the original molecular dynamics simulation, allowing an efficient propagation
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of material parameters and uncertainties across the scales, establishing a meaningful link for

predictive multi-scale failure modeling.

Chapter 3: The collective motion of dislocations at the meso-scale leads to interesting phenomena

observed experimentally such as intermittent energy signals, power-law distribution of energy

spectrum, crackling noise, all of which are indicators that avalanches and scale-free dynamics

occurs during the failure process [11–15]. Experimental evidence suggests that at the meso-scale,

dislocation dynamics has nonlocal character due to the collective dynamics.

In this Chapter, we investigate the nonlocal dynamics of collective dislocation motion through

a probabilistic perspective, in which the evolution of the probability density function of dislocation

position is governed by a nonlocal transport model. Specifically, the main contributions of this

Chapter are:

• We simulate a 2-dimensional discrete dislocation dynamics (DDD) problem under periodic

boundary conditions, where the dislocations move in a single glide plane.

• The collective dynamics of the dislocation population give origin to Lagrangian trajectories

that encode the underlying stochastic process directly. We collect all the trajectories of

dislocation motion to generate the PDFs of dislocation position.

• We use a Machine Learning framework to solve the inverse problem of parameterizing the

nonlocal operator that solves the PDF evolution. We employ a bi-level learning framework

that takes time-series evolution of PDFs and learn the power-law exponent 𝛼 and horizon

size 𝛿.

• We identify the shapes of the nonlocal kernel and observe that the presence of dislocation

multiplication induces kernels associated with super-diffusive processes.

Chapter 4: Failure analysis often relies on uncertain data, whether it is coming from experiments,

where measurements contain significant levels of noise, or it is coming from their own mathematical
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models, in the form of uncertain mathematical operators or parameter definition. Therefore, in

order to develop a robust and predictive failure analysis framework, we need a systematic way

of analyzing the model uncertainties. In particular, uncertainty quantification also points to the

operators which could be improved with the goal of mitigating uncertainty.

In this Chapter, we motivate the necessity of different modling approaches that include the

anomalous effects that occur in the material during failure. We consider a stochastic phase-

field model at the continuum level, simulating failure through introducing damage and fatigue

variables. The damage phase-field is introduced as a continuous dynamical variable representing

the volumetric portion of fractured material and fatigue is treated as a continuous internal field

variable to model the effects of micro-cracks arising from energy accumulation. We formulate

a computational-mathematical framework for quantifying the corresponding model uncertainties

and sensitivities in order to unfold and mitigate the salient sources of unpredictability in the model,

hence, leading to new possible modeling paradigms. The contributions in this Chapter are:

• We consider 5 parameters related to damage and fatigue to be random variables with a specific

range. We solve the equations with Finite Element Method in space, and a semi-implicit

method in time. In the stochastic space, we compared the solution statistics of a Monte

Carlo Method (MC) and Probabilistic Collocation Method (PCM). We chose the PCM since

it discretizes the stochastic space using a Lagrange interpolation of the solution, giving exact

integrations in the stochastic space, with just a few realizations, and in our results we found

that indeed PCM have a faster convergence than MC.

• We used PCM as a building block for the uncertainty and sensitivity analyses of the damage

model. We performed a Local Stochastic Sensitivity Analysis for the 5 parameters by

taking the expectation of local sensitivity over the parametric domain range, where the local

sensitivity at each point was computed by Complex-Step Differentiation, which is faster

and more accurate than Finite-Difference. Then, we performed Global Sensitivity Analysis

to quantify the contribution of each parameter into the total variance of the solution. An
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Analysis of Variance (ANOVA) based on Sobol index was performed using PCM, where we

post-process the realizations in the tensor product of collocation points, which is fast and

accurate, contrary to MC.

• In the end, we analyzed two representative problems, a single-edge notched tensile test, and

an I-shaped specimen. From the notched case, since we have a pre-existing crack with a

known propagation direction due to the loading conditions, we observed that the parameters

that contribute most to the solution uncertainty are related to damage evolution rate. For

the I-shaped specimen, we found that parameters with more contribution were related to the

damage free-energy potential that originated the classical Laplacian operator. The results

point to the most sensitive parameters, indicating where we can modify the model to mitigate

uncertainty. Our results suggest a revision of the classical free-energy, with the inclusion of

neglected nonlocal terms that upscale the anomalous effects disregarded in current models.

Chapter 5: Failure in brittle materials led by the evolution of micro- to macro-cracks under

repetitive or increasing loads is often catastrophic with no significant plasticity to advert the onset

of fracture. Early failure detection with respective location are utterly important features in any

practical application, both of which can be effectively addressed using artificial intelligence.

In this Chapter, we developed a Machine Learning framework for failure prediction of brittle

materials. We combine a classification algorithm with a pattern recognition scheme, where we

select virtual nodes from Finite Element results of the phase-field damage model to construct a

degradation function, and generate patterns of material softening. From each sensing node, we

extract a time-series such that we obtain a pattern at each time-step. We investigated the spatial

location (by analyzing different patterns) and time occurrence (by defining criteria for onset of

failure, and failure state) of the fracture by k-Nearest Neighbors (k-NN), and Artificial Neural

Networks (ANN) algorithms to analyze and classify the patterns. The major contributions of the

Chapter are:

• Time-series data of the phase-field model is extracted from virtual sensing nodes at different
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locations of the geometry.

• A pattern recognition scheme is introduced to represent time-series data/sensor nodes re-

sponses as a pattern with a corresponding label, integrated with ML algorithms (k-NN and

ANN), used for damage classification with identified patterns.

• We perform an uncertainty analysis by superposing random noise to the time-series data to

assess the robustness of the framework with noise-polluted data.

• Results indicate that the proposed framework is capable of predicting failure with acceptable

accuracy even in the presence of high noise levels. The findings demonstrate satisfactory

performance of the supervised ML framework, and the applicability of artificial intelligence

and ML to a practical engineering problem, i.,e, data-driven failure prediction in brittle

materials.

Chapter 6: We discuss the main conclusions of this work, and comment on future research steps.
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CHAPTER 2

ATOMISTIC-TO-MESO MULTI-SCALE DATA-DRIVEN GRAPH SURROGATE
MODELING OF DISLOCATION GLIDE

2.1 Introduction

Multi-scale materials modeling and simulations are a rapidly growing scientific field, where it

is critical to propagate uncertainties to accurately and efficiently bridge material properties be-

tween adjacent length- and time-scales. Among several types of material imperfections that cause

disturbances in crystal structures, dislocations are line defects [1] that are naturally present from

manufacturing until failure of crystalline materials. Describing the small-scale buildup and dy-

namics of dislocations can provide an important insight on early fatigue precursors [69, 70], which

are beyond the resolution of existing continuum models of high-cycle fatigue damage. In order to

accurately propagate such early statistics of failure to the continuum for large-scale applications,

consistent, robust and efficient coupling frameworks between the atomistic and meso-scales are

fundamental.

Molecular dynamics (MD) is a first-principle theory that explicitly describes the motion indi-

vidual atoms at small scales based on Newton’s second law. In the context of dislocations, MD has

been employed as an effective tool for the atomistic understanding of canonical types of dislocation

motion for diverse crystal structures and their corresponding mobility/drag coefficients [71–75],

as well as the estimation of core energies, responsible for dislocation self-interactions [23, 76].

In order to describe the complex arrangements and mechanics of dislocation networks at the in-

termediate scale of scanning electron microscopy [77], discrete dislocation dynamics (DDD) has

become a practical computational tool [27] that allowed the discovery of new physics, such as dis-

location multi-junctions [78]. Accurate DDD simulations require precise experimental properties

from dislocations and the corresponding medium, which can be obtained through MD experiments.

However the large number of degrees of freedom required for robust MD simulations may render

23



such experiments prohibitive, especially when a large number of realizations is needed to propagate

the statistical qualities from small- to large-scales.

Aiming to simulate processes at longer time-scales, while still respecting the intrinsic physics

of lower-scale dynamics, different approaches have emerged. Kinetic Monte Carlo (KMC) methods

became popular in the last decades in a myriad of materials science applications. KMC is a type

of continuous-time Markov process [79, 80], where the process rates should be known in advance.

This method appeared originally for simulation of vacancies [81] and Ising spin systems [82],

gaining popularity among a variety of applications, including crystal growth [83], visco-elasticity

[84], and surface kinetics [85]. Researchers have also used KMC methods to construct low-fidelity

models for dislocation motion in materials ranging from bcc metals [86] to Silicon [87–89], where

temperature, size, and stress effects are investigated. More recently, [90, 91] used KMC to study

the interaction between solute atoms and screw dislocation bcc metals. This approach has the

advantage to capture rare thermally-activated motions, which is not possible in MD simulations

[92]. However, such models are limited due to uncertainties in atomistic estimation of parameters

used in the computation of rate constants, commonly obtained from activation energies derived

from transition State theory [93]. Phase Field Crystal (PFC) is another fast growing method for

simulation of crystalline structures with atomistic detail, while reaching diffusive time-scales, and

has been used to model dislocation dynamics [94–97].

More recently, graph theory [98] has also presented itself as a robust approach in the field of

materials science, with applications in coarse-graining [99], and chemical kinetics, in combination

with KMC method [100]. Graph theory has a leading potential to provide efficient coarse-graining

of micro-scale dynamics, furnishing suitable ground for stochastic simulations of underlying dislo-

cation dynamics through a random walk over a network. For an extensive review of random walks

on networks, we refer the reader to [101] and references therein.

In this work, we propose a data-driven framework for the construction of a surrogate model

of edge dislocation glide at the atomistic level, where dislocation position as a time-series data

is collected from high-fidelity MD simulations to train the model. We first perform a coarse-
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graining of the atomistic domain through a graph-theoretical formulation. In the case of dislocation

glide in a periodic domain, a ring graph provides an accurate representation. However, the general

construction of the network and associated operators allows further enhancements for more complex

dynamics in a direct way. We model dislocation motion as a random walker, jumping between

neighboring nodes on the network, following a continuous-time, Markovian stochastic process.

The waiting times for forward or backward jumps between neighboring nodes is exponentially

distributed with rate parameter directly computed from the MD time-series data. We supply a

KMC algorithm with the estimated rate constants to simulate the dislocation motion under different

applied shear stresses, providing fast and accurate calculations of dislocation velocity and mobility.

Ultimately, beyond the efficient estimates of material properties at the atomistic-level, the

proposed framework allows the propagation of uncertainties across the scales. With the stochastic

description of dislocation motion through a random walk over a network, governed by a Markov

jump process, we can compute statistics associated to the dislocation motion that are intrinsically

attached to the original atomistic setup. In that sense, we provide a mobility experiment of

similar nature to the associated MD simulation, with the advantage of quantifying parametric

uncertainty, which would be prohibitively costly through high-fidelity MD simulations. This

approach differs from existing KMC dislocation models that simulate dislocations at the meso-

scale [87], and expands over current atomistic coarse-graining methods for dislocations [102],

which do not estimate uncertainties associated with the high-fidelity simulations. To the best of our

knowledge, this is the first computational effort in providing uncertainty estimates of dislocation

mobility properties from the atomistic level. Mobility estimates and associated uncertainties

provided by the surrogate model can later be upscaled to meso-scale dislocation simulations,

such as DDD. At that stage, the collective behavior of dislocations would intrinsically incorporate

stochastic effects of lower scales that would be propagated to the continuum (i.e., through dislocation

density and plastic strains), therefore providing efficient multi-scale coupling starting in the MD

domain. This feature is essential to the development of predictive models at the component level,

whether the interest is on visco-elasto-plasticity [46, 47, 103], fracture [104, 105] or fatigue [34].
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2.2 Data-Driven Framework

We develop a surrogate model for dislocation glide parameterized by MD data to quickly obtain

estimates of dislocation mobility in a short time-frame. The numerical framework for model

construction and simulation is illustrated in Fig. 2.1. To construct the surrogate, the atomistic

domain is coarse-grained and idealized as a periodic line graph (a ring graph), where nodes

correspond to the sub-domains inside the crystal.

From the coarse-grained description, we represent the dislocation as a random walker that

jumps between neighboring nodes following a Poisson stochastic process. The rate constants that

parameterize the process are obtained directly from MD simulation data of an edge dislocation

gliding under shear stress, allowing the reconstruction and simulation of the stochastic dislocation

motion through KMC method. KMC and MD are independent techniques for dislocation motion,

yet here we combine both, leading to a fast computation of dislocation mobility using KMC, in

which the parameters come from high-fidelity, costly, MD simulations.

We start by discussing the methodology of dislocation simulation through MD. Then, we

describe the coarse-graining of the physical domain as a ring graph, and construct the dislocation

random walker based on Poisson processes. Computing the rate constants from MD simulations,

we ensure that sequences of States coming from KMC converge in distribution with MD trajectories

[79], yet using far less computation time, allowing for longer simulation times that are not achievable

in MD.

2.2.1 Molecular Dynamics Simulation of Edge Dislocation Glide

Following body-centered-cubic Fe-C simulations from [23], we generate synthetic dislocation

motion data in a pure Fe system and estimate the edge mobility property through MD simulations

utilizing the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [106]. All

the MD simulations in this work are run in 80 Intel Xeon Gold 6148 CPUs with 2.40GHz.

The MD system under consideration is illustrated in Fig. 2.2, consisting of a simulation box of
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Figure 2.1 Framework for constructing a network-based KMC surrogate model for dislocation glide.
The surrogate is then employed for fast and accurate simulations of dislocation motion, obtaining
velocity data at different stress levels, leading to the estimation of the dislocation mobility.

61 × 40 × 20 𝛼-Fe unit cells with dimensions 25.14 × 26.96 × 24.06 [𝑛𝑚] in the 𝑥, 𝑦, 𝑧 directions.

A straight edge dislocation with Burgers’ vector b = 1
2 [1, 1, 1] is generated by removing a (1, 1, 1)

half-plane of atoms from the center of the box. The MD domain consists of 1 353 132 atoms

with periodic boundary conditions applied in the 𝑥 and 𝑧 directions, and shrink-wrapped boundary

conditions applied to the unit cells in the top- and bottom-planes along the 𝑦-direction. We perform

an NVE time-integration, where the system’s temperature is relaxed to 𝑇 = 750 [𝐾] through

velocity-rescaling for 100 [𝑝𝑠] (see Fig.2.3a). We utilize a combined Tersoff bond-order and

repulsive Ziegler-Biersack-Littmark (ZBL) interatomic potential, with corresponding parameters

from [107].

We apply shear stress values in the range 𝜏 ∈ [15, 100] 𝑀𝑃𝑎 to the top layer in Fig. 2.2a,

parallel to b, which induces a glide motion in the 𝑥-direction on the (1, 1, 0) plane. No temperature

control is enforced in this stage and we run the simulation over 1 [𝑛𝑠] with time-step size Δ𝑡𝑀𝐷 =

2 [ 𝑓 𝑠]. The MD time-series data is saved every 100 time-steps and the atom positions are post-

processed utilizing the Polyhedral Template Matching (PTM) method [108] implemented in OVITO

(https://www.ovito.org/) [109], which allows us to detect and track the lattice disturbance.

We define the dislocation position as the average of all 𝑥-coordinates of atoms belonging to the
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(a) (b)

Figure 2.2 MD domain of the dislocation mobility test. (a) 𝑥 − 𝑦 plane, illustrating the edge
dislocation core as the lattice perturbation at the center. (b) 3D view of the MD domain with the
BCC lattice removed, showing the dislocation line along the 𝑧-axis.

disturbed region (dislocation core) in Fig.2.2a. Therefore, for every applied shear stress 𝜏, we

obtain a position vector x𝑀𝐷 (𝑡) with 5000 data-points (see Fig. 2.3b) of size Δ𝑡𝑀𝐷 = 2 [ 𝑓 𝑠], from

which we compute the corresponding velocity 𝑣𝑀𝐷 through a linear fit. The obtained velocity from

the post-processed MD simulation can be related to the one-dimensional solution from dislocation

dynamics denoted by 𝑣𝑥 , and given by the following relationship:

𝑣𝑥 = 𝑀 · 𝑏 · 𝜏. (2.1)

where 𝑀 denotes the edge dislocation mobility, and 𝑏 =
√

3𝑎/2 represents the magnitude of b.

Equation (2.1) is obtained from the balance between the applied Peach-Kohler force induced by

the shear stress 𝜏 and the dislocation drag force. Therefore, setting 𝑣𝑀𝐷 = 𝑣𝑥 and from the slope

𝑚 = 𝑀 · 𝑏 of the velocity versus stress curve in Fig. 2.3c, we estimate the edge dislocation glide

mobility as 𝑀 = 𝑚/𝑏 ≈ 5931.3 [(𝑃𝑎.𝑠)−1], which is in good quantitative agreement (1.73%

difference) compared to the results obtained by Lehtinen et al.[23].

2.2.2 Graph-theoretical Coarse-graining

We begin the surrogate framework by idealizing a coarse-grained version of the atomistic domain

as a graph 𝐺 (𝑉, 𝐸), with a set vertices (or nodes) 𝑉 connected by edges 𝐸 . In this representation,
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(a) (b) (c)

Figure 2.3 (a) Temperature and total energy for the equilibration step, (b) Edge dislocation position
x𝑀𝐷 (𝑡) and (c) mobility through MD simulations for distinct values of applied shear stresses 𝜏
under 𝑇 = 750 [𝐾]. We observe an overdamped motion for the applied shear stress range and a
linear mobility relationship.

each node on the network represents a sub-domain from the original MD system. In the case

of a dislocation glide along a single slip plane, a one-dimensional ring graph is an adequate

simplification of the dislocation movement, also assuring the periodicity presented in the MD

domain.

The coarse-graining is achieved by dividing the domain into 𝑛 sub-domains, or bins, such that

𝑛 =

⌊
𝐿

max(𝒅)

⌋
(2.2)

where 𝐿 is the size of the domain (in the 𝑥 − 𝑦 plane), and 𝒅 is the vector containing the distance

traveled by the dislocation between each MD time-step, with entries 𝑑𝑖 = 𝑥𝑀𝐷𝑖+1 − 𝑥𝑀𝐷
𝑖

. We choose

this upper bound to ensure that the dislocation only travels to neighboring nodes. In this sense, we

identify the dislocation as corresponding to node 𝑖 of the graph if the dislocation position in the

MD simulation lies between the bounds of bin 𝑖 of width Δ𝑥 = 𝐿/𝑛.

We now define the standard operators for a continuous-time random walk on a network. The

adjacency matrix 𝑨 has elements 𝐴𝑖 𝑗 = 1 if there is a link between nodes 𝑖 and 𝑗 , and 𝐴𝑖 𝑗 = 0

otherwise, for 𝑖, 𝑗 = 1, 2, . . . , 𝑁 . The degree matrix 𝑲 represents the number of edges attached

to the node, computed as 𝐾𝑖𝑖 =
∑𝑁
𝑗=1 𝐴𝑖 𝑗 , and 𝐾𝑖 𝑗 = 0 for 𝑖 ≠ 𝑗 . From 𝑨 and 𝑲 we define the

transition matrix 𝑾, with elements 𝑤𝑖→ 𝑗 =
𝐴𝑖 𝑗
𝐾𝑖

, representing the probability of the random walker

to transition from node 𝑖 to node 𝑗 .
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Specifically for the ring graph considered for the surrogate model, every node is attached to two

other nodes, which makes entries 𝐴𝑖𝑖+1 = 𝐴𝑖𝑖−1 = 1, except when 𝑖 = 1 or 𝑖 = 𝑁 . In those cases,

𝐴1𝑛 and 𝐴𝑛1 are set to one to ensure periodicity. As a consequence, degree matrix 𝑲 has all entries

𝐾𝑖𝑖 = 2.

The transition matrix is finally computed with elements 𝑤𝑖→𝑖 = 𝑤𝑖→𝑖+1 = 𝑤𝑖→𝑖−1 = 1
2 . Again,

the exception is for nodes 𝑖 = 1 and 𝑖 = 𝑁 , where we obtain 𝑤1→𝑁 = 1
2 and 𝑤𝑁→1 = 1

2 , respectively,

due to periodicity. At this point we use the transition matrix 𝑾 as a building block for introducing

the dynamics of dislocation motion. Its purpose is to initially restrict the movement of the random

walker to the neighboring nodes with equal probability, later modulated by empirical rates computed

from MD simulations.

2.2.3 Construction of the Random Walk

The construction of the random walk representative of dislocation glide is dependent on two main

aspects: first, on the simplification of dislocation motion and its coarse-graining through a graph-

theoretical framework, as discussed before; second, on the statistical representation of dislocation

mobility through a Poisson process that naturally leads to the use of KMC method. We now discuss

the formulation of the random walk, where we will follow closely the ideas in [79].

The main attractiveness of KMC is the simplification of complex dynamics into a counting

process, where the entire system moves from State to State. For each possible escape path from

the current State, there is an associated rate constant 𝑞𝑖 𝑗 , which is the probability per unit time to

transition to State 𝑗 from State 𝑖.

For modeling the dislocation motion through a random walk, we first assume that the transition

probabilities for dislocation motion are independent of history, therefore, characteristic of a Markov

processes. Second, for systems such as the pure Fe-Fe studied in this work, there is no evident

acceleration of dislocation in the long range. Therefore, we assume that the underlying process is

stationary with independent increments.

Let (Ω, F , P) be a complete probability space, where Ω is the space of outcomes 𝜔, F is the
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𝜎-algebra and P is a probability measure, P : F → [0; 1]. From the assumptions, we model the

total number of jumps 𝑁𝑡 (𝑡) between States over time 𝑡 ∈ [0,∞) as a Poisson process with total

rate 𝑄, such that for any 𝑡, 𝑁𝑡 (𝑡) ∼ Poisson(𝑄𝑡).

For an arbitrary process with several possible States 𝑗 from current State 𝑖, each with rate 𝑞𝑖 𝑗 , the

total rate𝑄 is𝑄 =
∑
𝑗 𝑞𝑖 𝑗 , following the assumption that the different processes are independent and

non-overlapping. In the dislocation motion studied here, there are only two possible escape paths

from any current State, a forward or backward jump, with respective rates 𝑞 𝑓 and 𝑞 𝑓 . Therefore,

we have

𝑄 = 𝑞 𝑓 + 𝑞𝑏 . (2.3)

Furthermore, let 𝑋 : Ω → R be a random variable that represents the waiting times between

jumps over the graph 𝐺. Then, 𝑋 ∼ Exponential(𝑄), meaning that the process is first-order with

exponential decay statistics, i.e., memoryless. The probability of the random walker not performing

any jump, therefore staying on the current node, is given by

𝑝stay(𝑡) = 𝑒−𝑄𝑡 , (2.4)

leading to the standard computation of time increments Δ𝑡 in KMC algorithms,

Δ𝑡 = − ln(𝑟)
𝑄

, (2.5)

where 𝑟 is a random number sampled from the uniform distribution U(0, 1).

After each time-step with size given by Eq. (2.5), the system will evolve to a new State with

probability proportional to 𝑞 𝑓 and 𝑞𝑏. In general, this is accomplished by recomputing the elements

of 𝑾 as 𝑝𝑖 𝑗 , representing the probability of a jump per unit of time, in units of 𝑠−1. Probabilities

are obtained through

𝑝𝑖 𝑗 =
𝑤𝑖→ 𝑗𝑞 𝑗∑
𝑗 𝑤𝑖→ 𝑗𝑞 𝑗

, (2.6)

where 𝑝𝑖 𝑗 is now the walker’s probability to go from node 𝑖 to node 𝑗 , per unit time . The result is

normalized to make
∑
𝑗 𝑝𝑖 𝑗 = 1. Equivalently, we may simply take

𝑝𝑖 𝑗 =
𝑞 𝑗∑
𝑗 𝑞 𝑗

=
𝑞 𝑗

𝑄
(2.7)
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for 𝑞 𝑗 ∈ {𝑞 𝑓 , 𝑞𝑏}.

Remark 2.2.1. Note that the increment in time and the selection of the next State are independent

of each other. First the system waits for any jump with probability related to the total jump rate 𝑄.

Then, in a separate drawing, the next State is chosen with probabilities proportional to 𝑞 𝑓 and 𝑞𝑏.

Remark 2.2.2. The general graph-theoretical description of the physical system allows flexibility

and future incorporation of more complex cases, beyond the ring graph currently adopted for the

case of dislocation glide. The inclusion of inhomogeneous Poisson processes (either in time or

space), dislocation climb, or even non-Markovian network dynamics as in the case of Lévy flights

[110] can be built on top of this fundamental framework in a straight-forward fashion.

Since the graph nodes are positioned in the center of each bin, as illustrated in Fig. 2.1, we have

an approximation for distance traveled by the dislocation from the internodal distance Δ𝑥. Then, at

each time-step, the dislocation spatial position is updated by
𝑥𝑛+1 = 𝑥𝑛 + Δ𝑥, if dislocation jumps forward

𝑥𝑛+1 = 𝑥𝑛 − Δ𝑥, if dislocation jumps backwards
(2.8)

where 𝑥𝑛+1 is the new dislocation position ate time-step 𝑡𝑛+1. In that sense, this model is still a

discrete-space random walk, which calls for extra care when computing the dislocation velocity.

One possibility is to mimic the procedure from MD simulations, and plot the dislocation distance

as a function of time, performing a linear regression to obtain the dislocation velocity 𝑣. We run

the simulation for each stress level, and plot the dislocation velocity as a function of stress. Again,

a linear regression is used to obtain the slope of the curve 𝑚 for a linear mobility rule as in MD,

and the dislocation mobility from the network dynamics is estimated through Eq. (2.1).

Algorithm 2.1 summarizes the procedure of running a KMC simulation of dislocation glide

through a random walk on a network for a total of 𝑀 time-steps when we know the rates of forward

𝑞 𝑓 and backward 𝑞𝑏 jumps. We implemented Algorithm 2.1 in Python 3.7, in addition to a routine

for the computation of empirical jump rates from MD. The ring graph, corresponding matrices,

and operators are constructed using the NetworkX Python package [111].
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Algorithm 2.1 Kinetic Monte Carlo method for Dislocation Glide as a Random Walk on a Graph
1: Given: rates for jump forward 𝑞 𝑓 and jump backward 𝑞𝑏, compute total rate through Eq. (2.3).
2: Given: number of nodes 𝑛 through Eq. (2.2), and the distance between nodes Δ𝑥, compute

transition matrix𝑊 .
3: for Time-steps 𝑚 = 0 → 𝑀 − 1 do
4: Given the current node position 𝑖, get the corresponding 𝑖−th line of 𝑾.
5: Update line 𝑾𝑖 as in Eq. (2.7).
6: Choose next position 𝑗 based on the pdf given by𝑊𝑖.
7: Generate a random number 𝑟 ∼ U(0, 1).
8: Advance time by a time-step Δ𝑡 from Eq. (2.5).
9: Update the dislocation’s spatial position by Δ𝑥 using Eq. (2.8).

10: end for

2.2.4 Empirical Computation of Rate Constants

One of the major drawbacks of KMC methods is the required knowledge of process rates as

inputs to the method, which may not always be a trivial task, where traditional approaches involve

the computation of rates through physical principles [79, 93]. In this work, we propose a data-

driven approach for the computation of jump rates from dislocation position data obtained in MD

simulations. In this way, the atomistic, high-fidelity simulation with observable dislocation motion

parameterizes the surrogate model through the rate constants.

From the coarse-graining procedure, at each time-step we can identify and track the node

associated with the dislocation position in MD. With this information, we are able to compute the

waiting times between two consecutive jumps, classified in three main groups of events: forward,

backward, or any jump. We also compute the total number of jump events in any of the three

groups, respectively 𝑁 𝑓 , 𝑁𝑏, and 𝑁𝑡 = 𝑁 𝑓 + 𝑁𝑏. Both groups of data can be used to estimate the

rate constants.

We model 𝑁𝑡 (𝑡) following a Poisson distribution, and given that the expectation of a Poisson

random variable with parameter _ = 𝑄𝑡 [112] is

E[𝑁𝑡 (𝑡)] = 𝑄𝑡, (2.9)

we may infer the rate parameter 𝑄 from empirical data by taking

𝑄 =
E[𝑁𝑡 (𝑡)]

𝑡
. (2.10)
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The expected number of jumps E[𝑁𝑡 (𝑡)] is taken here to be the number of jumps that occurred

in the MD simulation during simulation time 𝑡. Equivalently, we can replace 𝑁𝑡 (𝑡) by 𝑁 𝑓 and 𝑁𝑏,

to respectively compute 𝑞 𝑓 and 𝑞𝑏.

Alternatively, we can look at the probability that a jump happened by time 𝑡′, which is the

integral of the probability of the first jump 𝑝(𝑡), and it is given by∫ 𝑡′

0
𝑝(𝑡)𝑑𝑡 = 1 − 𝑝stay(𝑡′). (2.11)

It follows that 𝑝(𝑡) can be obtained by taking 𝑝(𝑡) = − 𝜕𝑝stay (𝑡)
𝜕𝑡

, so that

𝑝(𝑡) = 𝑄𝑒−𝑄𝑡 , (2.12)

which is an exponential distribution of waiting times. Taking the first moment of Eq. (2.12) gives

the average waiting time for a jump ` as

` =

∫ ∞

0
𝑡 𝑝(𝑡)𝑑𝑡 = 1

𝑄
. (2.13)

Note that again we may generalize the result from Eq. (2.13) to average waiting time between

two consecutive forward and backward jumps exclusively, ` 𝑓 and `𝑏, just by isolating those events

from the complete time-series of waiting times. In that case, we can also obtain 𝑞 𝑓 and 𝑞𝑏 from

waiting time distributions.

The last method we may use to compute the rate constants is also through distributions of

waiting times. Yet, this time we fit an exponential function to the histogram of waiting times using

Maximum Likelihood Estimation (MLE). The MLE estimator for an exponential fit is equivalent to

the reciprocal of sample mean, i.e. 1/`, therefore we can expect identical results when using both

methods [113]. We compare the accuracy of all three methods in the following section by using

user-defined true rates as reference solution.

2.3 Results and Discussion

We now present the numerical results from the surrogate model simulations. We start by investigat-

ing the accuracy of the rate estimation algorithm, and the convergence as a function of the number
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of time-steps from the original data-set using manufactured known process rates. Then, we apply

the framework to real MD simulation data of dislocation glide and compute the mobility using the

surrogate, comparing the results with MD mobility computations.

2.3.1 Convergence of Rate Constant Estimation

We investigate the accuracy and convergence of the rate estimation algorithm through KCM sim-

ulation of a single random walker in a ring graph, with manufactured true rates 𝑞true for forward

and backward jumps. We test different rate combinations for the jumps, and apply Eqs.(2.10) and

(2.13), and MLE to estimate the original rates in one realization of the stochastic process. We

check the convergence of the rate estimate with different number of time-steps, which in this case

is the exact number of total jumps 𝑁𝑡 (𝑡). We consider a graph with 𝑛 = 20 nodes.

We show results in Tables 2.1 and 2.2, for the estimation through Eq. (2.10). The other two

methods yield identical results for the manufactured solution, and are omitted. We present the

estimated rates 𝑞est, and the relative error to the true rates, computed as

error =
|𝑞true − 𝑞est |

|𝑞true |
. (2.14)

We observe that accuracy is dependent on the number of time-steps, which is natural, since

more time-steps provide more data for a reliable statistical representation of the true rates. Second,

the estimate is more accurate for higher rates, relative to lower ones, as in Table 2.1, where the ratio

between the rates is large. For rates of similar magnitude, error levels are comparable, since there

is sufficient data for both estimates.

2.3.1.1 Uncertainty quantification of rate estimation

Due to the probabilistic nature of this framework, results from Tables 2.1 and 2.2 show oscillations

in error measures, which only represent the accuracy of a single realization of the problem in

the stochastic space. This motivates an Uncertainty Quantification (UQ) analysis, where we using
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Table 2.1 True rates: 200 (forward) and 1 (backward), in units of 𝑠−1.

Number of time-steps Forward Rate Error Backward Rate Error

101 191.9520 4.02% 0.0000 100.00%
102 202.8340 1.42% 0.0000 100.00%
103 214.0373 7.02% 1.9438 94.38%
104 197.1265 1.44% 0.9309 6.91%
105 199.2291 0.39% 0.9066 9.34%
106 200.0162 0.01% 0.9272 7.28%

Table 2.2 True rates: 100 (forward) and 100 (backward), in units of 𝑠−1.

Number of time-steps Forward Rate Error Backward Rate Error

101 51.5011 48.50% 51.5011 48.50%
102 124.4437 1.82% 101.8176 1.82%
103 108.6405 3.66% 96.3416 3.66%
104 98.6444 0.40% 100.3960 0.40%
105 100.3814 0.32% 99.6812 0.32%
106 99.8083 0.04% 100.0381 0.04%

Monte Carlo method to quantify the level of uncertainty in the rate estimation for data with different

number of time-steps.

Two types of analysis were performed. First, for a fixed number of 1000 time-steps, expectation

and standard deviation were obtained for different number of MC realizations. Last, for a fixed

number of 1000 realizations, we obtained expectation and standard deviation for different number

of time-steps, i.e., by considering different final simulation times from the time-series data. To

show this result, we average the number of statistical events (total jumps) from each realization

to construct the 𝑥-axis. For the same network of 𝑛 = 20 nodes as before, and true rates of

𝑞 𝑓 ,true = 200 𝑠−1 and 𝑞𝑏,true = 1 𝑠−1 as in Table 2.1, we plot UQ results in Fig. 2.4.

From Fig. 2.4 we see that the precise computation of rates from data is almost exclusively

dependent on the number of statistical events, therefore on the length of the simulation. Increasing

the number of realizations does not increase the accuracy of the recovered rates, and the uncertainty

region is kept constant. However, increasing the number of time-steps through considering longer

simulation times leads to the expected value to converge to the true rate, and shrinks the uncertainty
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Figure 2.4 Convergence to true rates (y-axis) as a function of number of realizations with fixed
time-steps (a), or number of time-steps with fixed realizations (b). Dashed lines are the true rates
(200 and 1), solid lines are the expected rates, and the shaded areas are the regions of uncertainty
based on standard deviation.

region.

2.3.2 Dislocation Mobility

Here we present numerical results for one complete cycle of the framework, from MD simulation

of dislocation glide, to rate estimation and final surrogate simulation through a random walk in the

constructed network.

2.3.2.1 Rate estimation

From the raw data of dislocation position and time obtained from LAMMPS and Ovito, we apply

the domain decomposition into bins equivalently to graph nodes, and track the current node over

time. We count the number of jumps forward and backward between two nodes, as well as the

waiting times between events. This also allow us to compute the waiting times between two forward

or backward jumps.

Now we show the rate estimation procedure. First, we compile the waiting time statistics in

histograms, and plot the normalized histograms with a corresponding exponential fit in Fig. 2.5 for
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Figure 2.5 Normalized histograms of waiting times between forward (a) and (d), backward (b)
and (e), and any jump (c) and (f), along an exponential fitted curve resulted from MLE parameter
estimation for 𝜏 = 25 𝑀𝑃𝑎 (top row) and 𝜏 = 100 𝑀𝑃𝑎 (bottom row).

two values of shear stress, 𝜏 = 25 𝑀𝑃𝑎 and 𝜏 = 100 𝑀𝑃𝑎. Observe that distributions of waiting

times can be approximated by an exponential decay through its mean value, given the assumption

made in the random walk construction.

We also point that for the lower stress (top row), the distribution of backward waiting times,

Fig. 2.5 (c), is closer to the forward case, when compared to a higher stress level (bottom row),

Fig. 2.5 (f), which is a direct translation of physical effects that occur at the atomic level into a

statistical description of dislocation motion. Furthermore, waiting times for backward jumps at

𝜏 = 100 𝑀𝑃𝑎 are longer than at 𝜏 = 25 𝑀𝑃𝑎, since higher stresses hinder the backward dislocation

motion.

From the statistical description of waiting times, we compute the rate constants for forward,

backward, and total jumps using the expectation of number of events, Eq. (2.10), average waiting

times, Eq. (2.13), and the parameter of the exponential fit in Fig. 2.5, obtained by MLE. Again, we
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Table 2.3 Rate estimates from MD data for different values of shear stress, using Eq. (2.10),
Eq. (2.13) and MLE fit.

𝜏 25 𝑀𝑃𝑎 100 𝑀𝑃𝑎

Method E[𝑁 (𝑡)]/𝑡 1/` MLE E[𝑁 (𝑡)]/𝑡 1/` MLE

𝑞 𝑓 0.633 0.634 0.634 0.625 0.626 0.626
𝑞𝑏 0.352 0.353 0.353 0.060 0.062 0.062
Q 0.985 0.987 0.987 0.685 0.686 0.686
𝑞 𝑓 + 𝑞𝑏 0.985 0.987 0.987 0.685 0.688 0.688
Error (%) 0.00 0.00 0.00 0.00 0.29 0.29

compare results for 𝜏 = 25 𝑀𝑃𝑎 and 𝜏 = 100 𝑀𝑃𝑎, and construct Table 2.3.

Table 2.3 shows the estimates of 𝑞 𝑓 , 𝑞𝑏, and 𝑄 directly. We also compute the quantity

𝑞 𝑓 + 𝑞𝑏 and compare it with total rate 𝑄 through a relative error measure. We assume that 𝑄 is the

reference value since it comes directly from data. We observe that all methods yield nearly identical

results, specially for 𝑞 𝑓 , which has more available data points. For 𝑞𝑏, difference is greater in the

𝜏 = 100 𝑀𝑃𝑎 case due to lower number of data points. We also observe greater error between

𝑞 𝑓 + 𝑞𝑏 and 𝑄 for 𝜏 = 100 𝑀𝑃𝑠, for the same reason.

Nevertheless, the three methods are equivalent, and the differences between their results are

negligible, so the choice of any particular method yields nearly identical results in the stochastic

simulation. The MLE estimate and the 1/` result are identical, as expected for the exponential fit.

The sample mean estimation from 1/` should converge to the first case, E[𝑁 (𝑡)]/𝑡 as 𝑡 → ∞ or as

𝑁 → ∞, since the computation of ` involves the summation of waiting times, which will approach

the total simulation time when the 𝑡 or 𝑁 are large. For simplification purposes, for the remaining

simulations we will use the expectation estimate, Eq. (2.10) only due to the agreement between

𝑞 𝑓 + 𝑞𝑏, and total rate 𝑄 obtained directly from data points.

We also check the convergence of estimated rates as in the example with manufactured true

rates. Here, we do not know the exact rates, therefore we observe the trend of forward and backward

rates as we increase the number of observations. Similarly to the manufactured case, each data

point in the plot is generated by considering a truncated time-series, until the final data point which

includes the whole time series. Fig. 2.6 shows the results of rate estimation, where the 𝑥-axis
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(a) 𝜏 = 25 𝑀𝑃𝑎.
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(b) 𝜏 = 50 𝑀𝑃𝑎.
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(c) 𝜏 = 100 𝑀𝑃𝑎.

Figure 2.6 Convergence in the jump rates from MD time-series data for different stress levels. We
observe a more steady and monotonic trend with higher stress levels.

again shows the number of statistical events (total number of jumps 𝑁𝑡 (𝑡)). We observe that the

higher the stress level, the smoother is the curve, which is physically consistent. Higher stresses

make the forward rates much larger than the backward rates, and the dislocation movement in the

MD simulation flows with less noise, so the rate estimates will tend towards a final value with less

oscillations.

2.3.2.2 Surrogate results

For each value of shear stress in the surrogate simulation, we obtain the corresponding rate constants

through Eq. (2.10) and simulate the random walk on a ring graph through the KMC framework,

Algorithm 2.1. In the end, we are able to plot the distance traveled by the dislocation as a function

of time, similar to what is done in MD, by updating the spatial position using Eq. (2.8). We plot the

position-time evolution of one realization of the random walk under three different shear stresses,

in comparison with the MD results in Fig. 2.7.

From Fig. 2.7 we make some observations. First, under lower stress, MD results are intrinsically

noisy, with the dislocation moving more easily under higher stresses, where the MD plot becomes

smoother. Those characteristics are manifested in the rate constants as discussed in Table 2.3 and

Fig. 2.6, and in the position versus time plots generated from the stochastic process in Fig. 2.7.

We also verify form Fig. 2.7 that the position evolution of the random walk closely follows the

same trend as in the original data set. We then compute the dislocation velocity by applying a linear
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(b) 𝜏 = 50 𝑀𝑃𝑎.

0 200 400 600 800 1000
Time [ps]

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

Po
sit

io
n 
[p
m
]

1e5
LAMMPS
Surrogate

(c) 𝜏 = 100 𝑀𝑃𝑎.

Figure 2.7 Position versus time of edge dislocation, comparison between MD results from LAMMPS
and one realization of surrogate model through the random walk on a network.
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(b) 𝜏 = 50 𝑀𝑃𝑎.
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Figure 2.8 Normalized histograms of velocity estimates from different applied shear stresses.
Gaussian fit is plotted after computation of expectation E [𝑣] and standard deviation 𝜎2 [𝑣] from
1000 MC realizations.

regression model to the plots and computing the slope of the linear fit. We repeat this procedure for

a large number of realizations, and run a UQ analysis to obtain the statistics of dislocation mobility.

We use a simple MC framework to run several realizations of the surrogate simulation, and we

obtain the expectation E [𝑣], and standard deviation 𝜎2 [𝑣] of dislocation velocity under each value

of stress. We collect velocity results under 𝜏 = 25 𝑀𝑃𝑎, 𝜏 = 50 𝑀𝑃𝑎, and 𝜏 = 100 𝑀𝑃𝑎, and

plot the histograms in Fig. 2.8. Using the estimated values of E [𝑣] and 𝜎2 [𝑣] we approximate

a Gaussian to the velocity distributions, closely following the histogram. The agreement between

the curve and the histogram comes from the Central Limit Theorem [114], given that the total

simulation time of the surrogate is a summation of exponentially distributed random variables 𝑋 .

We plot the results of velocity as a function of applied stress in Fig. 2.9, where we show the
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Figure 2.9 Velocity versus stress plot, comparison between MD results of dislocation glide from
LAMMPS, and surrogate model simulations using a random walk in a network under two different
system temperatures. The surrogate model accurately estimates the mobility with 1.29% relative
error.

expected velocity value, and its corresponding uncertainty represented as error bars, for 1000 MC

realizations of the surrogate model. We apply a linear regression model to the velocity-stress plot

and obtain the mobility 𝑀 using the linear fit slope 𝑚, as in Eq. (2.1).

By introducing the expected velocity with corresponding uncertainty, as in Fig. 2.9, we can prop-

agate the uncertainty to the computation of mobility itself. For the set of 1000 realizations shown

in Fig. 2.9, we obtain the corresponding standard deviation for mobility 𝜎𝑀 = 137.27 [1/(𝑃𝑎.𝑠)].

This is an important contribution of this framework, as it allows a multi-scale propagation of un-

certainties related to material properties, starting with the mobility estimate through its modeling

as a Poisson process.

2.3.3 Discussion

Through the definition of a KMC algorithm for a random walk defined on a ring graph topology,

where the jump rates are computed directly from time-series data of dislocation motion from an

MD simulation, we successfully reproduced the stochastic motion of a dislocation glide in a bcc
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crystal. The computational advantage of this procedure is two-fold. First, the coarse-graining lumps

all the atomic domain information into the network topology, with the dislocation represented as

a random walker. The atomistic degrees-of-freedom are condensed into the 𝑛 nodes that define

the graph. Second, we are able to reach the same simulation time faster, which allows for longer

time integration, due to the computation of waiting time statistics that feed the KMC algorithm.

In the end, 94 hours of one MD simulation with postprocessing at a single stress level turns into

an average of 0.45 second surrogate simulation. If we consider the MC estimation of the mobility

with 1000 runs at each stress level, the surrogate takes around 50 minutes.

One important aspect is that the physics of dislocation motion is embedded in the time-series

data originated from the MD simulation. Therefore, the computation of process rates of forward and

backward jumps already takes that into account from the data itself. This is evident, for example,

in Fig. 2.6, where the effect of higher stress rates applied to the atomistic structure translates into

higher forward jump rates and lower backward rates. Much of the physics of dislocation motion

is embedded in the jump rates, and it would be natural to expand this reasoning to other physical

features beyond stress. The characterization of process rates in this broader parametric space

can then be achieved with the use of State-of-the-art machine learning (ML) algorithms, with MD

simulations used as training data, for a more effective and robust upscaling of dislocation properties.

Furthermore, the mobility uncertainty can be propagated to higher scales to be used as an input

with associated error, e.g., in DDD simulations. Later, outputs from stochastic DDD may be used

to inform lumped-element models of elasto-visco-plasticity, or even phase-field models of failure.

Through the use of this surrogate model, we provide a quick and efficient method for propagation

of uncertainties across scales, starting form the uncertainty estimation at the atomistic level.
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CHAPTER 3

DATA-DRIVEN LEARNING OF CONTINUUM NONLOCAL EQUATIONS FOR
DISLOCATION DYNAMICS

3.1 Introduction

Dislocation dynamics is intrinsically connected to plasticity [22] and material failure, emitted from

crack tips [115], and piling-up leading to fatigue crack initiation [116]. The long-range interaction

of dislocation stress-fields leads to collective motion characterized by avalanches, intermittency,

and power-law scaling in energy and velocity distributions [11, 117, 118]. Numerical simulations

have successfully reproduced those features from discrete dislocation dynamics (DDD) models

[27]. From a continuum perspective, early attempts of proposing evolution laws led to overly

phenomenological models [119, 120]. Stochastic approaches have been proposed to account for

uncertainties during dislocation motion [121, 122]. Lately, continuum dislocation dynamics (CDD)

emerged as another alternative for the continuous modeling of dislocation lines [123, 124], yet still

focused on explicit modeling of dislocation-dislocation interactions. A meaningful representation

of the collective dynamics of dislocations that highlights the nonlocal, stochastic, and anomalous

behavior of dislocation ensembles in a fluid-limit continuous model is still missing. The use of

nonlocal vector calculus for continuous modeling of dislocation dynamics is a natural, yet novel

alternative.

Nonlocal models present an alternative to classic differential models where discontinuities are

allowed, and long-range interactions are naturally present in an integral formulation. These features

are attractive in the solution of problems involving convection-diffusion [125, 126], heterogeneous

media [127], turbulent flows [128–132], anomalous materials [47], and subsurface dispersion

[133, 134]. For more applications, please refer to [135] and references therein. The peridynamic

theory [40] was proposed as a nonlocal alternative to classical continuum mechanics of solids,

with applicability in fracture problems with discontinuities [136, 137]. Over the last decade, a
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formalization of nonlocal models into a nonlocal vector calculus has been extensively discussed

[37, 38], along with advances towards the unification of nonlocal/fractional models [39, 138].

With the popularity of Machine Learning (ML) methods, several disciplines have seen in-

creasing applicability of learning algorithms to enhance the understanding of the physics, to learn

parameters of a model, or to construct robust surrogates based on high-fidelity data. Data-driven

approaches for dislocation dynamics have lately acquired more interest. In [139], authors used

two-dimensional DDD simulations to train an algorithm for prediction of stress-strain curves. A

ML approach for prediction of material properties from dislocation pile-ups was presented in

[140]. Classification algorithms have also been used in the context of dislocation micro-structures

[141, 142]. Data-driven surrogate modeling of dislocation glide for computation of mobility esti-

mates with uncertainty was proposed in [143]. Other ML approaches have also grown in the context

of learning the physics in the form of PDEs. We note the contributions of Physics-Informed Neural

Networks (PINNs) [49] which enhances deep neural networks with physics-based constraints, and

PDE discovery approaches through the use of candidate terms and operators [144–147].

The problem of learning kernels in integral operators has gained attention over the last years,

with major contributions in the context of homogenization via nonlocal modeling and, more

generally, in nonlocal and fractional diffusion diffusion. In one front, nPINNs [48] was introduced

as the nonlocal counterpart of the PINNs framework. Here, nonlocal equations are incorporated

as constraints while training a deep neural network, for both forward and inverse problems with

power-law kernel and finite horizon. The extraction of more complex kernels was investigated,

via an operator regression approach, in [51], allowing the possibility of sign-changing kernels

by representing the kernel function through a polynomial expansion. This approach was further

used in diverse applications such as peridynamics [50], constitutive laws [52], coarse-graining

of molecular dynamics simulations [53], and homogenization of subsurface transport through

heterogeneous media [134].

In the present work, we use two-dimensional DDD simulations to generate probability distribu-

tion functions from shifted dislocation positions obtained from numerous realizations of the DDD
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problem. This approach gives us directly the Lagrangian dynamics of dislocation position. We

transform the particle dynamics into a continuum Probability Density Function (PDF) evolving

over time through an Adaptive Kernel Density Estimation method, generating a time-series of

dislocation position PDFs. We propose a nonlocal model defined through a kernel-based integral

operator for the evolution of the PDFs as the fluid-limit of the underlying stochastic process, and

develop a ML framework to parameterize the nonlocal kernel, learning from the PDF snapshots

generated from DDD data.

We summarize our main contributions below.

• We obtain the probabilistic particle dynamics directly from DDD simulations. We high-

light the effect of external loading and multiplication in the final probability distribution of

dislocation position. Such differences are not evident in velocity distributions.

• We propose a general nonlocal equation to model the evolution of dislocation probability

distributions in space, establishing the link between the discrete nature of dislocation dynam-

ics at the mesoscale and the origin of its corresponding nonlocal operator at the continuum

scale.

• We develop a ML framework to solve the inverse problem of recovering the parameters of the

nonlocal equation from high-fidelity data. Specifically, we feed PDFs obtained from DDD

simulations into the ML algorithm and obtain the parameters of the nonlocal power-law

kernel, in terms of the fractional order 𝛼, horizon 𝛿, and a linear coefficient.

This work establishes, for the first time, a systematic, direct connection between the discrete

anomalous dynamics of dislocations at the mesoscale to their ultimate effect in a continuum sense.

With this mindset, we obtain a fast alternative to simulate dislocation dynamics through the nonlocal

surrogate model, while still maintaining the underlying physics of micro-structural processes. We

focus on the collective motion of dislocations as an indication of microstructural evolution and

adopt the position PDFs as its measure. When we discover the governing equations for the PDFs,

we have a more efficient and fast evaluation of microstructure evolution compared compared to
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high-fodelity DDD. This leads to a more efficient connection to macroscale problems such as

visco-elasticity [47] and fracture [104, 105].

We also establish an efficient framework for the parameterization of nonlocal kernels, over-

coming limitations of existing methods. Existing learning approaches have the disadvantage of

minimization in a high-dimensional space [51] with gradient-based optimization. The present work

overcome these challenges by defining a bi-level learning algorithm. Given the linearity of our

operator, we separate the learning of coefficients from the nonlocal kernel parameterization. In the

first level, trial pairs of kernel parameters are used to obtain the best coefficients through a Least-

Squares algorithm. The minimization occurs at the second level, where we define a minimization

problem for the kernel parameters only, restricting the optimization to two dimensions and using a

gradient-free search method.

3.2 Two-Dimensional Discrete Dislocation Dynamics

The simplified setup of a two-dimensional simulation, although lacking the curvature and natural

multiplication mechanisms that a three-dimensional simulation provides, is still a robust and effi-

cient way of observing the collective interactions of dislocation populations in a controlled manner.

It allows the extraction of important quantities of interest, such as velocity distributions, stress and

plastic strain evolution, and has been adopted in the literature to understand dislocation avalanches

and power spectrum time-signals [11, 139]. Therefore, here we adopt a two-dimensional discrete

dislocation approach with the goal of learning the main characteristics of collective dislocation

dynamics as a first step to translate such effects into a nonlocal continuum model. Particular

implementation details will be explained in each section where necessary.

We consider a two-dimensional square domain of size 𝐿, populated with straight edge disloca-

tions with directions along the 𝑧 direction, each of them with a Burgers direction 𝒃 = ±𝑏 along 𝑥,

assuming a single-slip system. We assume there is no climb mechanism, so dislocations may only

move in the 𝑥 direction.

Immersed in an elastic continuum medium, dislocations create a long-range stress field, such
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that each dislocation is affected by the presence of all other dislocations in the crystal through an

interaction stress, as well as any external stress 𝜎𝑒𝑥𝑡 . Given the distance between dislocations 𝒓,

the dislocation-dislocation interaction stress, 𝜎𝑖 (𝒓), is given by [148]

𝜎𝑖 (𝒓) =
`𝑏

2𝜋(1 − `)
𝑥(𝑥2 − 𝑦2)
(𝑥2 + 𝑦2)2 , (3.1)

where 𝑥 and 𝑦 represent the distances between the edge dislocations in the 𝑥 and 𝑦 directions,

respectively, ` is the shear modulus, and a is the Poisson ratio.

We simulate a domain in the bulk of the material, and assume it to be sufficiently far from any

free surface, therefore Periodic Boundary Conditions (PBC) are needed. In order to apply the PBC

and take into account all the long-range interactions, we include the forces due to infinite images

of the simulation box. The exact form of the interaction stress is [149]

𝜎𝑖 (𝒓) =
`𝑏

2(1 − `)
1
𝐿

sin(𝑋) [cosh(𝑌 ) − cos(𝑋) − 𝑌 sinh(𝑌 )]
[cosh(𝑌 ) − cos(𝑋)]2 , (3.2)

where 𝑋 = 2𝜋𝑥
𝐿

and 𝑌 =
2𝜋𝑦
𝐿

.

Then, under the assumption that dislocation motion is overdamped under the viscous drag

regime, the equation of motion for the 𝑖−th dislocation along the 𝑥 direction, from the single-slip

and no climb assumption, is

1
𝑀

𝑑𝑥𝑖

𝑑𝑡
= 𝑏𝑖

(
𝑁∑︁
𝑚≠𝑖

𝜎𝑖 (𝒓𝑚 − 𝒓𝑖) + 𝜎𝑒𝑥𝑡

)
, (3.3)

where 𝑀 is the dislocation mobility. All stress definitions refer to the shear stress component 𝜏𝑥𝑦,

such that the combination of 𝜎𝑒𝑥𝑡 and 𝜎𝑖 result in the resolved shear stress acting on the dislocation.

The resolved shear stress is the effective driver of motion in the edge dislocation.

We can solve this equation at first using a Forward-Euler scheme. For simplicity, we rescale

the units and solve the problem with length in units of 𝑏, stress in units of 𝜎0 =
`

2𝜋(1−a) , and time

in units of 𝑡0 = 1
𝑀𝜎0

.

The plastic strain resulting from dislocation motion can be computed following Orowan’s

relation

𝛾 =
1
𝐿2

𝑁∑︁
𝑖=1

𝑏𝑖Δ𝑥𝑖 . (3.4)
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Beyond the constitutive relations that govern the dislocation glide velocity due to interactions

and external stress, Eq.(3.3), two-dimensional discrete dislocation dynamics simulations also need

to consider other phenomenological aspects such as annihilation and multiplication.

Results from linear elasticity become invalid near the dislocation core due to nonlinearity in the

stress field. Therefore, when two dislocations of opposite Burgers vector are within a distance 𝑑𝑎,

they annihilated each other and are removed from the simulation.

Dislocation multiplication does not occur naturally in 2D simulations, as compared to 3D-

DDD. In order to mimic the bowing of dislocation curves due to Frank-Read sources, we need to

consider a phenomenological model. Here we follow the procedure in [149], where we distribute

𝑁𝑠 dislocation sources randomly in the domain. At each time-step, we check at the sources the

resulting shear stress, and compare it to a critical stress 𝜏𝑐. If the stress is above 𝜏𝑐 for more than

𝑡𝑛𝑢𝑐 time-steps, we generate a pair of dislocations with distance 𝐿𝑛𝑢𝑐, such that, in scaled units,

𝐿𝑛𝑢𝑐 =
1
𝜏𝑐
. (3.5)

3.2.1 Representative Example: Single Crystal Under Creep

We simulate three examples of single crystals under creep loading, following the setup from [11].

We consider a domain of size 𝐿 = 300 𝑏, initial number of dislocations of 𝑁0 = 1500, and

annihilation with a critical distance of 𝑑𝑎 = 2 𝑏. We distribute 20 dislocation sources randomly

throughout the domain, with mean critical nucleation time 𝑡𝑛𝑢𝑐 = 10, and critical distance with

mean �̄�𝑛𝑢𝑐 = 50, both parameters with variance of 10% �̄�𝑛𝑢𝑐.

We test three representative examples to understand the effect of dislocation sources and external

load in the form and parameterization of the final nonlocal kernel, where the external shear load is

expressed using the definition of rescaled stress units, 𝜎0 =
`

2𝜋(1−a) .

• Case 1: load of 𝜎𝑒𝑥𝑡 = 0.0125 𝜎0 without dislocation multiplication.

• Case 2: load of 𝜎𝑒𝑥𝑡 = 0.0125 𝜎0 with dislocation multiplication.
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• Case 3: load of 𝜎𝑒𝑥𝑡 = 0.0250 𝜎0 with dislocation multiplication.

Case 1 represents locations inside the mechanical part without the presence of imperfections,

impurities, or microcracks such that dislocations that are present inside the material do not multiply,

and hence just glide until occasional annihilation. Therefore, Case 1 is representative of regions

with lower internal stresses, less intense dislocation activity and plastic flow, and no evident rapid

failure processes.

Conversely, Cases 2 and 3 contain dislocation multiplication sources in a phenomenological

way, representing regions in a component where we would normally observe higher degradation,

under the presence of microcracks, voids, impurities and rough surfaces. Those characteristics are

natural dislocation generators and are typically associated with failure regions. Therefore, in Cases

2 and 3 we are observing what happens near failure-inducing locations.

The DDD simulations are executed with an in-house Python code running on Intel Xeon Gold

6148 CPUs with 2.40GHz. In all cases, we first let the system relax for 10000 time-steps of size

Δ𝑡 = 1 𝑡0 with no external stress. This procedure leads to intense activity and annihilations until the

dislocations reach a meta-stable configuration with about half the number of original dislocations.

Then, we apply 𝜎𝑒𝑥𝑡 with a time-step of Δ𝑡 = 0.01 𝑡0 until final time of 𝑇 = 30000 for Case 1, and

𝑇 = 25000 for Cases 2 and 3.

Fig. 3.1 shows one realization of an initial dislocation configuration and the relaxed metastable

configuration for Case 1. The time-series plots of the collective velocity 𝑉 =
∑

𝑖 𝑣𝑖
𝑁

, number of

dislocations, and plastic strain during the relaxation steps are shown in Fig. 3.2.

The collective statistics for the representative realizations discussed in this Section can be

seen in Fig. 3.3. We plot the collective velocity, number of dislocations, and accumulated plastic

strain during the creep load. The collective velocity signal is intermittent for Cases 2 and 3 with

multiplication, where the spikes indicate bursts of activities during an avalanche. The higher load

of Case 3 makes the baseline collective velocity be higher than Case 2, yet the spikes of Case 3 are

not as large, since dislocations will tend to move faster, therefore having less time to interact close

to the critical regime, as we see in Case 2. The higher baseline velocity also affects the accumulated
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Figure 3.1 Dislocation distribution at the beginning of the simulation (a), and after the relaxation
(b) in a metastable structure for Case 1. Red and blue markers correspond to dislocations with
positive and negative Burgers, respectively.
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Figure 3.2 Time-series plots of collective velocity, number of dislocations in the system, and plastic
strain during the relaxation steps to show the system’s stabilization.

plastic strain that is larger for Case 3. The number of dislocations is almost stable for Case 1, with

Cases 2 and 3 showing more oscillations. This is due to the rearrangements that occur after a new

dislocation pair is introduced, which eventually leads to more annihilations than Case 1.

Last, we investigate the velocity statistics from the DDD simulations. Fig. 3.4 shows the PDF

of individual dislocation velocity statistics collected throughout the whole simulation time for the

single DDD realization of each case discussed in this section. We find that, in accordance with

[11], the velocity PDFs show a power-law decay in the form 𝑣 ∝ 𝜎−𝛽 with exponent around 𝛽 = 2.4

for Cases 2 and 3 with multiplication. For Case 1, we see that the decay is slightly sharper.

The velocity PDF has been extensively studied both experimentally and numerically over the past
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(b) Accumulated plastic strain.
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(c) Number of dislocations.

Figure 3.3 Time-series plots of collective velocity, accumulated plastic strain, and number of
dislocations in the system for a single realization of creep test for all three cases.
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Figure 3.4 Probability Density Function of dislocation velocity for Cases 1, 2, and 3. We observe a
power-law scaling of order 𝛽 = 2.4 for Cases 2 and 3 with multiplication, and a sharper decay for
Case 1.

years, and strongly suggests that the nature of dislocation dynamics has anomalous characteristics.

The power-law exponent of 𝛽 = 2.4 is directly associated to intermittent velocity signals typical

of avalanches and super-diffusive behavior. However, dislocation dynamics simulations, whether

discrete or continuous are still too expensive to be run in the long time with the goal of understanding

how the dislocation-network anomalous behavior influences the failure processes at the macroscale.

One could look at dislocation dynamics from the perspective of particle dynamics, where

the dislocations would move under a underlying stochastic process. Ideally, we would analyze

the statistics and construct a stochastic process that governs such particle dynamics, as a way of

generating infinitely many particle trajectories that lead to the fluid-limit dynamics of the process.

However, in the case of dislocation dynamics, even though the velocity distributions give us an idea
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of the type of stochastic behavior due to the heavy tails with power-law decay, the process cannot

be simply described. Some dislocations are stuck, others jiggle around an equilibrium state, and a

few others move intermittently with large velocity in a highly correlated motion.

Therefore, in order to obtain the fluid-limit dynamics, we still need to obtain statistics from a

sufficient number of dislocation particles. The steps we take to this end will be discussed in the

next section.

3.3 Data Generation

In this section we describe the methodology to obtain empirical PDFs directly from DDD simula-

tions, without the construction of a stochastic process, as discussed before. On the one hand, this

makes the data generation process expensive, as it relies on simulation of multiple DDD simula-

tions, instead of cheaper stochastic process trajectories. On other hand, this approach benefits from

directly using high-fidelity dislocation data and is the most accurate representation of the dynamics

we could generate.

3.3.1 Obtaining Data of Shifted Positions

We start by defining the shifted position 𝑋𝑖 (𝑡) of a dislocation 𝑖 in a single realization of the DDD

simulation. Given the initial position in the absolute frame of reference of the DDD box, 𝑥𝑖 (0),

and the current absolute position in the simulation frame of reference, 𝑥𝑖 (𝑡), the shifted position is

a measure of the relative displacement of dislocation 𝑖 with respect to its initial position:

𝑋𝑖 (𝑡) = 𝑥𝑖 (𝑡) − 𝑥𝑖 (0), for 𝑡 ∈ (0, 𝑇] . (3.6)

We obtain a statistically significant collection of data-points 𝑋𝑖 (𝑡) by considering the DDD

simulation as stochastic. We run 𝑛𝑟 = 2000 DDD simulations, each with random initial positions

of dislocations and multiplication sources (for Cases 2 and 3). We distribute the execution of

realizations among several HPC cores to take advantage of embarrassingly parallel stochastic

simulations. With the number of dislocations after the relaxation between 600 and 700, the
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compilation of all dislocation shifted positions across the 𝑛𝑟 realizations gives the trajectories of

106 Lagrangian particles that move following an underlying stochastic process starting at 𝑋𝑖 (0) = 0.

We take the Lagrangian particle trajectories obtained directly from DDD and translate them

into an evolving PDF 𝑝(𝑥, 𝑡), defined as the probability to find a dislocation at a distance 𝑥 from its

initial position from the start of the DDD simulation. In the end, we want to construct a model for

the time-evolution of 𝑝(𝑥, 𝑡), and we propose that its evolution is governed by an integral operator

that we model as a nonlocal Laplacian. In the following, we discuss how to transform the DDD

position data into density estimates that will be used as training data for the ML algorithm.

3.3.2 Density Estimation

Under the proposed nonlocal model for evolution of dislocation position PDF, we are most interested

in the nature of the dynamics of dislocation particles, i.e., how they react when put under creep stress

along with an ever-changing stress landscape due to addition and removal of other dislocations.

Given the focus on the dynamics due to load, multiplication, and annihilation mechanisms in a

broader sense, in the limit of infinitely many particles, and not attempting to model the creation and

destruction themselves, we do not include the birth/death in the nonlocal formulation. Instead, we

only describe the nature of the dislocation motion from the continuum perspective, as a consequence

of those mechanisms from the discrete representation at the DDD level.

In this sense, the annihilation and creation of dislocations in DDD induce a level of noise when

considering a continuous PDF representation. In the creep regime, we can minimize the interference

of such noise by selecting a time domain over which the initial burst of dislocation multiplications

and motion due to the rapid increase in stress up to the creep level has reached a steady-state regime.

For training and testing of the ML framework, we select the last 10000 time-steps from the DDD

simulations to generate the PDFs, as to minimize the effect of applying the creep load, and to obtain

a data-set with the least changes in the number of particles. In the time-series selected, we observe

only 0.1%, 0.69%, and 0.92% in relative difference between final and initial number of dislocations

in the selected data for Cases 1, 2, and 3, respectively. We can then assume a conservative nonlocal
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Figure 3.5 Time-series of the total number of dislocations across the 𝑛𝑟 = 2000 realizations of DDD
for Cases 1, 2, and 3. We highlight the selected data for training and testing the ML algorithm.

transport model in the continuum, yet annihilation, multiplication, and external load will directly

influence the shape and parameterization of the nonlocal operator. We highlight the specific range

of selected data over the whole time-series generated from DDD in Fig 3.5.

Before applying the estimator, we select the central 99.99% of the probability mass, therefore

discarding the outermost particles at each time-step. This procedure clearly defines a compact

support for the PDF.

We quickly summarize the classical and Adaptive Kernel Density Estimation formulations

below.

3.3.2.1 Kernel Density Estimation (KDE)

KDE are non-parametric estimators that do not require assumptions on the form of the sampling

distribution. Yet, to use KDE, we need to apply a specific kernel 𝑘 (𝑥 − 𝑥𝑖;𝑤0) parameterized by a

bandwidth 𝑤0. At this stage, we obtain an initial density estimate 𝑝0(𝑥) from

𝑝0(𝑥) =
1
𝑛

𝑛∑︁
𝑖=1

𝑘 (𝑥 − 𝑥𝑖;𝑤0), (3.7)

where 𝑥 is the coordinate over which we wish to evaluate the PDF, and 𝑥𝑖 are the positions of data

points 𝑖 = 1, 2, . . . , 𝑛.

Kernels are normalized to unity, i.e.,∫ ∞

−∞
𝑘 (𝑥;𝑤0)𝑑𝑥 = 1, (3.8)
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and take the form

𝑘 (𝑥 − 𝑥𝑖;𝑤0) =
1
𝑤0
𝐾

(
𝑥 − 𝑥𝑖
𝑤0

)
. (3.9)

Then, the final density estimator is

𝑝0(𝑥) =
1
𝑛𝑤0

𝑛∑︁
𝑖=1

𝐾

(
𝑥 − 𝑥𝑖
𝑤0

)
. (3.10)

Let 𝑠 be the sample standard deviation. In the limit of number of data-points 𝑛→ ∞ of normally

distributed data, the Mean Integrated Square Error of 𝑝0 is minimized when [150]

𝑤0 = 1.06𝑠𝑛−1/5. (3.11)

3.3.2.2 Adaptive Kernel Density Estimation (AKDE)

Given the large jumps observed in DDD, we can expect the PDFs to have heavy tails, yet with

limited data, while the majority of the mass would fall into the central part. A uniform binning

method such as KDE would lead to the occurrence of noise in the tails, which we need to avoid

as those curves feed the ML algorithm. Since higher density regions need narrower bins than low

density tails, we use AKDE to obtain a continuous, smooth function.

We run the AKDE starting from an initial classical KDE estimate 𝑝0(𝑥) with a fixed bandwidth

𝑤0 from Eq. (3.11). Then, the adaptivity takes place in the variable bandwidth for each data point

[150]:

𝑤𝑖 = 𝑤0_𝑖 = 𝑤0

(
𝑝0(𝑋𝑖)
𝐺

)−b
, (3.12)

where 𝐺 is defined as

𝐺 = exp

(
1
𝑛

𝑛∑︁
𝑖=1

ln 𝑝0(𝑋𝑖)
)
. (3.13)

Furthermore, 0 ≤ b ≤ 1 is a sensitivity parameter that controls how important the shape of the

initial guess is with respect to the second estimation [151]. A theoretical optimal value was found

to be b = 0.5 [152]. We finally obtain the density from AKDE as

𝑝1(𝑥) =
1
𝑛

𝑛∑︁
𝑖=1

1
𝑤𝑖
𝐾

(
𝑥 − 𝑥𝑖
𝑤𝑖

)
. (3.14)
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We define a domain Ω for the density function by adding a band of zeros beyond the right and

left-most points in the 𝑥 direction, providing some space between the compact support of the PDF

and the nonlocal simulation domain. We compute the estimates 𝑝1 at equally spaced points inside

Ω defining a fixed grid size of ℎ = 0.05. In Case 1, we have Ω1 = [−15, 15], and 𝑚 = 601 points.

Cases 2 and 3 are defined with Ω2 = Ω3 = [−40, 40] leading to 𝑚 = 1601 points. Computation of

𝑝1(𝑥) for each time-step is also executed in parallel, each core processing a distinct time-step, for

a total of 1000 HPC cores used for each case.

Finally, once the final estimates 𝑝1(𝑥) are obtained for all time-steps, in the last operation we

enforce symmetry, as to avoid any inconsistencies in the ML algorithm, as we adopt a symmetric,

radial-basis nonlocal kernel in the definition of our operator. We apply the symmetrization by

checking the evolution of mean ` and skewness factor ˜̀3 from 𝑝1(𝑥), defined as

` = E[𝑝1(𝑥)] =
∫

𝑝1(𝑥)𝑥𝑑𝑥, (3.15)

˜̀3 = E

[(
𝑝1(𝑥) − `

𝜎

)3
]
=

∫
(𝑥 − `)3𝑝1(𝑥)𝑑𝑥(√︃∫
(𝑥 − `)2𝑝1(𝑥)𝑑𝑥

)3 . (3.16)

We initially verify that they are sufficiently close to zero, assuming any non-zero measure of

those parameters are due to lack of sufficient data. Then, we take the left side of 𝑝1(𝑥), mirror

it to the other side, and re-normalize the PDF. We verify that after this procedure we guarantee a

symmetric PDF that will better fit the radial-basis nonlocal kernel. Fig. 3.6 shows the values of

`(𝑡) and ˜̀3(𝑡) before and after the symmetrization.

Fig. 3.7 shows snapshots of the final PDF estimate for all three cases at selected time-steps. We

plot the PDFs in logarithmic scale in the 𝑦 direction: we can readily see that the PDFs do not decay

fast as one would expect from a Gaussian process. Instead, we have power-law decaying tails, with

seemingly heavier ends on Cases 2 and 3 where multiplication mechanisms activate the collective

dynamics more intensively. The heaviness on tails is accompanied by a larger support of the PDF.

As we will see in the following sections, when we feed the PDFs into the learning algorithm, the

kernel of the nonlocal operator will reflect those differences, establishing a meaningful link between

the discrete and continuous dynamics.
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Figure 3.6 Evolution of mean and skewness factor of 𝑝1(𝑥). The evolution of mean (a) before, and
(b) after the symmetrization and re-normalization. The evolution of skewness factor (c) before, and
(d) after symmetrization and re-normalization.

−15 −10 −5 0 5 10 15
x

10−5

10−4

10−3

10−2

10−1

100

P(
x)

t = 0
t = 25
t = 75
t = 100

(a) Case 1.

−40 −30 −20 −10 0 10 20 30 40
x

10−6

10−5

10−4

10−3

10−2

10−1

100

P(
x)

t = 0
t = 25
t = 75
t = 100

(b) Case 2.

−40 −30 −20 −10 0 10 20 30 40
x

10−6

10−5

10−4

10−3

10−2

10−1

100

P(
x)

t = 0
t = 25
t = 75
t = 100

(c) Case 3.

Figure 3.7 Final shape of dislocation shifted position PDF from AKDE with symmetrization and
re-normalization at selected time-steps.

3.4 Nonlocal Transport Models

For the evolution of the dislocation position PDFs, we propose a parabolic nonlocal transport model

defined through a nonlocal operator characterized by a kernel function, that we aim to determine.

We use the data from DDD simulations to train a machine-learned surrogate model, for which we

identify the model parameters.

We let 𝑝(𝑥, 𝑡) represent the empirical PDF estimate at time 𝑡 ∈ [0, 𝑇], and 𝑥 denote the position

in over the domain Ω = [−𝐿, 𝐿], where 𝐿 is defined by the taking the maximum support at the last

time-step and including extra zeros, as seen in Fig. 3.7 . We model the evolution of 𝑝 following the

nonlocal parabolic equation 
¤𝑝(𝑥, 𝑡) = L𝑝, 𝑥 ∈ Ω

BI 𝑝(𝑥) = 𝑔(𝑥), 𝑥 ∈ ΩI ,

(3.17)
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where L denotes the nonlocal (linear) Laplacian operator defined as

L𝑝 =

∫
𝐵𝛿 (𝑥)

𝐾 ( |𝑦 − 𝑥 |) (𝑝(𝑦) − 𝑝(𝑥))𝑑𝑦. (3.18)

𝐵𝛿 (𝑥) represents the ball centered at 𝑥 of radius 𝛿, also called the horizon, defining the compact

support of L. It is relevant to note that for specific choices of kernel functions, L corresponds to

well-known operators such as the fractional Laplacian [39, 138]. In fact, when𝐾 ( |𝑦−𝑥 |) ∝ |𝑦−𝑥 |−𝛼,

with 𝛼 = 1+2𝑠, 𝑠 ∈ (0, 1), the operator L corresponds to the one-dimensional fractional Laplacian.

Furthermore, when the same kernel is restricted to the compact support 𝐵𝛿 (𝑥), L corresponds to

the so-called truncated fractional Laplacian. The latter turns out to be the operator of choice in our

framework.

The interaction domain where nonlocal boundary conditions (or volume constraints) are pre-

scribed is defined as:

ΩI = {𝑦 ∈ R \Ω such that |𝑦 − 𝑥 | < 𝛿 for some 𝑥 ∈ Ω}. (3.19)

We prescribe nonlocal homogeneous Dirichlet volume constraints, given (in one dimension)

by the nonlocal interaction operator 𝐵I : [−𝐿 − 𝛿,−𝐿)⋃(𝐿, 𝐿 + 𝛿] → R, such that 𝑔(𝑥) = 0 at

𝑥 ∈ ΩI .

The objective of the proposed ML algorithm is to train the nonlocal model on the basis of the

series of PDFs; specifically, we find the best form and parameters of the kernel 𝐾 ( |𝑦 − 𝑥 |) such

that Eqs. (3.17,3.18) are satisfied and the predicted distributions are as close as possible to the

high-fidelity dataset.

3.5 Machine Learning of Nonlocal Kernels for Dislocation Dynamics

3.5.1 A Bi-level Machine Learning Framework

We start the approximation by assuming that the kernel 𝐾 ( |𝑦 − 𝑥 |) is a radial function compactly

supported on 𝐵𝛿 (𝑥), decaying with 𝛼−th order power-law, multiplied by a 𝑃( |𝑦 − 𝑥 |) function

defined over [0, 𝛿]

𝐾 ( |𝑦 − 𝑥 |) = 𝐷 𝑃( |𝑦 − 𝑥 |)
|𝑦 − 𝑥 |𝛼 , (3.20)
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where we assume the coefficient 𝐷 ∈ R, 𝐷 > 0. The form of the function 𝑃 is part of the learning

problem and its form strongly depends on the underlying physical system we want to reproduce.

In the literature [51–53], the choice of a linear combination of Bernstein polynomials has been

particularly successful. However, for the application considered in this work, the employment of

Bernstein polynomials does not increase the surrogate’s prediction power. For these reasons, we

consider the simplified case of 𝑃( |𝑦 − 𝑥 |) = 1, for which the resulting operator corresponds to a

truncated fractional Laplacian. Thus, the learning problem consists of finding the parameters 𝛼, 𝛿,

and the coefficient 𝐷 that parameterize the kernel.

We adopt a bi-level learning approach to reduce the dimensions of the minimization problem by

exploiting the linearity of the nonlocal operator. Level 1 consists in obtaining the best coefficient 𝐷

for a given pair of parameters 𝛼 and 𝛿, while at Level 2 the algorithm iterates over different values

of 𝛼 and 𝛿 and minimizes a cost function, each iteration using the optimal 𝐷 found in Level 1.

For the numerical solution of the bi-level optimization problem, we rewrite the nonlocal trans-

port model, Eq. (3.17), in a semi-discrete manner using a meshless approach, i.e.

¤𝑝(𝑥𝑖, 𝑡) =
∑︁
𝑗∈H

𝐾 ( |𝑥 𝑗 − 𝑥𝑖 |) (𝑝(𝑥 𝑗 ) − 𝑝(𝑥𝑖))ℎ, (3.21)

where 𝐻 is the family of points 𝑥 𝑗 in the neighborhood of point 𝑥𝑖, and ℎ is the distance between

the points.

By using the power-law definition of the kernel in (3.20), with 𝑃 = 1, we can write the equation

as

¤𝑝(𝑥𝑖, 𝑡) =
∑︁
𝑗∈H

𝐷

|𝑥 𝑗 − 𝑥𝑖 |𝛼
(𝑝(𝑥 𝑗 ) − 𝑝(𝑥𝑖))ℎ. (3.22)

3.5.1.1 Level 1

We adapt the ideas presented in [146] for discovery of PDEs, yet, instead of identification of

different PDE terms, our goal is to use the linear structure of Eq. (3.22) to obtain the coefficient 𝐷

given a specific pair of values (𝛼, 𝛿).
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For given values of 𝛿 and 𝛼, we construct vectors𝑈, and𝑈𝑡 . 𝑈 contains the RHS of Eq. (3.22),

where the spatio-temporal data are reshaped into a single stacked column array. 𝑈𝑡 is the LHS of

Eq. (3.22) with the time-derivative computed through a forward Euler method at all space and time

points, also transformed into a single column array. Given 𝑛 time-steps and 𝑚 grid points, both 𝑈

and𝑈𝑡 have size 𝑛𝑚.

Our problem𝑈𝑡 = 𝑈𝐷 reads:

¤𝑝(𝑥0, 𝑡0)

¤𝑝(𝑥1, 𝑡0)

¤𝑝(𝑥2, 𝑡0)
...

¤𝑝(𝑥𝑚−1, 𝑡𝑛)

¤𝑝(𝑥𝑚, 𝑡𝑛)



= 𝐷



𝐶 (𝑥0, 𝑡0)

𝐶 (𝑥1, 𝑡0)

𝐶 (𝑥2, 𝑡0)
...

𝐶 (𝑥𝑚−1, 𝑡𝑛)

𝐶 (𝑥𝑚, 𝑡𝑛)



(3.23)

with

𝐶 (𝑥𝑖, 𝑡𝑘 ) =
∑︁
𝑗∈H

1
|𝑥 𝑗 (𝑡𝑘 ) − 𝑥𝑖 (𝑡𝑘 ) |𝛼

(𝑝(𝑥 𝑗 (𝑡𝑘 )) − 𝑝(𝑥𝑖 (𝑡𝑘 ))ℎ. (3.24)

Then, for every pair of 𝛼, 𝛿 being considered in the minimization, we use a Least Squares solver

to obtain the best 𝐷.

3.5.1.2 Level 2

We use a minimization algorithm to find 𝛼 and 𝛿 that minimize the Mean Logarithmic Absolute

Error (MLAE):

𝜖 =
1
𝑛𝑚

𝑛𝑚∑︁
𝑙=1

| log(𝑝𝑙) − log(𝑝𝑙) |, (3.25)

where 𝑝𝑙 represents the true value of the function at a particular 𝑥 ant 𝑡, and 𝑝𝑙 is the solution of

the nonlocal model at 𝑥 and 𝑡 starting from the initial conditions at 𝑡 = 0, for the current trial values

𝛼trial and 𝛿trial, and its corresponding 𝐷. We adopt the MLAE with the goal of giving as much

significance to the information on the tails as we give to the central part of the PDF.
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Algorithm 3.1 Bi-Level Machine Learning Algorithm with Nelder-Mead Minimization.
1: Choose the initial guess (𝛼0, 𝜎0).
2: for Each iteration 𝑖 of NM (Level 2) do
3: Construct the matrix equation Eq. (3.23) and obtain the coefficient 𝐷 with trial parameters

(𝛼𝑖, 𝜎𝑖) (Level 1).
4: Solve the nonlocal model and obtain the trial solutions 𝑝 using Eq. (3.26).
5: Using the true 𝑝 and trial solutions 𝑝, Compute the error using Eq. (3.25).
6: end for
7: The algorithm gives the optimal parameters (𝛼opt, 𝜎opt) and associated 𝐷opt.

For all time-steps, we obtain 𝑝 at time-step 𝑘 + 1 and grid-point 𝑖, 𝑝𝑘+1
𝑖

, from 𝑝𝑘
𝑖
, using the

forward Euler scheme. Thus, Eq. (3.22) becomes

𝑝𝑘+1
𝑖 = 𝑝𝑘𝑖 + Δ𝑡

∑︁
𝑗∈H

𝐷

|𝑥 𝑗 − 𝑥𝑖 |𝛼
(𝑝𝑘𝑗 − 𝑝𝑘𝑖 )ℎ. (3.26)

For the solution of the minimization problem we adopt, among several possible choices, the

Nelder-Mead Method (NM), which is a gradient-free, downhill simplex approach that uses a direct

search method (based on function comparison). The overall bi-level algorithm for the identification

of kernel parameters based on minimization by NM is presented in Algorithm 3.1.

In the solution of the inverse problem, the advantages of high-performance computing become

more evident, since we solve a regression problem and simulate 10000 time-steps of a nonlocal

diffusion equation at each iteration. Therefore, it is paramount that we exploit parallelism in the

solution of Algorithm 3.1. We implement the learning algorithm in Python; we make use of the

NumPy library for the Least Squares regression, and SciPy for the minimization, using the built-in

Nelder-Mead method. We parallelize both Level 1 and 2 using the MPI4Py library. At Level 1,

each processor computes a section of the RHS, as they are independent computations from the

already available training dataset. The LHS is computed once at the beginning of the algorithm,

as it is constant for all iterations. Then, in Level 2, at each time-step of Eq. (3.26), we parallelize

the computation of 𝑝𝑘+1
𝑖

. In the end, the parallel implementation speeds up the costly computation

of nonlocal operators, and allows the algorithm to converge in less than two hours for Case 1, with

𝑚 = 601 grid points running 200 cores, and in slightly more than two hours for Cases 2 and 3, with

𝑚 = 1601 grid points using 400 cores.
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3.6 Results and Discussion

3.6.1 Method of Manufactured Solution

We assess the learning algorithm and nonlocal modeling proposed via the Method of Manufactured

Solutions, where we produce training data from a known kernel and recover it through the ML

algorithm as a necessary consistency check of the proposed ML framework. Starting from an initial

condition, we solve the nonlocal diffusion equation, Eq. (3.17), with the kernel parameterized by

known 𝛼true, 𝛿true, and 𝐷true, generating the snapshots of 𝑝(𝑥, 𝑡) to be provided to the ML algorithm.

We simulate the nonlocal diffusion problem, Eq. (3.22), in a domain D = [−1, 1] with 𝐿 = 2,

and select 𝛼true = 1.5, 𝛿true = 𝐿/2, and 𝐷true = 0.1 as our parameters. For comparison, we simulate

the nonlocal diffusion problem with spatial discretization using 𝑚 = 101 points in space, solving

the equation over 𝑛 = 200 time-steps in size with Δ𝑡 = 0.01. The initial condition for the nonlocal

diffusion problem is a Dirac delta function at 𝑥 = 0 with area equal to 1. Similarly to the DDD

dataset, we let the system evolve and only use the last 200 time-steps of the simulation to collect

the training and testing sets, using 80% of time-steps for training, and the rest for testing.

We compare the relative errors of 𝛼, 𝛿, and 𝐷 by the following expression

Y𝑖 =
|b𝑖,opt − b𝑖,true |

|b𝑖,true |
, (3.27)

where b𝑖 represents the parameter in consideration, opt corresponds to the optimal value found by

the algorithm, and true denotes the true parameter value.

We adopt a parametric space with bounds of 𝛼 = [0, 4], and 𝛿 = [Δ𝑥, 𝐿]. Given the true values

of 𝛼true = 1.5 and 𝛿true = 𝐿/2, we take the initial guess to be 𝛼0 = 2, 𝛿0 = 𝐿/4. We present the

parameter, training and testing error results in Table 3.1. We verify that the algorithm successfully

identifies the parameters within a maximum of 1% error for the horizon 𝛿, while 𝛼 and 𝐷 are within

0.01% error. This example showcases that the decoupling of the learning in 2 levels leads to the

correct kernel. Given the higher number of training points, and the time-dependent dynamics, it is

expected to have a lower testing error, compared to training.
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Table 3.1 Parameter and algorithm errors for the manufactured solution

𝛼 𝛿 𝐷 Training Testing

9.81e-4 1.02e-2 6.63e-4 9.50e-4 1.06e-4
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Figure 3.8 Iteration errors (training and testing), and the solution path of the ML algorithm when
solving the inverse problem of a manufactured solution with a known kernel.

We plot the training and test errors over the number of iterations in Fig 3.8. We also illustrate the

solution path from the initial guess to the final parameter estimates of 𝛼 and 𝛿, explicitly showing

the function evaluations driving the iterations of Nelder-Mead optimization. We further explore

the robustness of the algorithm with the DDD-based dataset.

3.6.2 DDD-Driven Results

We now employ the ML framework on the dataset generated by DDD simulations, represented by

the PDFs of shifted dislocation positions obtained at the last 10000 time-steps, as highlighted in

Fig. 3.5. We expand the robustness assessment of the framework, and we test other critical aspects

such as sensitivity to the initial guess and train/test ratios.

The AKDE algorithm removes the noise from lack of data-points, especially at the tails, and

produces a smooth curve throughout the domain. The intrinsic noise related to the variable number

of particles is embedded in the PDF estimation, leading to smooth curves throughout the time-range

of our data. For these reasons, we expect the algorithm to perform well with the DDD data.
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We start by investigating the solution with different train-test splits. We compare the results

of a 80/20 split as in the manufactured solution with a 60/40 split. We adopt an initial guess of

𝛼0 = 2, 𝛿0 = 𝐿/2, which resides at the center of the same parametric range used before, 𝛼 = [0, 4],

and 𝛿 = [Δ𝑥, 𝐿]. We run Algorithm 3.1 for Cases 1, 2, and 3, and collect the optimal values of 𝛼,

𝛿, 𝐷, the computational cost in terms of Nelder-Mead iterations, the cost function evaluations, and

the training and validation cost. We present those results in Table 3.2.

We highlight the results of 𝛼 in Table 3.2 in comparison to the exponent of power-lay scaling in

velocity distributions from Fig. (3.4). We note that the faster velocity decay in Case 1 with 𝛽 = 3 is

consistent with the kernel exponent 𝛼 = 2.99. Similarly, for Cases 2 and 3, the velocity distribution

decay was found to be around 𝛽 = 2.4, while the kernel exponent from the ML was found to be

𝛼 = 2.40 for Case 2 and 𝛼 = 2.54 for Case 3 under the 80/20 split. We will further comment this

connection on the Discussion section.

The results obtained with the two train-test splits are equivalent in terms of the kernel parameters

and the overall cost. Indeed, there is no evident difference in choosing one ratio over the other.

The main difference comes in the overall training and testing cost. We observe that in all cases

the training cost is larger than the test cost, similarly to the results obtained with the manufactured

solution. This is due to the time-dependent dynamics of the PDF evolution and the higher availability

of training points, as in the manufactured case. However, here we have another contributing factor.

As discussed in Section 3.3, earlier data-points will be heavily influenced by the initial load

application, while late points will be closer to a steady-state. The test set in the 60/40 split includes

more earlier points, and therefore sees their influence reflected in higher training costs, besides

allowing for less training points to make the model more general. For the remaining results, we

choose the 80/20 split as our representative case.

We plot the evolution of training and test MLAE values over the Nelder-Mead iterations in

Fig 3.9. We see that the algorithm quickly gets near the solution as the errors drop sharply near

the initial iterations. Then, the errors remain nearly constant as the minimizer further explores the

research space in the proximity of the minimum.
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Table 3.2 Machine Learning results for two train-test split solutions.

Case 1 Case 2 Case 3
Train/Test Split 80/20 60/40 80/20 60/40 80/20 60/40

𝛼 2.99 3.00 2.40 2.37 2.54 2.51
𝛿 20.62 18.79 33.7 33.07 34.03 33.72
𝐷 3.64e-4 3.55e-4 7.40e-4 7.66e-4 1.78e-3 1.83e-3
# Iterations 79 75 46 79 60 85
# Evaluations 154 149 89 157 108 159
Training Cost 6.30e-02 5.73e-02 6.39e-02 5.55e-02 6.75e-02 5.57e-02
Testing Cost 4.42e-02 6.33e-02 4.95e-02 8.70e-02 4.28e-02 6.21e-02
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Figure 3.9 Evolution of training and testing MLAE values computed over the NM iterations.

We further explore the capabilities of the proposed ML algorithm and test the performance of

the parameter learning under different initial conditions beyond the central point, and choose four

extra points near the corners of our parametric search space:

1. Guess 1 (original guess at the center): 𝛼0 = 2, 𝛿0 = 𝐿/2.

2. Guess 2: 𝛼 − 0 = 1, 𝛿0 = 𝐿/4.

3. Guess 3: 𝛼0 = 3, 𝛿0 = 3𝐿/4.

4. Guess 4: 𝛼0 = 3, 𝛿0 = 𝐿/4.

5. Guess 5: 𝛼0 = 1, 𝛿0 = 3𝐿/4.

We present the final results in Table 3.3. In general, an initial guess close to the center of the

parametric space leads to less iterations for Cases 2 and 3. The only different result we obtain is
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Table 3.3 Machine Learning results for different initial guess combinations of 𝛼 and 𝛿.

Case Guess 1 Guess 2 Guess 3 Guess 4 Guess 5

1

𝛼 2.99 2.99 2.99 2.99 2.99
𝛿 20.62 20.63 20.63 20.56 30.00
𝐷 3.63e-4 3.63e-4 3.63e-4 3.63e-4 3.63e-4
# Iterations 79 122 57 76 30
# Evaluations 154 219 114 152 59

2

𝛼 2.40 2.40 2.40 2.40 2.40
𝛿 33.70 33.66 33.66 33.68 33.68
𝐷 7.40e-4 7.40e-4 7.40e-4 7.40e-4 7.40e-4
# Iterations 46 73 86 67 129
# Evaluations 89 142 163 132 253

3

𝛼 2.54 2.54 2.54 2.54 2.54
𝛿 34.03 34.02 34.03 34.03 34.01
𝐷 1.78e-3 1.78e-3 1.78e-3 1.78e-3 1.78e-3
# Iterations 60 87 120 68 211
# Evaluations 108 169 233 126 408
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Figure 3.10 Solution path from different combinations of initial guess.

for Case 1, Guess 5, where the horizon 𝛿 is computed as the upper-bound 𝐿, yet with 𝛼, 𝐷, and

MLAE values sufficiently close to the results of other initial guess combinations. Based on this

observation, the horizon 𝛿 seems to have a lower bound, above which the results are less sensitive to

increasing horizon. We show the different paths the algorithm takes under the proposed initial guess

combinations in Fig. 3.10, where we can see the function evaluations made by the algorithm and

the final solutions, illustrating their proximity. We can also distinguish the upper-bound solution of

Case 1, Guess 5 in the same figure.
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Figure 3.11 Final kernel shapes from optimized parameters obtained trough the ML algorithm,
scaled by 𝛿.

We choose the results from Guess 1, at the center of the parametric space, to be the representative

parameters for kernel reconstruction and visualization. From the optimal values of the power-law

decay exponent 𝛼, horizon 𝛿, and coefficient 𝐷, we compute the nonlocal kernel following the

definition from Eq. (3.20). We plot the kernel shapes for Case 1, 2, and 3 in Fig 3.11.

Finally, to illustrate the nonlocal model’s potential to simulate the evolution of position PDFs

from DDD simulations, we run the model using Eq. (3.26) with the optimal parameter values

from Guess 1 combination, starting from the initial time-step of training, until the last time-step of

testing, covering the whole range of available data. We measure the accuracy of the model using

the 𝑙2 relative error at the last time-step, defined as

𝜖 =
∥𝑝 − 𝑝∥2
∥𝑝∥2

, (3.28)

where 𝑝 represents the model solution at the specified time-step, and 𝑝 is the true PDF obtained

from DDD at the same time measure.

We compute the relative 𝑙2 error and obtain 𝜖1 = 4.75e-2, 𝜖2 = 4.22e-2, and 𝜖3 = 6.30e-2 for

Case 1, Case 2, and Case 3, respectively. Considering that this simulation takes over the 10000

time-steps of available data, the maximum relative error of 6.3% in the 𝑙2 sense for Case 3 shows that

the model can successfully reproduce the overall dynamics of the fluid-limit motion of dislocation

particles in one dimension. We further illustrate the final shape of the PDF from the model, and

compare it with the true shape at the final time-step in Fig 3.12.
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Figure 3.12 Simulation of the nonlocal model for the whole time-interval of available data, high-
lighting the initial PDF, and the final distributions of the true data and the nonlocal prediction.

We verify that the ML algorithm successfully captured the parameters that best describe the

evolution of dislocation position PDFs according to the proposed nonlocal diffusion model.

3.6.3 Discussion

Given the broad scope of this work, we divide the main discussion among three dominant facets.

We discuss the overall capabilities of the proposed bi-level ML algorithm, followed by a discussion

on the nonlocal model itself, and how the nonlocal kernel is connected to the particle dynamics

observed in DDD.

We start by examining the ML aspects of the data-driven approach. It is evident that the

proposed framework for solving the inverse problem of finding the parameters of a nonlocal Laplace

operator is successful in the present scenario. Starting with the manufactured solution, we see the

training error quickly approaching the plateau in Fig. 3.8. The decoupling of the nonlocal diffusion

coefficient 𝐷 from other kernel parameters 𝛼 and 𝛿 (which is possible due to the linearity of the

operator) facilitates the dimensionality reduction and the implementation of the bi-level algorithm.

This shows one advantage of the proposed algorithm when compared to existing optimization-based

kernel learning methods [51].

The robustness is guaranteed by the data-driven learning of a DDD-based kernel. The bi-

dimensional optimization algorithm converged in as few as𝑂 (102) function evaluations and𝑂 (10)

Nelder-Mead iterations in most cases. We also observed the convergence to the same parameters in
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all but one different combinations of initial guess, which is an advantage over existing algorithms

based on deep-neural networks [48]. Additionally, the proposed framework easily generalizes to

more complex kernel shapes other than a pure power-law decaying shape, by simply adding the

multiplicative factor 𝑃 and learning its parameters. In fact, when defining the kernel as, e.g., a

combination of basis functions, the algorithm seamlessly accommodates this approximation through

inserting additional columns on the RHS of Eq. (3.23), and solving for more coefficients at Level 1.

In other words, the minimization will always be two-dimensional, and the inclusion of polynomial

basis functions would only affect the Least-Squares problem. In the end, this is more efficient than

minimizing over all parameters, since the bottleneck of the learning problem is in the computation

of the forward nonlocal solution during the optimization. The use of high-performance computing

and parallelization further enhanced the performance of the learning framework, making it scalable

and reducing the computational burden of the forward problem.

The efficiency of the algorithm is reflected in the consistency of results obtained in Cases 1,

2, and 3. It is clear that the nonlocal model is the appropriate choice for this particular problem,

evidenced by the large value of horizon 𝛿, to the order of 400-600 times the grid size. The long-

range interactions from DDD are therefore represented as a nonlocal kernel with large horizon.

Moreover, multiplication mechanisms correspond to larger values of 𝛿, since the avalanches and the

associated collective dynamics, represented by intermittency in velocity signals, lead to heavy-tail

velocity distributions, which translates into heavy tails in the corresponding PDFs. This is in

contrast with Case 1 without multiplication, where we have the PDFs closer to normal distributions

than the ones from Cases 2 and 3. Therefore, the anomalous behavior in the discrete case leads to

nonlocality also in the continuum case.

The other immediate observation related to the nonlocal model is the meaning of 𝛼, which

clearly distinguishes the dynamics of dislocations with and without multiplication. For Case 1

without multiplication, we obtain a value of 𝛼 closer of 2.99, while the multiplication mechanisms

of Cases 2 and 3 are translated into 𝛼 = 2.4 and 𝛼 = 2.54, respectively. As anticipated in Section

3.4, the operator L obtained with the power-law nonlocal kernel with finite horizon is equivalent
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to the truncated fractional Laplacian of fractional order 𝑠 via the relationship 𝛼 = 1 + 2𝑠. Under

such view, Case 1 would correspond to a fractional Laplacian with 𝑠 = 0.99, while Cases 2 and 3

would take 𝑠 = 0.7 and 𝑠 = 0.77, respectively. In this perspective, it is straightforward to see the

evolution of dislocation PDFs as being super-diffusive, with Case 1 being the closest to a classical

diffusion process, yet with a pronounced nonlocality due to rearrangements in the dislocation

structure due to annihilations. However, the multiplication mechanism is the main factor that turns

a rather diffusive process into super-diffusive. Moreover, the super-diffusion is intensified under a

lower load, Case 2, where the external stress state allows faster relaxation and stronger subsequent

avalanches compared to Case 3, where the overall higher stress state makes all dislocations move

faster, yielding less relaxation time to a critical, metastable configuration.

The most striking observation related to the kernel discovery is the correspondence between

the kernel fractional parameter 𝛼 and the scalings of velocity distribution tail from Fig. 3.4. The

empirical scaling observed here and among other works in the literature matches the values of

𝛼 found by the data-driven kernel learning algorithm. This is not surprising, as we can take the

velocity distribution to be jump size distributions that define a particular Lévy measure, essential

when transforming a stochastic process into differential equations through the Semigroup theory

[114]. The formal and complete definition of the stochastic process that governs the dislocation

trajectories is out of the scope of this paper, yet we see jump size distributions following Fig. 3.4

lead to operators defined by power-law kernels taking the form of Eq. (3.20).

From a wider perspective, the procedure and reasoning developed in this paper do not need

to be restricted to dislocation dynamics. The problem of learning kernels and dynamics from

high-fidelity simulations and real-life data is a relevant research topic of increasing popularity.

While the methodology presented in this work highlights the inference of a nonlocal operator from

physical mechanisms, more specifically dislocation dynamics, the same procedure may be applied

to tie the use of other non-standard nonlocal operators to the anomalous physical processes that

they describe.
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CHAPTER 4

AN INTEGRATED SENSITIVITY-UNCERTAINTY QUANTIFICATION FRAMEWORK
FOR STOCHASTIC PHASE-FIELD MODELING OF MATERIAL DAMAGE

4.1 Introduction

Companies want to deliver safe products to clients with a solid knowledge of the component’s

life cycle within admissible ranges of operation. With that objective, industry spends millions of

dollars every year in manufacturing, instrumenting and conducting validation tests. In order to

reduce costs, manufacturers invest heavily in early stages of product design to reduce final project

cost and development time. Decisions made in design phase have an impact of 70% of final cost.

In that sense, numerical simulations have contributed to reduce the cost and time spent in product

development through CAE applications in solid and fluid mechanics, and failure analysis play an

important role in saving costs and ensuring safety.

The importance of reliable failure analysis motivates the development of trustworthy mathemat-

ical models and robust numerical methods. Several researchers have developed models of damage

initiation, propagation and fatigue life of materials, using continuum damage models and fracture

mechanics [153–155]. The ad hoc characteristics of those classical models prevent them to apply

to a wider range of problems, affecting their predictability. Some of the limitations appear when

dealing with crack initiation or branching, for example.

Recently, phase-fields have become a solid alternative to treat those difficulties in damage

and fatigue modeling. Phase-field models were first developed to solve fluid separation problems

[54]. Its capability of modeling sharp interfaces through a smooth continuous field extended

its application to different multiphase problems with moving boundaries, including solidification

[55], tumor growth [56], two-phase complex fluid flow [57] and fluid-structure interaction [58].

Over the last decade, phase-field models were used in simulations of brittle [31, 156, 157] and

ductile fracture [32, 158]. Phase-field damage models are able to capture many effects such as
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crack initiation, propagation, branching and coalescence. Crack branching is typically observed

in dynamic fracture [33, 159]. Fatigue effects were modeled using thermodynamically consistent

approaches [160] and fractional derivatives [161]. Boldrini et al (2016) [34] developed a non-

isothermal and thermodynamically consistent framework for damage and fatigue using phase-fields.

Spatial convergence and 2D results were presented by Chiarelli et al (2017) [162]. A comparison

between semi and fully implicit time integration schemes was analyzed by Haveroth et al (2018)

[163].

Despite the ability to describe crack geometry and incorporate naturally fatiguing mechanisms

and different constitutive laws, most examples of phase-field solutions studied so far include

geometric characteristics that drive the crack path to determined places. The presence of notches,

indentations, regions of stress concentration, is recurrent and leads to controlled experiments

with a predictable crack path (always assuming a perfect material). In those models, there is no

consideration of stochastic effects to account for material and manufacturing imperfection, surface

roughness, or even misalignment of loading conditions that, in practice can drive failure to other

locations.

The development of solution methods for stochastic differential equations have been under great

focus over the last decades. Traditional sampling methods such as the Monte Carlo (MC) method

[59, 164] are widely used to compute solution statistics. However, MC has slow convergence rate, to

the order of 𝑁−1/2 (𝑁 is the number of realizations), requiring an abundant number of simulations,

which can be prohibitive for a computationally expensive forward solver. A remedy is to build

surrogate models through established methods such as Polynomial Chaos [63, 165, 166], where the

stochastic model is approximated by a set of polynomial basis, or its generalization via Galerkin

projections [64, 65, 167].

Such surrogate models have the disadvantage of being intrusive, in which they require mod-

ifications on the governing equations and become impractical in complex systems. Conversely,

non-intrusive methods use the forward solver as a black-box, with general application. Proba-

bilistic Collocation Methods (PCM), or Stochastic Collocation[66, 67], sample the random space
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efficiently, leading to better convergence than MC, while still preserving a simple solution struc-

ture, where realizations can be independently sampled, with easy parallelization. The curse of

dimensionality carried by the tensorial products involved in the computation of solution statistics

can be overcome with the use of Sparse Grids [68], or dimensionality reduction techniques, such

as active subspace methods [168–170].

Yet, only a few works focused on studying the stochastic nature of phase-field models. Un-

certainty quantification and sensitivity analysis in the context of phase-field models for polymeric

composites was addressed by Hamdia et al (2015) [171]. Authors used different methods to address

the parametric sensitivity from a toughness test geometry with two notches. In that scenario, matrix

elasticity modulus, volume fraction of clay platelets and the fracture energy of the matrix were the

most influential parameters. In another application, sensitivity analysis was performed in a tumor

growth phase-field model [172]. Using stochastic collocation, authors identified two most sensitive

parameters: the rate of cellular mitosis and nutrient mobility. In that case, nutrient transport was

governed by a traditional diffusion equation.

Besides the deterministic treatment of failure process, historically, phase-field models neglected

nonlocal terms in the free energy potentials. The question of how those assumptions affect the

model predictability of failure motivates a systematic way to evaluate model form uncertainty, which

has become an active research topic recently [173, 174].Through determining the salient sources

of uncertainty, educated modifications in the modeling process can be proposed, informed by the

model itself. This self-assessment procedure could be further extended to incorporate stochasticity

in space, and stochastic processes.

In this chapter we develop a framework to assess model form uncertainty of a damage and

fatigue phase-field model through uncertainty propagation and sensitivity. We define parameters

related to damage and fatigue, as well as viscous damping effects, as random variables and solve

a stochastic system of equations that model material damage using phase-fields. We compute the

expected solution and standard deviation fields in univariate and multivariate setups. We define

local sensitivity expectation, where we use complex-step differentiation [175] to compute local
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sensitivity at each collocation point in the random space. A variance-based method [176] is used

to compute each parameter’s Sobol indices in the global sensitivity analysis. These methods

establish a framework to systematically investigate model form uncertainty. An incorrect operator

can be detected by looking at the parameters that multiply them, which will be more sensitive

and influential in the total output uncertainty. Assuming the model form is correct transfers the

salient uncertainty associated with the operator to its parameters. We identify the parameters that

most contribute to total output variance so that new models can be derived, mitigating model form

uncertainty.

The chapter is organized as follows. In Section 4.2 we present a stochastic version of the

damage and fatigue phase-field model derived in Boldrini et al (2016) [34]. We discuss the system

of PDEs, the finite element spatial discretization, the semi-implicit scheme for time integration and

the stochastic discretization methods, namely Monte Carlo sampling and Probabilistic Collocation.

Then, we present methods used for local and global sensitivity analysis in Section 4.3. In Section 4.4

we show the results of uncertainty and sensitivity for two representative numerical examples.

4.2 A Stochastic Damage and Fatigue Phase-Field Framework

We show a stochastic version of the phase-field framework for structural damage and fatigue pre-

sented in Boldrini et al (2016) [34], which consists in a deterministic system of coupled differential

equations for the evolution of displacement u, velocity v = ¤u, damage 𝜑 and fatigue F . Damage 𝜑 is

a phase-field variable describing the volumetric fraction of degraded material, taking values 𝜑 = 0

for virgin material, 𝜑 = 1 for fractured material, and can change between those states, 0 ≤ 𝜑 ≤ 1,

as a damaged material. The evolution equation for the damage field is an Allen-Cahn type, and

is obtained along with the equations of motion for u and v through the principle of virtual power

and entropy inequalities. The fatigue field F is treated as an internal variable, whose evolution

equation is obtained through constitutive relations that must satisfy the entropy inequality for all

admissible processes. The geometry is defined over a spatial domain Ω𝑑 ⊂ R𝑑 , 𝑑 = 1, 2, 3 at time

𝑡 ∈ (0, 𝑇].
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The overall construction of the model gives origin to a general set of equations that can take

different forms based on suitable choices of free-energy potentials, boundary and initial conditions.

The choice of free-energy potentials affects directly the final model form, the specific coupling

between the fields of interest and material behavior. The free-energy potential J (𝜑, F ), related to

damage 𝜑 and fatigue F has the traditional form [34]

J (𝜑, F ) = 𝑔𝑐
𝛾

2
|∇𝜑 |2 + K(𝜑, F ), (4.1)

where 𝑔𝑐 is the Griffith energy, 𝛾 > 0 is the phase-field layer width parameter and K(𝜑, F ) is a

function that relates the change of damage to material fatigue. This general form for free-energy

has been used since the first phase-field models, where the first term corresponds to interfacial

energy and originates the Laplacian operator in Allen-Cahn type equations. The second term is

called mixing energy in other disciplines, and may take different forms based on the application,

even within damage models.

From the governing equations of the deterministic phase-field model we can identify many

material parameters that are easily obtained from experimental procedures, namely elasticity con-

stants (𝐸 and a), and density 𝜌0. For that reason, and to reduce the complexity of the analysis,

we consider them to be deterministic. The remaining parameters, on the other hand, are either

not physically measurable, or their value is uncertain, and are considered to be stochastic. First,

we have those parameters which are proportionality constants due to mathematical modeling, such

as rate of change of damage and fatigue, 𝑐 and 𝑎, respectively. Similarly, phase-field layer width

𝛾 is a parameter that controls the diffusivity of damage field, therefore is a mathematical artifact

that should be as close to zero as possible to recover the sharp interface. Furthermore, the viscous

damping coefficient 𝑏 is not promptly identifiable, and it would require a correlation with damping

ratio to be obtained experimentally through modal testing. Finally, the Griffith energy 𝑔𝑐, although

related to stress intensity factor, would require further experiments for each specific material, since

its range varies broadly for materials with the same elastic properties.

We define the parameters mentioned as random variables and derive the stochastic version of the

damage and fagitue phase-field model. Let (Ω𝑠,G, P) be a complete probability space, where Ω𝑠 is
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the space of outcomes 𝜔, G is the 𝜎−algebra and P is a probability measure, P : G → [0, 1]. We

define the five-dimensional set of random parameters b (𝜔) = {𝛾(𝜔), 𝑔𝑐 (𝜔), 𝑎(𝜔), 𝑏(𝜔), 𝑐(𝜔)}.

The random nature of b makes the operators and output fields to also be random. However, we

simplify the notation and only explicitly represent the random parameters as b = b (𝜔), supressing

the random variable indication elsewhere. Choosing appropriate free-energy potentials, we obtain

the stochastic equations for a linear elastic and isotropic material without temperature evolution

defined over Ω𝑑 × (0, 𝑇] ×Ω𝑠:

¤u = v,

¤v = div
(
(1 − 𝜑)2 C

𝜌0
E
)
+ 𝑏(𝜔)

𝜌0
div (D) − 𝛾(𝜔)𝑔𝑐 (𝜔)

𝜌0
div (∇𝜑 ⊗ ∇𝜑) + f,

¤𝜑 =
𝛾(𝜔)𝑔𝑐 (𝜔)

_
Δ𝜑 + 1

_
(1 − 𝜑)E𝑇CE − 1

_𝛾(𝜔) [𝑔𝑐 (𝜔)H
′(𝜑) + FH ′

𝑓 (𝜑)],

¤F = − �̂�

𝛾(𝜔)H 𝑓 (𝜑),

(4.2)

subjected to appropriate initial and boundary contitions, which depend on the physical problem.

For the equation of motion, usually displacement or stress are known at the boundaries. For damage

evolution, ∇𝜑 · n = 0 at the boundary, 𝜕Ω𝑑 .

The infinitesimal strain and the rate of strain tensors are represented by E = ∇𝑆u and D = ∇𝑆v,

respectively. C represents the elasticity tensor, as a function of Young’s modulus 𝐸 and Poisson

coefficient a. Parameter 𝑏 is the viscous damping of the material, 𝜌0 corresponds to the material’s

density. Following an argument by Lemaitre and Desmorat (2005) [153], _ is constructed such that

the rate of change of damage should increase as damage increases, following the relation:

1
_
=

𝑐(𝜔)
(1 + 𝛿 − 𝜑)𝜍 , (4.3)

where 𝑐 and 𝜍 are positive parameters that should depend on the material. The relation includes 𝛿,

a small positive constant, in order to avoid numerical singularity.

The terms H ′(𝜑) and H ′
𝑓
(𝜑) are the derivatives of H(𝜑) and H 𝑓 (𝜑) with respect to 𝜑 and

play an important role in the evolution of damage. Different choices for those potentials change

the form of the transition of damage phase-field as fatigue changes from zero to 𝑔𝑐. Further details
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about the behavior of fatigue potentials can be found in Boldrini et al (2016) [34]. If we choose the

transition to be continuous and monotonically increasing, suitable choices for the potentials are:

H(𝜑) =


0.5𝜑2 for 0 ≤ 𝜑 ≤ 1,

0.5 + 𝛿(𝜑 − 1) for 𝜑 > 1,

−𝛿𝜑 for 𝜑 < 0.

(4.4)

H 𝑓 (𝜑) =


−𝜑 for 0 ≤ 𝜑 ≤ 1,

−1 for 𝜑 > 1,

0 for 𝜑 < 0.

(4.5)

The growth of the fatigue field F is controlled by the �̂� parameter, which is related to the

formation of micro-cracks that occur in cyclic loadings. Even in monotonic loadings there is

growth of the fatigue variable, because a monotonic loading can be considered as one portion of a

complete cyclic load. The form of �̂� depends on the absolute value of the power related to stress

in the virgin material:

�̂� = 𝑎(𝜔) (1 − 𝜑) | (CE + 𝑏D) : D| , (4.6)

where the parameter 𝑎 in this case is chosen to give a linear dependence of the power of stress.

We construct a general framework to compute the stochastic solutions using three levels of

discretization: in space, using finite element method; in time, using a semi-implicit integration

scheme; and in the random space, where we choose our realizations randomly through Monte Carlo

sampling, or by Probabilistic Collocation. Fundamentally, the finite element solver acts as a black

box for any nonintrusive stochastic method. Details on the spatio-temporal discretization of the

phase-field model can be found in the Appendix A.

4.2.1 Stochastic Discretization

Displacement, velocity, damage and fatigue from the phase-field framework solution are functions

of random parameters; therefore, they are random fields. In order to obtain the statistical moments

78



of those outputs we will solve the deterministic system of equations over an ensemble of different

realizations, each of them with distinct parameter values. The inputs for each realization depends

on the sampling method. In this work we employ Monte Carlo (MC) and Probabilistic Collocation

Method (PCM). Since those methods are non-intrusive, the finite element solver acts as a black

box, where the choice of parameter values and computation of statistical quantities are simply pre-

and post-processing tasks, respectively.

4.2.1.1 Probabilistic collocation method

The Probabilistic Collocation Method (PCM) poses a great advantage over the MC method, since

PCM uses polynomial interpolation to approximate the solution in the random space. The map-

ping between the random and physical space is made through the probability density function

of the uncertain parameters. Using orthogonal polynomials, such as Lagrange, the computation

of expectation and variance reduces to running the simulation at the collocation points, reducing

computational cost significantly, while improving convergence rates.

The mathematical expectation of the solution, E [𝑈 (𝑥, 𝑦, 𝑡; b)], in a one-dimensional random

space can be written as

E [𝑈 (𝑥, 𝑦, 𝑡; b)] =
∫ 𝑏

𝑎

𝑈 (𝑥, 𝑦, 𝑡; b)𝜌(b)𝑑b, (4.7)

where 𝜌(b) is the probability distribution function of b. In order to use Gauss quadrature, we must

map the domains of the distribution to the interval [−1, 1] in the standard domain of a variable [.

The integral should then be written as

E [𝑈 (𝑥, 𝑦, 𝑡; b)] =
∫ 1

−1
𝑈 (𝑥, 𝑦, 𝑡; b ([))𝜌(b ([))𝐽𝑑b ([), (4.8)

where 𝐽 = 𝑑b/𝑑[ represents the Jacobian of the transformation. We approximate the expectation

by introducing a polynomial interpolation of the exact solution in the random space, �̂� (𝑥, 𝑦, 𝑡; b):

E [𝑈 (𝑥, 𝑦, 𝑡; b)] ≈
∫ 1

−1
�̂� (𝑥, 𝑦, 𝑡; b ([))𝜌(b ([))𝐽𝑑b ([). (4.9)
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We interpolate the solution in the random space using Lagrange polynomials 𝐿𝑖 (b):

�̂� (𝑥, 𝑦, 𝑡; b) =
𝐼∑︁
𝑖=1
𝑈 (𝑥, 𝑦, 𝑡; b𝑖)𝐿𝑖 (b), (4.10)

which satisfy the Kronecker delta property at the interpolation points:

𝐿𝑖 (b 𝑗 ) = 𝛿𝑖 𝑗 . (4.11)

We substitute Equation (4.10) into (4.9), and approximate the integral using a quadrature rule.

Then, the expectation is now written as

E [𝑈 (𝑥, 𝑦, 𝑡; b)] ≈
𝑄∑︁
𝑞=1

𝑤𝑞𝜌(b ([))𝐽
𝐼∑︁
𝑖=1
𝑈 (𝑥, 𝑦, 𝑡; b ([))𝐿𝑖 (b ([)), (4.12)

where we compute the coordinates [𝑞 and weights 𝑤𝑞 for each integration point 𝑞 = 1, 2, . . . , 𝑄.

This computation can be evaluated efficiently by choosing the collocation points to be the same as

the integration points 𝑞 on the paramectric space. Through the Kronecker property of the Lagrange

polynomials (4.11), the approximation (4.12) is simplified as a single summation:

E [𝑈 (𝑥, 𝑦, 𝑡; b)] =
𝑄∑︁
𝑞=1

𝑤𝑞𝜌(b𝑞 ([𝑞))𝐽𝑈 (𝑥, 𝑦, 𝑡; b𝑞 ([𝑞)). (4.13)

We use a linear affine mapping from the standard to the real domain: b𝑞 ([𝑞) = 𝑎+ (𝑏−𝑎)
2 ([𝑞 +1).

This mapping gives us the Jacobian (for a one-dimensional integration) simply as 𝐽 = (𝑏 − 𝑎)/2.

In practice, after we find the quadrature points in the standard domain, we use the mapping to find

the respective values of the random variable in our interval.

We can now approximate the integral and rewrite it as a summation over the collocation

points, again assuming a uniform distribution for the parameters over the interval [𝑎, 𝑏], which

gives us a constant value of 𝜌(b) = 1/(𝑏 − 𝑎). The expectation becomes E [𝑈 (𝑥, 𝑦, 𝑡; b)] =

1
2
∑𝑄

𝑞=1 𝑤𝑞𝑈 (𝑥, 𝑦, 𝑡; b𝑞). Similarly to the Monte Carlo method, the standard deviation is𝜎 [𝑈 (𝑥, 𝑦, 𝑡; b)] =√︃
1
2
∑𝑄

𝑞=1 𝑤𝑞
(
𝑈 (𝑥, 𝑦, 𝑡; b𝑞) − E [𝑈 (𝑥, 𝑦, 𝑡; b)]

)2.
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If we want to generalize PCM for higher dimensions, it is just a matter of having additional

integrals to Eq. (4.7). In discrete form, this reduces to

E
[
𝑈 (𝑥, 𝑦, 𝑡; b1, . . . , b𝑘 )

]
= E𝑃𝐶𝑀

[
𝑈 (𝑥, 𝑦, 𝑡; b1, . . . , b𝑘 )

]
≈

𝑄∑︁
𝑞=1

· · ·
𝐿∑︁
𝑙=1

𝑤𝑞 . . . 𝑤𝑙 𝜌(b𝑞) . . . 𝜌(b𝑙) 𝐽𝑞 . . . 𝐽𝑙 𝑈 (𝑥, 𝑦, 𝑡; b1
𝑞 , . . . , b

𝑘
𝑙 )

(4.14)

where we have 𝑘 summations, one for each dimension in the random space. In b𝑘
𝑙

the superscript

indicates the dimension in the random space, and the subscript specifies the collocation point in

that dimension. Simplifying the notation using E
[
𝑈 (𝑥, 𝑦, 𝑡; b1, . . . , b𝑘 )

]
= E [𝑈], the standard

deviation becomes

𝜎
[
𝑈 (𝑥, 𝑦, 𝑡; b1, . . . , b𝑘 )

]
= 𝜎𝑃𝐶𝑀

[
𝑈 (𝑥, 𝑦, 𝑡; b1, . . . , b𝑘 )

]
≈

√√√√ 𝑄∑︁
𝑞=1

· · ·
𝐿∑︁
𝑙=1

𝑤𝑞 . . . 𝑤𝑙 𝜌(b𝑞) . . . 𝜌(b𝑙) 𝐽𝑞 . . . 𝐽𝑙
(
𝑈 (𝑥, 𝑦, 𝑡; b1

𝑞 , . . . , b
𝑘
𝑙
) − E [𝑈]

)2
. (4.15)

Here, we are required to perform a tensor product to obtain the set of parameters for each

realization. We have the flexibility to introduce anisotropy on the sample space by using different

number of integration points in each dimension, depending on the parameter. Moreover, once

we have simulated all multidimensional tensor product simulations, obtaining first and total-order

sensitivity indices is just a matter of post-processing. In all examples showed in this work we

assume the random variables to be mutually independent. That assumption may not always hold

true for a specific scenario, in which case a proper treatment should be given due to correlation

between parameters.

Remark 4.2.1. For the model studied in this work, a fully tensorial product as performed in

PCM is sufficient. However, in more general systems with higher parametric dimensions (more

than the 5 dimensions considered here), such approach is not efficient, since the tensor product

increases the number of simulations exponentially. In medium-to-high dimensions, one alternative

is to use Smolyak sparse grids[68] to reduce the number of realizations, while still achieving
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comparable accuracy. However, even such methods become expensive in high dimensions. Then,

UQ is usually combined with dimensionality reduction techniques. Traditional methods include

Principal Component Analysis (PCA) [177, 178] and low-rank approximations [179]. Recently,

active subpace methods have been developed to find and exploit low-dimensional structures in the

random space to obtain the solution statistics, and perform sensitivity analysis [168–170].

4.3 Sensitivity Analysis

The stochastic methods presented give us the ability to propagate parametric uncertainty through

the model and obtain statistical information from the solution. We can take a step further and use

the stochastic information to systematically study the importance of each parameter to solution

uncertainty. Using a univariate PCM framework we can compute local sensitivity in a probabilistic

way. Through multivariate PCM uncertainty propagation we can analyze the influence of each

parameter in the total variance, by calculating sensitivity indices. In this Section, we derive the

local and global sensitivity frameworks from the phase-field model stochastic discretization.

4.3.1 Stochastic Sensitivity Analysis

In local sensitivity analysis, we study the effect of only one parameter while keeping all others

at their expected values. The sensitivity of the output 𝑈 (b 𝑗 ) with respect to input parameter b 𝑗 ,

𝑗 = 1, 2, 3, 4, 5 being one of the parameters in b (𝜔) = {𝛾(𝜔), 𝑔𝑐 (𝜔), 𝑎(𝜔), 𝑏(𝜔), 𝑐(𝜔)}, is also a

random variable, so we compute its expected value as

𝑆𝑈,b 𝑗 = 𝑁 𝑓E(𝑆𝑈,b 𝑗 ) (4.16)

where 𝑁 𝑓 is a normalization factor defined as

𝑁 𝑓 =
b̄ 𝑗

�̄�
(4.17)

In Eq. (4.17), b̄ 𝑗 is the expected value of the input parameter under consideration and �̄� is the

volume average of the expected solution𝑈. In Eq. (4.16) we consider the expectation of sensitivities
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over all the parameter intervals, computed using PCM as

E
[
(𝑆𝑈,b 𝑗 )

]
≈ 1

2

𝑄∑︁
𝑞=1

𝑤𝑞𝑆𝑈𝑞 ,b
𝑗
𝑞

(4.18)

with 𝑆
𝑈𝑞 ,b

𝑗
𝑞

being the sensitivity at collocation point 𝑞 for parameter 𝑗 . The sensitivity around

each integration point is computed using complex-step differentiation [175]. Unlike traditional

finite-difference approximations, in complex-step differentiation we perturb the imaginary part of

the parameter. Let b 𝑗 = 𝑝 + 𝑖ℎ and ℎ ∈ R. Expanding 𝑈 (b) in Taylor series about the real part 𝑝

we obtain

𝑈 (b 𝑗 ) = 𝑈 (𝑝 + 𝑖ℎ) = 𝑈 (𝑝) + 𝑖ℎ𝑈′(𝑝) − ℎ2𝑈′′(𝑝) + O(ℎ2). (4.19)

We then take the imaginary part on both sides to obtain the derivative of 𝑈 around the real part of

b:

𝑈′(𝑝) = 𝑆𝑈,b 𝑗 ≈
𝐼𝑚(𝑈 (𝑝 + 𝑖ℎ))

ℎ
(4.20)

We can also take the real part of 𝑈 (𝑝 + 𝑖ℎ) to recover the unperturbed solution and compute the

expectation used in the normalization factor, Eq. (4.17).

The complex-step differentiation is second-order accurate and allows for small perturbations

without incurring round-off and cancellation errors. Using complex-step differentiation has another

enormous advantage over finite-difference schemes. We only need to evaluate one solution at each

point, instead of two. We take the imaginary part of the solution to compute the derivative, and use

the real part to calculate the volume average of the expected solution in Eq. (4.17).

Remark 4.3.1. Using MATLAB, this method can be applied almost immediatly by running the sim-

ulation with an imaginary perturbation. However, in the derivation of complex-step differentiation,

we have to assume that 𝑈 (b) is analytic, implying the Cauchy-Riemman equations must hold. We

must also assure all operators in the implementations to be analytic [175] . Most of operators

in MATLAB are compatible with complex numbers. Operations like maximum, minimum, greater

or less than, should always compare only the real part. Moreover, when transposing vectors and

matrices, we should use the dot-apostrophe transpose, that do not take conjugate of the elements.
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The only operation that we must redefine to be analytic is the absolute value, implemented as

abs(𝑥 + 𝑖𝑦) =


−𝑥 − 𝑖𝑦, if 𝑥 < 0

+𝑥 + 𝑖𝑦, if 𝑥 ≥ 0
(4.21)

4.3.2 Global Sensitivity Analysis

In a global analysis we are interested in how sensitive is the output when we perturb all input

parameters. We use a variance-based method based on Sobol indices [180], where we compute

the relative importance of input parameters to total output variance. To derive the algorithms for

variance-based sensitivity analysis we refer to Saltelli et al (2010) [176]. For simplicity, we now

denote our solution vector only as𝑈 (b) = 𝑓 (b1, b2, . . . , b𝑘 ), a random variable function of random

parameters b 𝑗 , 𝑗 = 1, 2, . . . , 𝑘 , 𝑘 being the total dimension of the random space (the number of

random parameters). The effect of parameter b 𝑗 on variance 𝑉 is

𝑉b 𝑗
(
Eb∼ 𝑗 (𝑈 |b 𝑗 )

)
(4.22)

where b∼ 𝑗 denotes the combination of all possible values for random parameters with the exception

of b 𝑗 , which is fixed at some value. We interpret Eq. (4.22) as taking the expected value of 𝑈

having fixed a value for b 𝑗 , and then taking the variance over all possible values of b 𝑗 . From the

Law of Total Variance, we have

𝑉b 𝑗
(
Eb∼ 𝑗 (𝑈 |b 𝑗 )

)
+ Eb 𝑗

(
𝑉b∼ 𝑗 (𝑈 |b 𝑗 )

)
= 𝑉 (𝑈) (4.23)

The second term on the left-hand side is called the residual and 𝑉 (𝑈) is the total variance.

Normalizing Eq. (4.23) we obtain the sensitivity index that measures the effect on total variance by

random variable b 𝑗 as:

𝑆 𝑗 =
𝑉b 𝑗

(
Eb∼ 𝑗 (𝑈 |b 𝑗 )

)
𝑉 (𝑈) (4.24)

The sensitivity indices 𝑆 𝑗 only measure the first-order effect on variance from b 𝑗 , and disregards

the interactions between b 𝑗 and other parameters. The total sum of 𝑆 𝑗 should be less than 1, the

remainder being the high-order interactions between the parameters.
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If we would like to compute any second, third, or higher-order indices, we would have to repeat

this procedure for all combinations of interactions. An alternative is to compute the sensitivity

index related to a given parameter and all its possible interactions with all parameters. In order

to obtain the total effect index 𝑆 𝑗
𝑇

we start from the total normalized variance and subtract the

contribution of all first and high-order effects that do not include b 𝑗 . We write

𝑆
𝑗

𝑇
= 1 −

𝑉b∼ 𝑗

(
Eb 𝑗 (𝑈 |b∼ 𝑗 )

)
𝑉 (𝑈) (4.25)

In practical terms, for every combination of parameters that do not include b 𝑗 we compute

the expectation with respect to b 𝑗 . That means performing different combinations of univariate

expected solutions with respect to b 𝑗 . Then, all these different expectations compose a 𝑘 − 1

dimensional random space, from which we compute the variance. From 5-D PCM full tensor

product we already possess all possible combinations between the parameters, so the computation

of 𝑆 𝑗 and 𝑆 𝑗
𝑇

are just a matter of postprocessing the realizations.

4.3.3 Integrated Sensitivity-Uncertainty Quantification Framework

Given the stochastic discretization methods from Section 4.2.1 as integrating building blocks, we for-

mulate a framework to quantify model-form uncertainty through a parametric uncertainty/sensitivity

propagation. The stochastic and global sensitivity analyses are naturally integrated to the frame-

work using PCM. The stochastic sensitivity procedure is summarized in Algorithm 4.1, where

the solution sensitivity with respect to a given parameter is obtained through the complex-step

differentiation. The participation of each parameter in total uncertainty given by sensitivity indices

is outlined in Algorithm 4.2. We further elaborate on the integrated framework’s development and

capabilities via two canonical examples in the next Section.

4.4 Numerical Results

We now present two representative numerical examples to show the capabilities of the proposed

methodology to assess uncertainty and sensitivity of damage phase-field models. The first example
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Algorithm 4.1 Stochastic Sensitivity Analysis
1: for Random parameters b 𝑗 = 1 → 𝑘 do
2: Choose a perturbation ℎ, and define the random parameter as𝑈 (b 𝑗 ) = 𝑈 (𝑝 + 𝑖ℎ).
3: Solve the stochastic problem in one dimension with perturbed inputs b 𝑗 = 𝑝 + 𝑖ℎ.
4: Compute the sensitivity of the solution at every collocation point following Eq. (4.20).
5: Compute the expectation of sensitivities E

[
(𝑆𝑈,b 𝑗 )

]
, following Eq. (4.18).

6: Compute the normalization factor 𝑁 𝑓 using the volume average of expected solution,
Eq. (4.17).

7: Given E
[
(𝑆𝑈,b 𝑗 )

]
and 𝑁 𝑓 compute the local sensitivity 𝑆𝑈,b 𝑗 using Eq. (4.16).

8: end for

Algorithm 4.2 Global Sensitivity Analysis
1: For all 𝑘 random parameters, solve the 𝑘−dimensional stochastic problem employing PCM.
2: for Random parameters b 𝑗 = 1 → 𝑘 do
3: Given the tensor product results in all collocation points, compute first-order sensitivity

index 𝑆 𝑗 using Eq. (4.24).
4: Given the tensor product results in all collocation points, compute total-order sensitivity

index 𝑆 𝑗
𝑇

using Eq. (4.25).
5: end for

is the single-edge notched tensile test case, a traditional benchmark test with mode I crack propa-

gation. With the notched geometry, we first investigate the convergence of MC and PCM methods

in the univariate and multivariate uncertainty propagation. Then, we show the expectation and

standard deviation of damage evolution for each parameter and compare that with 5-D parametric

uncertainty propagation. Next, we show local sensitivity expectation results for each parameter in

the univariate framework. Last, we compute Sobol indices in the global sensitivity analysis and

comment on the different influence of each parameter.

The second example is a standard tensile test specimen, symmetric and with no notches or

existing cracks. We run the stochastic framework and show the expected crack path and its

uncertainty. We also run local and global sensitivity analyzes to understand how the lack of

pre-existing crack or notch affects the output uncertainty.
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Figure 4.1 Left: Geometry and boundary conditions for single-edge notched tensile test. Right:
Finite element mesh.

Table 4.1 Expected value of stochastic parameters for single-edge notched tensile test.

Parameter Value

𝑎 (rate of change of fatigue) 5 × 10−7 𝑚2

𝑏 (viscous damping) 1 × 108 𝑁𝑠/𝑚2

𝑐 (rate of change of damage) 1 × 10−5 𝑚/𝑁𝑠
𝑔𝑐 (Griffith energy) 2700 𝑁/𝑚
𝛾 (phase-field layer width) 1 × 10−3 𝑚

4.4.1 Single-Edge Notched Tensile Test

The notched geometry is a benchmark test, consisting in a square of material with a pre-existing

crack in the middle of the specimen, see Fig. 4.1. We constrain the body at the top and apply a

prescribed displacement at the bottom, at a rate of 3× 10−4 𝑚/𝑠. The finite element mesh has 3395

nodes, composing 6498 linear triangle elements with smallest element size being 0.404 𝑚𝑚. The

final time is 𝑇 = 0.5 𝑠 and we integrate the solution over time-steps of Δ𝑡 = 1×10−3 𝑠. We consider

a material with 𝐸 = 160 𝐺𝑃𝑎, a = 0.3 and 𝜌0 = 7800 𝑘𝑔/𝑚3 under plane stress conditions with

thickness of ℎ = 5𝑚𝑚. As stated in Section 4.2.1, we assume a uniform distribution for the random

variables, with a range of ±10% from their expected values, which are given in Tables 4.1.
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Figure 4.2 Univariate simulations: expectation (a) and standard deviation (b) error between MC
results with 104 samples and solutions from PCM with different number of collocation points. We
observe that with 4 points we obtain comparable accuracy in PCM. Expectation (c) and standard
deviation (d) PCM convergence, where the reference for error computation is a solution with 100
collocation points in the univariate case. The convergence rate is close to linear.

4.4.1.1 Convergence

We study the convergence of PCM estimates (expectation and standard deviation) of the damage

field �̂�(𝑥, 𝑦, 𝑇), at final simulation time 𝑇 = 0.5 𝑠. The relative error, 𝑒𝑃𝐶𝑀 , between the PCM

estimate �̂�(𝑥, 𝑦, 𝑇) and a reference solution 𝜑𝑟𝑒 𝑓 (𝑥, 𝑦, 𝑇), over the spatial domain at time 𝑇 , is

defined as

𝑒𝑃𝐶𝑀 =
∥�̂� − 𝜑𝑟𝑒 𝑓 ∥𝑝
∥𝜑𝑟𝑒 𝑓 ∥𝑝

, (4.26)

where the 𝑝−norm for a vector w = (𝑤1, 𝑤2, . . . , 𝑤𝑛) is ∥w∥𝑝 :=
(∑𝑛

𝑖=1 |𝑤𝑖 |𝑝
)1/𝑝, for 𝑝 = 1, 2, and

∥w∥∞ := max𝑖 |𝑤𝑖 |.

In Fig. 4.2 we plot the univariate convergence analysis for random parameter 𝛾. We first choose

the reference solution to be a MC estimate with 104 realizations ((a) and (b)), showing that, with

only a few realizations, PCM has equivalent accuracy as MC. Since our method is shown to be

convergent, although biased, we establish a PCM benchmark solution with 100 collocation points.

The goal is to estimate the practical convergence rate of PCM, which sheds light on the smoothness

of the solution in the parametric space. We see that the convergence rate of PCM with respect to

the PCM benchmark solution is close to linear ((c) and (d)), instead of e.g. exponential, revealing

that the true solution to our problem is not smooth, and it does not belong to higher-class Sobolev

spaces in the parametric space.

Fig. 4.3 (a) and (b) show the relative error of PCM, taking a 104 sample MC estimate as
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Figure 4.3 (a) and (b): Comparison between MC results with 104 samples, and solutions from
PCM with different number of realizations in the multivariate case. With higher dimensions the
advantage of PCM over MC becomes more evident, with only 3 points needed in each dimension
to stabilize the error in both expectation (a) and standard deviation (b). (c) and (d): Convergence
of damage field on multivariate PCM simulations of notched geometry, where the reference for
error computation is a solution with 6 collocation points in each dimension. We obtain linear
convergence for both expectation (c) and standard deviation (d).

reference, in the multivariate case (considering the parameters from Table 4.1, a 5-D random

space). Again, we observe that PCM quickly achieve comparable accuracy in expectation and

standard deviation to 104 MC realizations. On Fig. 4.3 (c) and (d), we see the convergence of PCM

in 5 dimensions, where the PCM benchmark is a solution with 6 points in each dimension (total of

65 = 7776 realizations). The convergence rates within the PCM algorithm are again close to linear.

Nonetheless, we consistently show that PCM exhibits a faster convergence than MC (a half-order

increase), while requiring far less realizations for a desired accuracy.

4.4.1.2 Uncertainty and sensitivity analyses

We first investigate the univariate uncertainty propagation, where we assume that each random

parameter has a uniform distribution centered at the values on Table 4.1 with 10% variation to left

and right. In this 1-D parametric setting, we assume that the other parameters are deterministically

known at their expected values. Fig. 4.4 shows the damage field expectation and standard deviation

when we consider the phase-field layer width 𝛾 as uncertain, while keeping the other parameters

fixed in PCM simulations with 4 integration points. The expected crack propagates to the right,

as we could expect from a tensile load, and the uncertainty follows the crack tip. In Fig. 4.5

we plot the damage field from random 𝛾 over the crack propagation line (at 𝑦 = 50 𝑚𝑚, from
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(a) Time t = 0.3 s. (b) Time t = 0.4 s. (c) Time t = 0.5 s.

(d) Time t = 0.3 s. (e) Time t = 0.4 s. (f) Time t = 0.5 s.

Figure 4.4 Damage phase-field expectation (top) and standard deviation (bottom) after crack prop-
agation taking 𝛾 as random input. From tensile load the crack propagates in Mode-I as expected.
𝛾 has influence around the crack path, because it controls the diffusion of damage. Once the crack
propagates and the expected value is 1 in the crack path, the uncertainty vanishes in the cracked
region. However, the deviation around the crack tip grows with time.

50 𝑚𝑚 ≤ 𝑥 ≤ 100 𝑚𝑚). Looking at the damage field profiles from the expected solution we see

the crack tip as a moving interface. The standard deviation’s peak follows the interface and grows

in time. Since 𝛾 controls the diffusivity we see that with increasing uncertainty the interface profile

of the expected solution becomes less sharp with time.

For the other parameters, the damage field expectation is similar to the ones shown in Fig. 4.4.

The major difference lies in the deviation field, as shown in Fig. 4.6, where we see that for the other

variables the uncertainty is more concentrated around the crack tip. This example has a known

crack path, so most of uncertainty is related to the speed of crack growth through the Griffith

fracture energy 𝑔𝑐 that controls how fast damage grows with intermediate values of fatigue, and the

rate of change of damage 𝑐, directly affecting damage time evolution.

Still in the univariate framework, we use complex-step differentiation to evaluate the stochastic

sensitivity of every random parameter, where the perturbation is chosen to be ℎ = 0.001(b 𝑗𝑚𝑎𝑥−b 𝑗𝑚𝑖𝑛).
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(a) Damage expectation profile.
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(b) Damage standard deviation profile.

Figure 4.5 Time evolution of damage phase-field expectation and standard deviation profiles at the
crack path line taking 𝛾 as random input. From damage expectation we observe the crack tip as a
moving interface. The standard deviation peak follows the advecting boundary and grows in time,
which makes the expected interface less sharp.

(a) Rate of change of fatigue a. (b) Viscous damping b. (c) Rate of change of damage c. (d) Griffith fracture energy gc .

Figure 4.6 Damage phase-field standard deviation after crack propagation in univariate uncertainty
quantification. Fatigue parameter 𝑎 and viscous damping 𝑏 do not propagate uncertainty as much
as Griffith energy 𝑔𝑐 and rate of change of damage parameter 𝑐. Since the crack path is defined
by geometry, the majority of uncertainty is related to the speed of crack propagation, controlled
mostly by 𝑔𝑐 and 𝑐.

Fig. 4.7 shows expectation of damage sensitivity fields at final time 𝑇 = 0.5 𝑠. We make two

observations here. First, the sensitivity fields show that damage increases at the crack tip when

we increase 𝛾, 𝑎 and 𝑐. By increasing 𝑏 we damp vibrations, thus, reducing damage. Again, the

effect of 𝑔𝑐 is visible, where increasing its value we require higher levels of fatigue to drive damage

towards 1, thus the sensitivity around the crack tip is negative. Second, if we order sensitivity and

standard deviation by their maximum absolute values, we obtain the same decreasing order for both:

𝑐, 𝑔𝑐, 𝑏, 𝛾, 𝑎, with similar proportionality between them in the two cases. Both results evidence

that with a clear crack location and path, speed of propagation drives uncertainty and sensitivity.

From the univariate uncertainty propagation and the stochastic sensitivity analysis, we identify
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(a) Phase-field layer width  . (b) Griffith fracture energy gc .

(c) Rate of change of fatigue a. (d) Viscous damping b. (e) Rate of change of damage c.

Figure 4.7 Expected sensitivity fields with respect to each input parameter. Similarly to standard
deviation fields, local sensitivity results also point to 𝑐 and 𝑔𝑐, related to propagation speed, as
parameters with more sensitive output, since we have a specific crack initiation location and path.

the most influential parameters when we assume all others to be known. Now we show results

of a 5-D PCM simulation, where we consider all parameter combinations through tensor product,

using 6 points in each dimension. Fig. 4.8 shows the evolution of damage phase-field profiles at

the crack path over time. The maximum standard deviation at final time (0.257) is comparable to

peak uncertainty of 𝑔𝑐 (0.201) and 𝑐 (0.214).

In order to quantify the relative participation of each parameter in 5-D uncertainty, we compute

the Sobol indices 𝑆 𝑗 and 𝑆 𝑗
𝑇

from Eq. (4.24) and (4.25), respectively. Fig. 4.9 shows the total

deviation field, as a reference, and sensitivity index fields 𝑆 𝑗 at final time for all parameters.

Despite 𝛾 having high maximum value of its sensitivity index, we point out that most of its

influence is around the crack, where the uncertainty is small. Ahead of the crack, 𝛾 has no

influence in uncertainty in this case where the path is defined. We see again that at the region of

high uncertainty 𝑔𝑐 and 𝑐 play an important role when we only consider their sole effects. We plot

the total sensitivity index fields 𝑆 𝑗
𝑇

in Fig. 4.10. We see that high order interactions between the
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(a) Damage expectation profile.
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(b) Damage standard deviation profile.

Figure 4.8 Time evolution of damage phase-field expectation and standard deviation profiles at the
crack path line when propagating the uncertainty of all 5 random parameters. We observe that the
combined effect of all parameters results in a larger standard deviation around the crack tip at final
time, comparable to peak values of 𝑐 and 𝑔𝑐 uncertainties.

parameters have great impact over the sensitivity indices. In the majority of the geometry, the fields

are uniform with base value around 0.4, except for 𝛾. The influence of 𝑔𝑐 and 𝑐 is carried over the

other parameters in the region ahead of the crack, with 𝑔𝑐 still being the parameter that has most

impact ahead of the crack.

From single-edge notched tensile test uncertainty and sensitivity analyses it is clear that the load

conditions and geometric singularity define the position of crack initiation and its path. Parameters

that control rate of change of damage, such as 𝑔𝑐 or 𝑐, are more sensitive and contribute more

to solution uncertainty. For general geometries and load situations, we may expect a shift in the

relative contribution of total uncertainty. Take the sensitivity indices from Fig. 4.9, for example.

Uncertainty that is not around the crack tip in the direction of crack propagation is dominated almost

entirely by 𝛾 and 𝑔𝑐. In cases where the uncertainty is not concentrated around a specific region of

the geometry, we can expect 𝛾 and 𝑔𝑐 to have stronger influence. Not surprisingly, both parameters

are multiplying the Laplacian in damage equation, which arises from the squared gradient, a local

interaction term in the free-energy potential.

93



(a) Total deviation field. (b) Phase-field layer width  . (c) Griffith fracture energy gc .

(d) Rate of change of fatigue a. (e) Viscous damping b. (f) Rate of change of damage c.

Figure 4.9 Notched tensile total damage deviation field and sensitivity indices (𝑆 𝑗 ) fields for all
parameters using 6 points in each dimension at final time 𝑇 = 0.5 𝑠. Ahead of the crack, 𝑔𝑐 and 𝑐
are the most influential parameters to total damage field variance. The remaining parameters have
little participation at the most uncertain region of the geometry.

Table 4.2 Expected value of stochastic parameters for tensile test specimen.

Parameter Value

𝑎 (rate of change of fatigue) 5 × 10−7 𝑚2

𝑏 (viscous damping) 1 × 108 𝑁𝑠/𝑚2

𝑐 (rate of change of damage) 2 × 10−6 𝑚/𝑁𝑠
𝑔𝑐 (Griffith energy) 2700 𝑁/𝑚
𝛾 (phase-field layer width) 3 × 10−4 𝑚

4.4.2 Tensile Test Specimen

The tensile test geometry without notch from Fig. 4.11 is the standard design with a mesh of 3912

nodes and 7236 linear triangle elements, where we also constrain one of its ends and apply a

prescribed displacement of 4.5×10−4 𝑚/𝑠 until 𝑇 = 0.5 𝑠, with time increments of Δ𝑡 = 5×10−4 𝑠.

The smallest element size in the mesh is 0.614 𝑚𝑚. We consider the same material properties

and thickness from the notched case, with expected values for the stochastic parameters shown on

Table 4.2.
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(a) Total deviation field. (b) Phase-field layer width  . (c) Griffith fracture energy gc .

(d) Rate of change of fatigue a. (e) Viscous damping b. (f) Rate of change of damage c.

Figure 4.10 Notched tensile total damage deviation field and total effect sensitivity indices (𝑆 𝑗
𝑇
)

fields for all parameters using 6 points in each dimension at final time 𝑇 = 0.5 𝑠. When we combine
parameter effects and include their interactions the dominant sensitivity at the crack tip gets carried
out to all parameter indices. In the remaining regions, the sensitivity index is uniform except for 𝛾:
the diffusion coefficient is more influential throughout the specimen.
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10mm6mm

30mm

Figure 4.11 Top: Geometry and boundary conditions for tensile test specimen. Bottom: finite
element mesh.
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(a) Expectation.

10
1

10
2

10
3

10
4

Number of PCM realizations

10
-3

10
-2

10
-1

10
0

R
e

la
ti
v
e

 e
rr

o
r 

n
o

rm

L
1

L
2

L

(b) Standard deviation.

Figure 4.12 Convergence of damage field in multivariate PCM simulations for tensile test spec-
imen, where the reference for error computation is a solution with 6 collocation points in each
dimension. We have lower convergence rates when compared to notched geometry due to due to
more uncertainty of crack location.

We investigate the multivariate uncertainty propagation in the tensile test case. Fig. 4.12 shows

the convergence of 5D PCM using the solution of 6 points in each dimension as a reference. Due to

the absence of an initial crack, the convergence of the expected solution and deviation has a lower

rate when compared to the single-edge notched test. Figs. 4.13 and 4.14 show the expectation and

standard deviation of the damage field when we consider 5-dimensional PCM simulations with 6

integration points in each dimension. Unlike the notched case, here we have different expected

locations for crack initiation that propagate from the surface to the interior of the body following

the stress field concentration. Moreover, the final uncertainty in this case is more than 30% of the

maximum damage, higher than any value from the notched case.

Fig. 4.15 shows the stochastic sensitivity fields for all parameters on the tensile test case

using 8 PCM points to compute the expected sensitivity. We can observe that 3 parameters are

more sensitive, namely 𝛾, 𝑔𝑐 and 𝑎, and their absolute range are equivalent, going from 5 to 30,

approximately. We can argue that, since we do not have a preferential crack path nor a specific

crack initiation position, all the uncertain parameters have the same sensitivity. The 𝑐 parameter

in this case is not as sensitive compared to the notched geometry, since here the crack location and

path are not defined, so damage increase rate becomes less important compared to crack position.

Last, we can see that 𝑏 has little sensitivity on damage field in this case.
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Figure 4.13 Damage phase-field expectation tak-
ing all parameters in b as random inputs. From
tensile load we see the appearance of 4 possi-
ble crack initiation points, based on the stress
concentration profile from the geometry. The
expected solution at final time gives a curved
crack path at both sides of the geometry.

Figure 4.14 Damage phase-field deviation taking
taking all parameters in b as random inputs. We
have regions of uncertainty around all 4 points
of possible crack initiation. At final time, the
the uncertainty vanished where the crack prop-
agated, and the maximum deviation around the
crack is more than 30% of maximum damage.

(a) Phase-field layer width  . (b) Griffith fracture energy gc .

(c) Rate of change of fatigue a. (d) Viscous damping b. (e) Rate of change of damage c.

Figure 4.15 Local sensitivity expectation fields with respect to each input parameter.𝛾, 𝑔𝑐 and 𝑎
are the most sensitive parameters, with the same absolute range. 𝑏 is not sensitive in the range
considered and 𝑐 is less sensitive than in the notched case.
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(a) Total deviation field. (b) Phase-field layer width  . (c) Griffith fracture energy gc .

(d) Rate of change of fatigue a. (e) Viscous damping b. (f) Rate of change of damage c.

Figure 4.16 Tensile test specimen total damage deviation field and sensitivity indices (𝑆 𝑗 ) fields
for all parameters using 6 points in each dimension at final time 𝑇 = 0.5 𝑠. Differently than in the
notched case, here 𝛾 and 𝑔𝑐 are the most influential parameters in the region of higher uncertainty.

Another observation is that, contrary to the notched case, here the sensitivity of 𝛾 around the

crack is negative, being positive elsewhere. Since we do not have a defined crack path, the increase

of diffusion coefficient should smoothen the field. In other words, this case makes the 𝛾 associated

with the Laplacian in the damage equation more sensitive than 𝛾 parameters in the remaining terms.

We present the total uncertainty field and sensitivity indices 𝑆 𝑗 for the tensile test specimen in

Fig. 4.16. Similarly to the notched case, here we see that the order of most influential parameters

to the uncertainty regions are equivalent to the most sensitive parameters from Fig. 4.15. In the

regions of high uncertainty around the possible crack paths, the deviation field is influenced most

by 𝛾 and 𝑔𝑐. Fatigue parameter 𝑎 comes next, with relatively less importance than what was found

in the local sensitivity analysis. Viscous damping 𝑏 has little participation in total variance, while

damage rate 𝑐 has less importance when compared to the notched case. In summary, participation

in regions of high uncertainty is dominated by 𝛾 and 𝑔𝑐.

Total sensitivity indices 𝑆 𝑗
𝑇

for tensile specimen are presented in Fig. 4.17. We can observe that
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(a) Total deviation field. (b) Phase-field layer width  . (c) Griffith fracture energy gc .

(d) Rate of change of fatigue a. (e) Viscous damping b. (f) Rate of change of damage c.

Figure 4.17 Tensile test specimen total damage deviation field and total effect sensitivity indices
(𝑆 𝑗
𝑇
) fields for all parameters using 6 points in each dimension at final time 𝑇 = 0.5 𝑠. With the

combined effect of all parameters, we still have 𝛾 and 𝑔𝑐 as having most influence in the uncertainty
regions.

when we include interactions between the parameters, 𝑎, 𝑏 and 𝑐 present sensitivity fields that are

almost uniform between 0.44 and 0.5. The other 2 parameters, 𝛾 and 𝑔𝑐 also present uniform fields,

except for the regions around the crack where the total sensitivity indices are higher than 0.6.

From these examples it is clear that geometry and the existence of initial cracks, notches or

singularities in the geometry plays an important role on sensitivity and uncertainty. In the notched

case, the existence of a crack and the application of tensile stress makes the crack propagate straight

to the right. The only uncertainty remains with the speed of damage increase ahead of the crack

path, hence the sensitivities of 𝑔𝑐 and 𝑐.

In the tensile specimen without notch on singularity, the uncertainty is driven by 𝛾, 𝑔𝑐 and 𝑎.

From Eq. 4.1, 𝛾 and 𝑔𝑐 are multiplying the local interaction term, namely 𝑔𝑐 𝛾2 |∇𝜑 |
2 which later

becomes the Laplacian in damage evolution, 𝛾(𝜔)𝑔𝑐 (𝜔)
_

Δ𝜑. Moreover, they are also associated with

the tensor product on the equation of motion, also originated from the local interaction, and are

associated to fatigue potentialsH andH 𝑓 , arbitrarily chosen. The complete symmetry of the tensile
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specimen geometry with no surface roughness or material imperfections, associated with the local

operators and ad hoc modeling, leads to potential crack appearances in the 4 stress concentration

regions around the fillets. Any numerical effect such as artificial damping or residuals may lead to

perturbation in the solution and crack initiation at any corner.

Furthermore, the traditional disregard of nonlocal interactions in phase-field models excludes the

possibility of modeling many phenomena experimentally observed, such as intermittent dislocation

avalanches [11–13, 181] and fractal characteristics of fracture[4, 118], which show scale-free

distributions and power-law scaling, that can be successfully modeled through fractional calculus

[182]. Recent works have addressed fractional-order Cahn-Hilliard equation [183, 184]. Phase-

field models derived from free-energy potentials with nonlocal effects were first discussed by

Giacomin and Lebowitz [185, 186] with recent contributions from Abels et al [187], and Ainsworth

and Mao [184]. Fractional-order models for structural analysis have been developed [46], to which

corresponding fractional uncertainty/sensitivity analyses can be formulated via operator-based

uncertainty quantification [188] and Fractional Sensitivity Equation Method (FSEM) [189].
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CHAPTER 5

DATA-DRIVEN FAILURE PREDICTION IN BRITTLE MATERIALS: A PHASE-FIELD
BASED MACHINE LEARNING FRAMEWORK

5.1 Introduction

Predictability is essential to any mathematical model for failure and fracture. From early linear

elastic fracture mechanic models from [2], to failure analysis through damage mechanics by [153],

numerical models have improved in scope and complexity to provide realistic simulations of

material failure to meet industry goals of safety, and to reduce component weight and production

costs. The accurate simulation of the failure process, from crack initiation to propagation until final

failure, in a consistent way, while respecting the physics and developing robust numerical methods,

is still a challenging task.

During the last decade, phase-field models have been successfully established as a powerful tool

in the study of damage and fatigue. By modeling sharp interfaces through smooth continuous fields,

the dynamics of moving boundaries using phase-fields emerged in diverse physical applications,

including fluid separation [54], solidification [55], tumor growth [56], two-phase complex fluid

flow [57], and fluid-structure interaction [58]. In failure analysis, crack sharpness is modeled

through a smooth phase-field indicating the state of the material among fractured, virgin, and

intermediate damaged zones, evolving through Allen-Cahn type equations. Examples ranging

from brittle [31, 156, 157], ductile [32, 158], and dynamic fracture [33, 159] successfully described

phenomenological effects such as crack initiation, branching and coalescence. The inclusion

of fatigue effects was initially attempted with Ginsburg-Landau free-energy potentials [160] and

fractional derivatives [161]. A more general framework for damage and fatigue was later developed

in a non-isothermal and thermodynamically consistent approach [34, 162, 163], followed by the

emergence of further phase-field models for fatigue [190, 191]. Within this myriad of different

models, solution uncertainty and parametric sensitivity are still influential, and the predictability
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of phase-field models for arbitrary conditions is yet a withstanding effort [104]. One promising

approach to address the predictability of numerical models is to use artificial intelligence (AI),

which has been consistently expanding its applicability over the years.

AI and machine learning (ML) have been widely used in different engineering applications such

as structural health monitoring [192–202] and fatigue crack detection [203–205]. ML algorithms,

in the context of failure analysis, have been used for numerous applications, including phase-field

models of polymer-based dielectrics [206], phase-field models of solidification [207], and crystal

plasticity [208]. Another interesting application of ML is to obtain a data-driven representation of

free-energy potentials in the atomic scale and upscale it to a phase-field model, using Integrable

Deep Neural Networks [209]. Specifically for brittle failure, ML has been recently used to build

surrogate models based on explicit crack representation [210], and in failure prediction using

a discrete crack representation model for high-fidelity simulations that feed an artificial neural

networks (ANN) algorithm [211, 212]. Nonetheless, the noted studies have only shown the

applicability of ML in failure analysis. Therefore, ML methods have not yet been explored in

the context of phase-field models for damage. It is noted that the use of ML leads to a new

paradigm of phase-field modeling, where we establish the basis for novel data-driven frameworks,

allowing systematic infusion of statistical information and corresponding uncertainty propagation

from micro-scale models and experiments into continuum macroscopic failure models.

In this work, we develop an ML algorithmic framework for failure detection and classification

merging a pattern recognition (PR) scheme and ML algorithms applied to a damage and fatigue

phase-field model. We consider an isothermal, linear elastic and isotropic material under the

hypothesis of small deformations and brittle fracture. We simulate the phase-field model using

Finite Element Method (FEM) and a semi-implicit time-integration scheme to generate time-series

data of damage phase-field 𝜑 and degradation function 𝑔(𝜑) = (1− 𝜑)2 from virtual sensing nodes

positioned at different locations across a test specimen. We introduce a PR scheme as part of the

ML framework, in which time-series data from FEM node responses are considered as a pattern

with a corresponding label. We define multiple labels for “no failure”, “onset of failure” and
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“failure” of the test specimen based on tensile test load-displacement curve and damage threshold

concept. Once the patterns representing different states of the material are identified, the proposed

ML framework employs 𝑘-nearest neighbor (𝑘-NN) and ANN algorithms to detect the presence

and location of failure using such patterns. The use of ML algorithms makes the failure prediction

framework practical even in cases of complex loading conditions, beyond the canonical example of

monotonic loads presented here.

In this study, we consider different failure types to further assess the performance of the

framework. In addition, by introducing noise to the time-series data, we ascertain the robustness

of the proposed framework with noise-polluted data, leading to the effective use in failure analysis

under high sensitive/uncertain parameters and operators. The idea of propagating uncertainty

through the solution, combined with the inherent nonlinearity of the damage phase-field model make

the choice of ANN particularly attractive in the construction of the framework. The findings from

this study will pave a way for the development of novel data-driven failure prediction frameworks,

which are able to efficiently establish a link among the classification results (i.e., accuracy) and

different phase-field model parameters, thus enabling the computational framework to identify

those parameters affecting model’s accuracy and updating them to achieve the best performance.

This chapter is organized as follows: in 5.2 we present the damage and fatigue phase-field

model, which is used to generate time-series data for the ML framework. We introduce the data

generation procedure and corresponding label definitions in 5.3. We present the ML framework in

5.4, where we describe the integration of a pattern recognition scheme with the applied classification

algorithms, 𝑘-NN and ANN. We present and discuss the numerical results in 5.5.

5.2 Damage and Fatigue Phase-Field Model

5.2.1 Governing Equations

We consider a isothermal phase-field framework for structural damage and fatigue, modeled by

a system of coupled differential equations for the evolution of displacement 𝒖, velocity 𝒗 = ¤𝒖,

damage 𝜑 and fatigue F . The damage phase-field 𝜑 describes the volumetric fraction of degraded
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material, and takes 𝜑 = 0 for virgin material, 𝜑 = 1 for fractured material, varying between those

states, 0 ≤ 𝜑 ≤ 1, as a damaged material. The evolution equation for the damage field is of

Allen-Cahn type since the damage and aging effects are non-conservative and non-decreasing, and

is derived along with the equations of motion for 𝒖 and 𝒗 through the principle of virtual power

and entropy inequalities with thermodynamic consistency [34]. The fatigue field F is associated

to the presence of micro-cracks, and is treated as an internal variable, whose evolution equation is

obtained through constitutive relations that must satisfy the entropy inequality for all admissible

processes. The geometry is defined over a spatial domain Ω ⊂ R𝑑 , 𝑑 = 1, 2, 3, at time 𝑡 ∈ (0, 𝑇].

The final form of the governing equations will be defined by the choice of free-energy potentials

related to elasticity, damage and fatigue. We consider a linear elastic isotropic material, where the

phase-field free-energy takes the usual gradient form:

Ψ(𝑬, 𝜑, F ) = 1
2
(1 − 𝜑)2𝑬𝑇C𝑬 + 𝑔𝑐

𝛾

2
|∇𝜑 |2 + K(𝜑, F ), (5.1)

where 𝑬 = ∇𝑆𝒖 is the strain tensor, where ∇𝑆𝒒 = sym(∇𝒒) represents the symmetric part of the

gradient of a given vector field 𝒒. Also, C is the elasticity tensor written in terms of the Young

modulus 𝐸 and Poisson coefficient a, 𝑔𝑐 is the Griffith energy, 𝛾 > 0 is the phase-field layer width

parameter, and K(𝜑, F ) is a function that models the damage evolution due to fatigue effects. The

first term in 5.1 represents the degraded elastic response, modeled by the choice of degradation

function 𝑔(𝜑) = (1 − 𝜑)2. The final set of governing equations, defined over Ω × (0, 𝑇], becomes:

¤𝒖 = 𝒗,

¤𝒗 = div
(
(1 − 𝜑)2C

𝜌
𝑬

)
+ 𝑏
𝜌

div (𝑫) − 𝛾𝑔𝑐

𝜌
div (∇𝜑 ⊗ ∇𝜑) + 𝒇 ,

¤𝜑 =
𝛾𝑔𝑐

_
Δ𝜑 + 1

_
(1 − 𝜑)𝑬𝑇C𝑬 − 1

_𝛾
[𝑔𝑐H ′(𝜑) + FH ′

𝑓 (𝜑)],

¤F = − �̂�
𝛾
H 𝑓 (𝜑),

(5.2)

subjected to appropriate initial and boundary conditions, which depend on the physical problem.

Either displacement or stress are known at the boundaries, in addition to considering ∇𝜑 · 𝒏 =

0 on 𝜕Ω. Moreover, the ⊗ operator denotes the outer product, the infinitesimal strain rate tensor is

represented by 𝑫 = ∇𝑆𝒗, and parameters 𝑏 and 𝜌 are the material’s viscous damping and density,
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respectively. We construct _ such that the rate of change of damage increases with damage (see

e.g., [153]):
1
_
=

𝑐

(1 + 𝛿 − 𝜑)𝜍 , (5.3)

where 𝑐, 𝜍 > 0 are material dependent, and 𝛿 > 0 is a small constant to avoid numerical singularity.

The potentials H(𝜑) and H 𝑓 (𝜑) model the damage transition from 0 to 1 as fatigue changes

from zero to 𝑔𝑐. We take their (ordinary) derivatives with respect to 𝜑 to obtain potentials H ′(𝜑)

and H ′
𝑓
(𝜑). Further details on fatigue potentials can be found in [34]. Choosing the transition to

be continuous and monotonically increasing, suitable choices for the potentials are:

H(𝜑) =



0.5𝜑2 for 0 ≤ 𝜑 ≤ 1,

0.5 + 𝛿(𝜑 − 1) for 𝜑 > 1,

−𝛿𝜑 for 𝜑 < 0.

(5.4)

H 𝑓 (𝜑) =



−𝜑 for 0 ≤ 𝜑 ≤ 1,

−1 for 𝜑 > 1,

0 for 𝜑 < 0.

(5.5)

The evolution of fatigue F is controlled by �̂�, related to the formation and growth of micro-

cracks that occur in cyclic loadings. We note that being a measure of energy accumulated in the

microsctructure, fatigue variable F grows even under monotonic loading. The form of �̂� depends

on the absolute value of the power related to stress in the virgin material:

�̂� = 𝑎(1 − 𝜑) | (C𝑬 + 𝑏𝑫) : 𝑫 | , (5.6)

where the parameter 𝑎 in this case is chosen to give a linear dependence of the power of stress.

5.2.2 Discretization

We discretize 5.2 in space using linear finite element method (FEM), where the semi-discrete form

is obtained through Galerkin method. For detailed derivation of the spatial discretization in 2D,
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Figure 5.1 Description of geometry and boundary conditions for the tensile test specimen, along
with finite element mesh and sensor layout for time-series generation. We highlight two sensor
nodes that show different time-series behaviors.

please refer to Appendix A.

We consider the tensile test specimen without notch depicted in Fig. 5.1. We discretize it

with a finite element mesh consisting of 3912 nodes and 7236 linear triangle elements, with

smallest element size of 0.614 𝑚𝑚. We constrain one end, and apply a prescribed displacement of

4.5×10−4 𝑚/𝑠, with time increments of Δ𝑡 = 5×10−4 𝑠, at the other end. We study a material with

Young modulus 𝐸 = 160 𝐺𝑃𝑎, Poisson coefficient a = 0.3, and density 𝜌 = 7800 𝑘𝑔/𝑚3, under

plane stress conditions with thickness of ℎ = 5 𝑚𝑚. The rate of change of fatigue 𝑎 is 5× 10−7 𝑚2,

and viscous damping 𝑏 is 1 × 108 𝑁𝑠/𝑚2. The remaining parameters 𝛾 (phase-field layer width),

𝑔𝑐 (Griffith energy), and 𝑐 (rate of change of damage), are chosen in order to construct a set of

different representative cases. We focus on those parameters to build the cases because they are the

most sensitive and give more uncertainty in damage evolution [104].

5.3 Data Processing

In this section, we highlight how to obtain time-series data from phase-field simulations to train

and test the learning algorithms. Further, we explore different possibilities of label definitions in

the context of failure prediction based on the simulation results.

5.3.1 Time-Series Data Generation

To generate time-series data, virtual sensing nodes are considered at different locations of the

specimen, as shown in Fig. 5.1. The sensor layout in our tests simply chosen to provide a coarse-

to-fine (variable) resolution for the ML framework to calibrate/train and classify time-series data.

Table 5.1 presents the parameters used to construct each representative failure case or type, for
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Table 5.1 Parameters used in the representative cases.

Case 𝛾 (𝑚) 𝑔𝑐 (𝑁/𝑚) 𝑐 ( 𝑚
𝑁𝑠
)

1 3.00 × 10−4 2700 2.00 × 10−6

2 2.00 × 10−3 2700 2.00 × 10−6

3 5.00 × 10−4 5400 2.00 × 10−6

4 5.00 × 10−4 10800 2.00 × 10−6

5 2.00 × 10−3 5400 1.00 × 10−6

6 2.50 × 10−4 5400 1.00 × 10−6

(a) Case 1, t = 0.48 s. (b) Case 2, t = 0.48 s.

(c) Case 3, t = 0.62 s. (d) Case 4, t = 0.78 s.

(e) Case 5, t = 0.62 s. (f) Case 6, t = 0.64 s.

Figure 5.2 Damage phase-field for each representative failure case. By changing the parameters 𝛾,
𝑔𝑐, and 𝑐, we observe different failure types (distinct crack positions and paths), as well as varying
dynamics.

which we plot the damage phase-field at failure time in Fig. 5.2. We also observe three different

failure types (i.e., around the fillets, at the middle of the specimen, and in an intermediate region

between those), where the effect of changing parameters is clearly noticeable. We observe the

different damage evolution in the highlighted sensor nodes shown in Fig. 5.1 from their time-series

data. We plot time-series data from sensor nodes 91 (at the middle of the specimen) and 143 (at

one of the fillets), for cases 1, 2 and 3, where we observe the different evolution profiles based on

each failure type (see Fig. 5.3).

From the damage phase-field time-series data 𝜑 at sensing nodes, we then form a feature vector

of a pattern as the degradation function 𝑔(𝜑) = (1 − 𝜑)2. Thus, patterns are generated using 𝑔(𝜑),

extracted at sensing nodes for a given time step. Accordingly, a label is assigned to identified
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Figure 5.3 Damage phase-field time-series data for three cases, showing the different evolution of
𝜑 depending on the virtual sensor node position.

patterns at each time step.

Remark 5.3.1. Damage 𝜑 is a proper measure of material failure. However, by defining the feature

vector based on the degradation function 𝑔(𝜑) instead, we directly measure the material softening,

since 𝑔(𝜑) is the field variable that degrades the constitutive model, thus reducing the component’s

load bearing capabilities.

5.3.2 Label Definitions

In the domain of ML, label is defined as the output of the classification algorithm. We outline

different criteria used to generate the labels for the supervised ML algorithms. In the context of

failure analysis, labels should reflect the material’s capacity to withstand loads, so a first rational

choice is to define labels based on load-displacement curve. Besides, we generate labels based on a

damage threshold concept with degradation function 𝑔(𝜑). Based on noted criteria, each pattern is

given a label corresponding to one of multiple classes, namely, no failure (class 1), onset of failure

(class 2), and failure (class 3).

5.3.2.1 Label definition according to load-displacement curve

We start by defining the labels in a binary fashion, in order to observe the damage phase-field corre-

sponding to a specific label transition. At each time step, a pattern is assigned 0 if there is no failure,
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and 1 if the specimen has fractured, such that we have a label vector 𝐿 = {0 0 . . . 0 1 . . . 1 1}𝑇 .

We assign the labels based on load-displacement curve of the tensile test:

• Label Type 1: labels are generated based on the maximum force at the load-displacement

curve, which may induce to a failure criterion too soon.

• Label Type 2: labels are generated according to the minimum derivative 𝑑𝑓 /𝑑𝑢, which could

detect damage too late.

• Label Type 3: labels are generated based on 85%, 90%, and 95% of maximum force at the

load-displacement curve, which yields an intermediate behavior compared to Label types 1

and 2.

Fig. 5.4 illustrates the different points, where failure is defined according to the label types,

with corresponding damage phase-fields. The label types 1 and 2 are too extreme and lead to early

and late prediction of failure, respectively. To address this issue, we further improve binary label

type 3 by including an intermediate state, the onset of failure, based on percentages of maximum

load. Label type 3 then becomes a multiple label definition, stated here as:

• Multiple Label Type 3: given the labels created based on 90% and 95% of maximum force

at the load-displacement curve (𝑙90 and 𝑙95), a pattern 𝑥𝑖 is assigned to class 1 (no failure) if

label of the pattern based on 𝑙90 and 𝑙95 is zero, class 2 (onset of failure) when label of the

pattern is zero based on 𝑙90 and one based on 𝑙95, and class 3 if label of the pattern based on

𝑙90 and 𝑙95 is one.

5.3.2.2 Label definition according to damage threshold concept

We also propose a label definition based on a damage threshold of degradation function 𝑔(𝜑),

where three different thresholds (i.e., 𝑅1=1, 𝑅2=0.92, and 𝑅3=0.85) are empirically selected based

on the simulations. Accordingly, we generate labels by tracking 𝑔(𝜑) on all sensing nodes, and

following the rule:
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Figure 5.4 (Left) Load-displacement curve for case 1, where we identify the three points where the
labels change from 0 to 1, according to different criteria. (Right) Respective damage phase-fields
corresponding to the positions indicated in the curve. We note that Label type 3, based on a
threshold of 90% of maximum force, lies between the first two criteria. In Label 1, damage field is
still too smooth, while in Label 2, failure is far too advanced.

• Multiple Label Type 4: a given sensor node 𝑆𝑖 is shown with index 𝑎 when 𝑅1 ≥ 𝑔(𝜑) > 𝑅2,

index 𝑏 if 𝑅2 ≥ 𝑔(𝜑) > 𝑅3, and index 𝑐 if 𝑅3 ≥ 𝑔(𝜑). Once the noted indices for all sensor

nodes at a given time step (i.e., features of pattern 𝑥𝑖) are determined, sum of each index 𝑎

to 𝑐 is computed. Pattern 𝑥𝑖 is then classified as class 1, if summation of index 𝑎 is larger

than that of indices 𝑏 and 𝑐, class 2 when summation of index 𝑏 is greater than summation

of indices 𝑎 and 𝑐, etc. This label definition is motivated by the neighboring effect concept

(i.e., group of sensor nodes), allowing to eliminate the effect of uncertainty and faulty sensor.

5.4 ML Algorithmic Framework

We develop a supervised ML algorithmic framework for interpretation of time-series data generated

from the phase-field model. The proposed ML framework presented in Fig. 5.5 is based on the

integration of a PR scheme and ML algorithms. According to PR scheme, sensor nodes responses

(i.e., time-series data of degradation function 𝑔(𝜑) = (1− 𝜑)2) at each time step are represented as

a pattern, along with corresponding label. The input to the learning framework is thus a matrix 𝑀
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Figure 5.5 Schematic illustration of the proposed ML framework. A pattern recognition scheme is
introduced to represent time-series data of damage degradation function 𝑔(𝜑) = (1− 𝜑)2 extracted
at sensing nodes as a pattern. The 𝑘-NN and ANN algorithms are employed for failure classification
using recognized patterns. In 𝑘-NN analysis the classification is performed by determining the 𝑘-
nearest vote vector. An ANN provides a map between the inputs and outputs through determination
of the weights using input and output patterns.

with dimension 𝑚 × 𝑛, where 𝑚 denotes the number of time steps and 𝑛 represents the number of

sensor nodes. Consequently, each row of the matrix denotes a pattern, where the dimension of the

PR problem is 𝑛 (i.e., a pattern with 𝑛 features).

After generating the noted matrix 𝑀 , ML algorithms, 𝑘-NN and ANN, are used for fail-
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ure/damage classification with 𝑚 identified patterns. By introducing ML algorithms for pattern

recognition, as opposed to relying exclusively on the load-displacement curve traditionally em-

ployed in failure mechanics, we allow the framework to be generalized, allowing failure detection

in complex loading conditions, not restricted to the canonical examples presented, and in cases

where load-displacement data is not even present. For the same reason, we underline the importance

of Multiple Label Type 4, which exclusively depends on damage sensor data.

It should be noted that 𝑘-NN and ANN are used in this research due to their effective and reliable

performance, while these algorithms are computationally efficient. ANN is specially advantageous

in this application, where we have a phase-field damage model that is nonlinear, and associated

with salient sources of parametric and model-form uncertainties which could be broadcast to the

solution. Therefore, we use ANN over other comparable methods to permit a systematic study of

uncertainty propagation and sensitivity of failure detection under noisy data in future works. The

theoretical and mathematical details of 𝑘-NN and ANN can be found in the published literature

[213–216].

The dataset for the 𝑘-NN and ANN analysis is divided into three subsets; namely, training,

validation, and test. The training set is used to fit the ML classifiers, while the validation set is

used to compute the optimal learning parameters. Performance of the ML classifiers with optimal

parameters is then assessed on the test set. The performance of 𝑘-NN and ANN algorithms is

measured using the detection performance rate defined in following equation:

Classification accuracy =
Number of patterns correctly classified

Total number of identified patterns
. (5.7)

Different size of data subsets are considered herein to evaluate the effect of such factor on

the performance of the ML algorithms. Accordingly, five different combinations listed below are

defined, where the accuracy of 𝑘-NN and ANN is determined based on each combination.
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• Comb 1: training & validation 65% and test 35%.

• Comb 2: training & validation 70% and test 30%.

• Comb 3: training & validation 75% and test 25%.

• Comb 4: training & validation 80% and test 20%.

• Comb 5: training & validation 85% and test 15%.

5.5 Results and Discussion

The performance of the developed ML framework in terms of predicting the presence and loca-

tion/pattern of failure is evaluated with time-series data of degradation function 𝑔(𝜑) = (1 − 𝜑)2

generated from the phase-field model. To this aim, the framework is initially trained and tested

using each one of six representative failure cases (see 5.3.1), where the presence of failure is

detected for each case, along with corresponding accuracy. In the next analysis phase, to detect the

location of failure, ML algorithms (i.e., 𝑘-NN and ANN) are trained using data from all six failure

cases, and the classification accuracy is determined on test data, leading to identification of the

pattern of failure. The following subsections present the classification results of the ML framework

employing multiple labels generated according to multiple label types 3 and 4 (see 5.3.2).

5.5.1 Results with 𝑘-NN

5.5.1.1 Detection of the Presence of Failure

As noted in 5.4, the proposed ML framework is trained and tested using different size of data

subsets. For the 𝑘-NN analysis, 𝑘-fold cross validation with 𝑘 = 10 is used. Patterns identified with

the PR scheme, along with corresponding labels, are used as input to the algorithmic framework in

order to predict the presence of failure. To further explore the performance of the 𝑘-NN algorithm,

the optimal number of 𝑘 needs to be determined. In this context, cases 1 to 3 representing
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Figure 5.6𝐾-NN classification accuracy with different number of 𝑘: (a) Accuracy based on multiple
label Type 3, (b) Accuracy based on multiple label Type 4.
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Figure 5.7 𝐾-NN classification results for failure case 3 with different size of data subsets and
multiple label Types 3 & 4.

different failure types/locations (see Fig. 5.2) are considered, based on which the performance of

the algorithm is evaluated with varying 𝑘 . The 𝑘-NN classification results based on multiple label

types 3 and 4 are shown in Fig. 5.6. As can be seen, by increasing the number of neighbors (𝑘),

accuracy decreases. We choose 𝑘 = 2 for subsequent analyses, and we will later check that this is

the optimal number of neighbors in detection of failure location. Furthermore, the optimal distance

is found to be “Cosine", which results in better accuracy compared to other distance functions.

Classification results with different size of data subsets are presented in Fig. 5.7 for failure case 3,

from which it can be observed that the highest accuracy is achieved based on combinations 2, 3

and 6, so we choose Comb 2, i.e., training & validation 70% , and test 30% for all further results.

The performance of the proposed ML framework employing 𝑘-NN with multiple labels is

assessed for all failure cases (i.e., cases 1 to 6), where the classification accuracy on test data is

reported for each case (see Fig. 5.8). Clearly, the performance of the framework is acceptable
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Figure 5.8 𝐾-NN classification results for different failure cases based on label Types 3 & 4.

Figure 5.9 Confusion matrix on test data with 𝑘-NN: (a) Case 5 and multiple label Type 3, (b) Case
1 and multiple label Type 4.

such that the highest accuracy based on multiple label types 3 and 4 is 100% for failure cases 5

and 3, respectively. To better visualize the classification results, a confusion matrix containing

information about actual and predicted classification is determined. Each column of the confusion

matrix represents the patterns in a predicted class, whereas each row denotes the patterns in an

actual class. The confusion matrix containing detailed classification results for cases 5 and 1 are

depicted in Fig. 5.9. As can be seen, the 𝑘-NN method performs well on all classes, including class

2 denoting onset of failure, which is of primary interest for early detection of failure in real-world

applications.
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Figure 5.10 𝐾-NN classification accuracy with different number of 𝑘 based on multiple label Types
3, and 4.

5.5.1.2 Detection of the Location/Pattern of Failure

An attempt is made to detect the location of failure, enabling the framework to predict the pattern

of failure. In regard to this, three different failure cases 1 to 3, representing different failure types,

are considered for the analysis. Accordingly, nine classes/labels are defined, as shown in Table 5.2,

using multiple label type 4 (multiple labels based on damage threshold concept). We also study

the effect of different number of neighbors 𝑘 in this context. We present the accuracy results in

Fig. 5.10, in which we observe that 𝑘 = 2 is indeed the optimal number of neighbors, corroborating

the choice made in the previous section.

The confusion matrix showing the classification results is presented in Fig. 5.11. As can be

observed, the total accuracy is reported as 98.3% using multiple labels/classes shown in Table 5.2

(𝑘-NN detects the location of failure with 98.3% accuracy). Results indicate the overall efficient

performance of 𝑘-NN to detect the onset of failure (classes 2, 5 and 8) and failure (classes 3, 6 and

9). The incorrect classifications are more concentrated in classes denoting no failure (classes 1, 4

and 7), where the method incorrectly identifies the location of failure in a few data points, because

in early stages of the simulation the damage field is similar among the different cases. This is not an

issue, since the critical part is the onset of failure. Moreover, the lowest classification accuracy is

86.5% for class 7 (see Fig. 5.11), which is an acceptable performance for a classification algorithm.
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Table 5.2 Illustration of label/class definition for detection of location/pattern of failure.

Label/Class Failure
Case

Label based on
Label Type 4

New Label/ Class

1 0 1
1 0.5 2
1 1 3
2 0 4

Label of a Pattern at a Given Time Step 2 0.5 5
2 1 6
3 0 7
3 0.5 8
3 1 9
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Figure 5.11 Confusion matrix with 𝑘-NN classification results for detection of location/pattern of
failure based on multiple label Type 4.

5.5.2 Results with ANN

5.5.2.1 Detection of the Presence of Failure

The performance of the proposed ML framework employing ANN algorithm is evaluated in terms

of detecting the presence of failure. On this basis, a two-layer (i.e., one hidden-layer with 5 neurons
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Figure 5.12 ANN classification results for different failure cases based on multiple label Types 3 &
4.

Figure 5.13 Confusion matrix on test data with ANN: (a) Case 5 and multiple label Type 3, (b)
Case 1 and multiple label Type 4.

and output layer) feed-forward neural network with Sigmoid classifier/activation function is used.

Classification results based on multiple label types 3 and 4 are presented in Fig. 5.12, from which

it can be seen that ANN leads to comparable accuracy compared to 𝑘-NN (see Fig. 5.8). Detailed

classification results with ANN is presented in a confusion matrix shown in Fig. 5.13. Results

indicate that ANN effectively detects the presence of failure with total accuracy of 99.90% and

100% using multiple label types 3 and 4, respectively.

118



1 2 3 4 5 6 7 8 9

Target Class

1

2

3

4

5

6

7

8

9

O
u

tp
u

t 
C

la
s

s

102

5.7%

2

0.1%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

39

2.2%

0

0.0%

0

0.0%

71.3%

28.7%

0

0.0%

29

1.6%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

100%

0.0%

0

0.0%

0

0.0%

444

24.7%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

100%

0.0%

0

0.0%

0

0.0%

0

0.0%

65

3.6%

0

0.0%

0

0.0%

51

2.8%

0

0.0%

0

0.0%

56.0%

44.0%

0

0.0%

0

0.0%

0

0.0%

2

0.1%

23

1.3%

4

0.2%

0

0.0%

0

0.0%

0

0.0%

79.3%

20.7%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

473

26.3%

0

0.0%

0

0.0%

0

0.0%

100%

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

133

7.4%

4

0.2%

0

0.0%

97.1%

2.9%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

36

2.0%

0

0.0%

100%

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

0

0.0%

394

21.9%

100%

0.0%

100%

0.0%

93.5%

6.5%

100%

0.0%

97.0%

3.0%

100%

0.0%

99.2%

0.8%

59.6%

40.4%

90.0%

10.0%

100%

0.0%

94.3%

5.7%

Figure 5.14 Confusion matrix with ANN classification results for detection of location/pattern of
failure based on multiple label Type 4.

5.5.2.2 Detection of the Location/Pattern of Failure

Once the presence of failure is detected, ANN algorithm is employed to identify the location/pattern

of failure. On this basis, multiple labels defined in Table 5.2 are used for supervised classification

with ANN algorithm. A two-layer (i.e., one hidden-layer with 5 neurons and output layer) feed-

forward neural network with Sigmoid activation function is used as the ANN architecture to detect

the location of failure. The confusion matrix with detailed classification results is presented in

Fig. 5.14, from which it can observed that the location/pattern of failure can be successfully

detected using ANN with high accuracy. Similarly to 𝑘-NN, the majority of misclassifications in

ANN belong to classes representing no failure (classes 1 and 4 in Fig. 5.14), due to the similarity

of damage field prior to damage localization and crack initiation. In the other classes, ANN still

performs successfully, with minimum accuracy of 79.3% when detecting the onset of failure (class

5).
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5.5.3 Discussion of Deterministic Results

From observation of classification results employing 𝑘-NN and ANN to predict failure in damage

phase-field models, we see consistent results with high accuracy. This is specially the case of

𝑘-NN, which shows less uncertainty in classifying the patterns. Yet, we must highlight that the

nature of data used in this work plays a major role in such satisfactory results. Several nuances

and complications of classification algorithms, such as variance-bias trade-off, sensitivity, and

distribution/number of data points, are either justified, or less critical, due to characteristics of

phase-field models.

In essence, phase-field models are smooth representations of sharp, discontinuous interfaces. In

the case of damage modeling, cracks are smoothened in the phase field as an intrinsic approximation

of the model. Therefore, as opposed to real data measurements, phase-field solutions evaluated

at virtual sensing nodes are naturally smooth, introduce low noise, and consequently lead to less

variance in the predictions.

In this regard, the choice of number and position of virtual sensing nodes was performed by

an a priori study of failure patterns from Fig. 5.2. Different configurations of training data led to

little change of classification results. The distribution of sensors considered expert opinion, as to

provide the framework with data points associated with different modes of failure. Such assessment

considers that placement of sensors in regions around the bases of the specimen will not contribute

to accuracy, since there is no damage accumulation in such areas. We remark that for a specific

failure case, with model parameters appropriately inferred from experiments, fewer sensor nodes

would be required, placed preferably in critical areas (e.g. around the corners, and in the central

region).

With respect to the specific algorithms used in this work, the nature of phase-field data aids in

the trade-off between bias and variance. Both 𝑘-NN and ANN have been extensively studied in the

literature, and the bias-variance behavior is well understood. For 𝑘-NN, it has been demonstrated

analytically that bias increases, and variance decreases with increasing number of neighbors [217,

218]. Since the smoothness of phase-field solutions does not introduce substantial variance, the
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choice of 𝑘 = 2 makes the trade-off by reducing the bias. In the case of ANN, we reduce bias by

increasing the number of hidden units [217], so the number of neurons used is also justified.

Another source of potential errors is related to the number of time-steps, and their distribution

among the classes. This issue shows specifically when predicting onset of failure, the most critical

part of the failure process. Classification errors in this case may be due to fewer data points available,

since the onset of failure occurs rapidly. A possible remedy would be to refine the time-integration

steps around the onset of failure. Additionally, we have shown that the algorithm incorrectly

classifies cases of no failure between different fracture patterns due to enhanced smoothness early

on the simulation. However, this issue is less catastrophic when compared to erroneously detecting

the onset of failure, regardless of the fracture pattern.

Overall, the framework worked effectively with deterministic data, due to the nature of phase-

field models, and reasonable choice of 𝑘-NN and ANN parameters to compromise the relation

between bias and variance. Since phase-field models present smooth features with low variance,

we further assess the robustness of the framework by adding noise to the damage field solutions.

5.5.4 Uncertainty Quantification

The results presented in previous sections consisted in smooth, deterministic input data in a single

run of the ML algorithms. In this section we propagate the uncertainty associated to data sampling

and randomness related to the algorithms, and we assess the robustness and accuracy of both

methods to variability in data through the addition of Gaussian noise. This approach aims to verify

the effectiveness of the framework to handle real-world data.

5.5.4.1 Algorithmic randomness

We first study the propagation of uncertainties related to the algorithms, still using deterministic

data. Such randomness appears in both 𝑘−NN and ANN due to the random division of time-series

data into training, validation and test sets. We need to choose random division to avoid bias,

specially in damage data that shows pronounced temporal evolution trends. Furthermore, ANN
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Table 5.3 Total classification accuracy mean and standard deviation from algorithmic randomness
(%).

𝑘-NN ANN

Mean Std. Dev Mean Std. Dev

Failure presence - Case 1 99.86 0.16 99.82 1.53
Failure presence - Case 2 99.86 0.16 99.88 0.14
Failure presence - Case 3 99.87 0.14 99.84 0.27
Failure presence - Case 4 99.86 0.16 99.82 0.31
Failure presence - Case 5 99.87 0.14 99.89 0.15
Failure presence - Case 6 99.86 0.15 99.88 0.16
Failure location - Cases 1/2/3 98.28 0.31 84.58 6.00

also presents another source of uncertainty, related to random initialization of weights and biases

in each neuron.

We use Monte Carlo (MC) method to run multiple classification problems for each algorithm,

and compute the expected total classification accuracy and standard deviation. We use multiple

label Type 3, and run 1000 simulations for detection of failure presence in each case (cases 1 to

6), and run additional 1000 classifications for the detection of failure location, using classes from

Table 5.2. We show the results in Table 5.3 . We observe that 𝑘-NN performs better than ANN

in this setting, since ANN incorporates another level of uncertainty from the random guesses of

neuron parameters. The randomness of data division does not affect the performance of neither

method in the failure location problem. For failure location, ANN is less accurate, but still within

acceptable range.

5.5.4.2 Noisy data

To assess the performance of the proposed ML framework with noisy data, time-series data are

corrupted by adding Gaussian distributed noise with different standard deviations to damage 𝜑

data. We run 1000 MC simulations for 𝑘-NN and ANN algorithms using multiple label Type 3,

and compute the total accuracy expectation and standard deviation. We propagate uncertainty for

failure presence detection in case 3, and for detection of failure location, and show the results in
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Figure 5.15 Mean total classification accuracy and standard deviation for (a) Detection of failure
presence, case 3 and , (b) Detection of failure location.

Fig. 5.15.

We observe that increasing noise levels decreases the mean accuracy, while enlarging the

uncertainty range, for both methods. We see that even small intensity noise drops the accuracy to

lower levels when compared to mean values based only on algorithmic randomness. In other words,

input data dominates over algorithms’ uncertainty. For failure presence detection in case 3, we see

that ANN performs better than 𝑘-NN for low noise levels, while 𝑘-NN is more robust under higher

noise magnitudes, resulting in higher mean accuracy and lower standard deviation. For case 3, the

lowest accuracy was still above 75%, showing robustness with 3 classes. Similarly, when we look

at detection of failure location, ANN is superior 𝑘-NN for low noise levels, and shows higher mean

accuracy even for high noise intensity, yet with more uncertainty. However, we cannot claim good

performance of the algorithms with 9 classes under high noise levels, under this specific choice of

algorithmic setup. This motivates a more systematic approach to uncertainty and sensitivity of ML

algorithms under noisy phase-field data, and it shall be the focus of future studies.
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CHAPTER 6

SUMMARY AND FUTURE WORKS

The main objective of this work was to develop a multi-scale, data-driven framework for the

modeling, analysis, and simulation of material failure. The framework considers the stochastic

processes occurring in the small scales as sources of uncertainty that must be propagated and

quantified at the component level. We developed a methodology to obtain fast estimates of

uncertainty in dislocation mobility at the nano-scale through a surrogate model that learns a

stochastic process from high-fidelity molecular dynamics simulations. At the meso-scale, we

studied the collective dislocation dynamics as a probabilistic model governed by nonlocal equations.

We developed a machine learning framework to learn the parameters of the nonlocal kernel using

discrete dislocation dynamics simulation data, confirming through the resulting operator that failure

processes have anomalous character. We confirmed the need for alternative operators through the

inspection of uncertainties from stochastic damage and fatigue phase-field models at the continuum

level, where parameters associated with free-energy density show more sensitivity in the solution.

Then, we developed a Machine Learning framework at the macro-scale that predicts failure even

under the presence of noise.

6.1 Concluding Remarks

In Chapter 2, we developed a data-driven framework for constructing a surrogate model of dis-

location glide. Atomistic simulations of dislocation motion provide the statistics that inform the

underlying stochastic process of the surrogate. This is achieved firstly through the coarse-graining

of MD domain using a graph-theoretical representation. Over this network, the dislocation is

idealized as a random walker jumping between the nodes, where the waiting time distribution is

parameterized directly from time-series data obtained in MD simulation. The random walk over the

network is simulated through a KMC algorithm based on the waiting times obtained empirically.

By tracking the dislocation position over we computed the dislocation velocity for each applied
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shear stress, which in turn leads to the estimation of dislocation mobility.

We highlight the following observations from the model and its numerical results:

• The construction followed the assumption of a memoryless, Markovian process governing

the dislocation motion, which was a sufficient description based on an estimate of average

waiting times from empirical data.

• The estimation of rate constants, often a major difficulty in the application of KMC, was

performed directly through MD data. We compared three different methods that yielded

nearly identical results.

• From the computed rates, the actual simulation of the stochastic process resulted in dislocation

motion in agreement with trajectories simulated by MD. Next, computation of mobility

through the surrogate also had excellent agreement with original atomistic estimates.

• Simulation through the surrogate achieved remarkable speedup compared with MD compu-

tation times.

• Uncertainty levels dependent on the number of data points used to construct the surrogate.

We provided uncertainty estimates for the mobility through the surrogate, taking into account

the variance of the underlying stochastic process.

The proposed framework establishes a meaningful bridge for coupling scales, where not only the

value of mobility is provided, but its associated uncertainty. Through the description of dislocation

motion as a stochastic process informed by high-fidelity data, we can propagate the uncertainty

associated with mobility estimations or any other quantity of interest, even with a limited number

of MD samples. As a consequence, this framework acts as a tool for more predictive multi-scale

material characterization.

In Chapter 3, we proposed a data-driven nonlocal model for the simulation of dislocation

position probability densities. We generated dislocation shifted position data in the form of particle

trajectories from high-fidelity two-dimensional DDD simulations under creep with different load
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levels, with and without multiplication mechanisms. From the Lagrangian particle trajectories we

estimated the evolution of PDFs through and Adaptive Kernel Density Estimation method. Last, we

developed a bi-level ML algorithm to obtain the kernel parameterization for the proposed nonlocal

operator that describes that PDF’s evolution. The developed approach integrates the high-fidelity

dynamics of dislocations at the meso-scale with a continuum probabilistic frame in a fluid-limit

sense.

We make the following observations from the integrated framework:

• We recovered the dislocation velocity statistics available in the literature from our two-

dimensional DDD simulations. We identified the same exponent of around 2.4 for the

power-law decay velocity distribution tail when dislocation multiplication is present, and a

sharper, close to 3 exponent without the effect of multiplication mechanisms. The statistics

from DDD show similarities among the studied cases.

• The PDF estimation from dislocation trajectories makes evident that the presence of mul-

tiplication sources greatly impacts the probability distributions, increasing the heaviness of

the tails and implying greater nonlocality.

• Our bi-level algorithm based on a Least-Squares approach for the computation of the optimal

nonlocal diffusion coefficient for every pair of 𝛼 and 𝛿 performed well with a manufactured

solution, and proved to be robust for data-driven PDFs, considering different train-test splits

and initial guess combinations.

• The large horizon parameter 𝛿 found among the cases confirms the nonlocal nature of

dislocation dynamics, even from a probabilistic perspective. Furthermore, the nonlocal kernel

power-law exponent obtained matches the tail decay from dislocation velocity distributions

computed in DDD simulations. This establishes a well-defined path between the anomalous

behavior observed in particle meso-scale dynamics and the upscaling of anomalous effects

to a continuum, macro-scale frame of reference.
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Although we used single-glide mechanisms, we note that shifted particle positions may be

obtained in more general, multi-slip systems. Since the goal of this framework is to obtain the

probability densities in the fluid-limit, the same procedure could be applied to each slip-system in

a complex crystal. We further point to the fact that the bulk dynamics adopted here can also be

extended to dislocation motion near free surfaces, crack tips, or grain boundaries. In such cases,

one could expect the PDFs to show non-zero skewness, which could be naturally accommodated by

a different choice of (nonsymmetric) kernel in the nonlocal operator, suitable for skewed, possibly

one-sided distributions.

The nonlocal model of dislocation motion at the meso-scale proposed in this work opens

up the opportunity of fast computations of quantities of interest compared to the high-fidelity

simulations. The implications of nonlocal dislocation models are readily applicable to the study of

visco-elasticity and visco-plasticity, where fractional-order models have been successfully applied

to model the power-law relaxation including damage effects [47]. One of the main connections to

be established is the ultimate effect of different regimes of dislocation dynamics on the evolution of

macro-scale free-energy potentials during failure, in phase-field models [104] for instance. Around

crack tips and other dislocation generation objects, such as holes, pores, or other micro-cracks, we

expect the macro-scale behavior to also be anomalous. Substantially, the methods proposed here

can be essential tools to connect other physical processes from a wider range of applications to the

generation of corresponding nonlocal operators.

Finally, the proposed bi-level optimization approach is an effective way of reducing the compu-

tational burden of optimizing in a high-dimensional parameter space and proves to be robust with

both manufactured and simulated datasets.

In Chapter 4, we developed an uncertainty quantification and sensitivity analysis framework

for stochastic damage and fatigue phase-field equations. We used Monte Carlo sampling and

Probabilistic Collocation to compute expectation and standard deviation of damage field, and

expected local sensitivity. To compute the local sensitivity at each collocation point, complex-

step differentiation was used. Probabilistic Collocation method poses a great advantage over
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random sampling methods such as MC, reducing significant computational costs with a simple

implementation.

We presented two representative examples to study the uncertainty propagation in the model.

We detected two different behaviors of the model based on geometry:

• In the single-edge notched tensile test case, where we already know the crack location and

direction, the uncertainty is reduced to the speed of crack propagation. Interestingly, that is

not only controlled by the rate of change of damage parameter 𝑐, but also indirectly by the

Griffith energy 𝑔𝑐. Uncertainty can be inferred by local sensitivity analysis, which shows

the same order of parameter influence. When we compute the global sensitivity indices,

uncertainty around the crack tip is also controlled by 𝑔𝑐 and 𝑐;

• In a geometry with no unique crack initiation location nor a determined crack path, such as

the tensile test specimen, fatigue coefficient 𝑎, and most importantly 𝑔𝑐 and 𝛾 are the most

sensitive parameters. High uncertainty is dominated by influence of 𝑔𝑐 and 𝛾, which help

determine speed and mostly direction of damage transport, due to the lack of unique and

well-known crack path.

The framework has shown that in undefined crack path or location, uncertainty is concentrated

around parameters involved with local interactions. Specifically, 𝛾 and 𝑔𝑐 are multiplying the local

interaction term in the free-energy potential, and affect the equation of motion, the Laplacian in

damage evolution and are also related to fatigue potentials, which are chosen arbitrarily. The higher

sensitivity and uncertainty of those parameters related to local terms motivate the use of different

operators that include nonlocal interactions as a way to mitigate model form uncertainty.

In Chapter 5, we presented a phase-field based machine learning (ML) framework developed

to predict failure of brittle materials. Time-series data are generated according to nodal damage

results from finite element simulations of a tensile test specimen. We assessed the performance

of the proposed ML framework employing PR scheme and ML algorithms (𝑘-NN and ANN) for
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different failure types, and with multiple labels generated based on load-displacement curve and

damage threshold concept. We draw the following conclusions from the carried out study:

• Results indicate the acceptable performance of the proposed framework with multiple labels,

in which a PR scheme is effectively used to represent time-series data of degradation function

𝑔(𝜑) = (1 − 𝜑)2 as a pattern. This choice of time-series data is effective since it directly

complies with the material softening behavior.

• Both 𝑘-NN and ANN were efficient to predict the presence and location of failure. The

majority of errors in detection of failure location were concentrated in classes representing

no failure, due to smoothness and similarity of damage field early in the simulations.

• Uncertainty related to input data noise dominates over algorithmic randomness uncertainty.

The framework showed robustness to noise when detecting failure presence, and showed

acceptable accuracy with low noise levels when predicting failure location. In general, with

noisy data ANN outperforms 𝑘-NN.

Results of this study demonstrate the satisfactory performance of the developed algorithmic

framework and the applicability of ML for failure prediction with damage phase-field time-series

data.

6.2 Future Works

Following the research directions initiated in this work, we believe that the proposed framework has

potential applications in multi-scale failure analysis in different disciplines under the perspective of

uncertainty propagation and stochastic modeling. A potential direction is to use the probabilistic

model of meso-scale dislocation dynamics to learn macro-scale free-energy potentials associated

to failure processes. A natural consequence of learning free-energy functions from the nonlocal

dynamics is the development of variable-order nonlocal methods, where the nonlocality only

manifests in critical regions with presence of failure precursors, such as dislocation multiplication.

This approach has the potential of mitigating the model-form uncertainty observed in the global
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sensitivity of damage models. Finally, the propagation of uncertainty across the scales has the

potential of solving practical engineering problems where the knowledge of lower-scale statistics

provide more predictable failure models. The combination of multi-scale uncertainty propagation,

with machine learning algorithms for failure detection and reliability analysis using real-time data

could enhance the accuracy of failure predictions in diverse applications.
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APPENDIX

DISCRETIZATION OF THE 2-D PHASE-FIELD MODEL OF DAMAGE AND FATIGUE

A.1 Spatial Discretization

We approximate a deterministic solution of the damage and fatigue phase-field model over its

spatial domain Ω𝑑 with finite element method, where the semi-discrete form of Equations (4.2) is

obtained from the weak Galerkin form after multiplication by test functions and integration over

the domain. A more detailed derivation of the spatial discretization in 2D can be found in Chiarelli

et al (2017) [162]. Denoting ¥̂u = ¤̂v we write the semi-discrete form for an element 𝑘 as
M𝑘 ¥̂u𝑘 = K𝑘

𝑢 û𝑘 + K𝑘
𝑣 v̂𝑘 + w𝑘

𝑎 + M𝑘 f̂𝑘 ,

M𝑘
𝜑
¤̂𝜑𝑘 =

(
P𝑘𝜑 + K𝑘

𝑐

)
�̂�𝑘 + w𝑘

𝑏 + w𝑘
𝑐 ,

M𝑘
F

¤̂F 𝑘 = w𝑘
𝑑 ,

(A.1)

where M, M𝜑 and MF are mass matrices related to displacement, damage and fatigue. In the

equation of motion, K𝑢 is the elasticity stiffness matrix degraded by damage, K𝑣 is associated

to viscous damping and w𝑎 is a term related to gradient of damage that affects the displacement

field. Term P𝜑 in the damage evolution equation includes the Laplacian and potential H ′(𝜑). The

influence of displacement in damage is represented by K𝑐 and w𝑏. Effect of potential H ′
𝑓
(𝜑) is

considered in term w𝑐. w𝑑 is the operator on the right-hand side of fatigue evolution equation.

We apply the standard assembly operation to obtain the global form of the operator matrices

and we will drop the superscript 𝑘 in the global sense.

From the semi-discrete system of equations (A.1), the solution at each element is written as a

linear combination of local nodal basis functions such that

u𝑘 = N𝑘 û𝑘 ,

(A.2)

v𝑘 = N𝑘 v̂𝑘 ,

(A.3)

𝜑𝑘 = N𝑘
𝜑 �̂�

𝑘 ,

(A.4)

F 𝑘 = N𝑘
F F̂ 𝑘 ,

(A.5)
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Constructing a mesh of linear triangles, the nodal solutions are defined as:

û𝑘 =
[
𝑢𝑘1𝑥 𝑢𝑘1𝑦 𝑢𝑘2𝑥 𝑢𝑘2𝑦 𝑢𝑘3𝑥 𝑢𝑘3𝑦

]𝑇
, (A.6)

v̂𝑘 =
[
𝑣𝑘1𝑥 𝑣𝑘1𝑦 𝑣𝑘2𝑥 𝑣𝑘2𝑦 𝑣𝑘3𝑥 𝑣𝑘3𝑦

]𝑇
, (A.7)

�̂�𝑘 =

[
𝜑𝑘1 𝜑𝑘2 𝜑𝑘3

]𝑇
, (A.8)

F̂ 𝑘 =

[
F 𝑘

1 F 𝑘
2 F 𝑘

3

]𝑇
(A.9)

(A.10)

with interpolation matrices

N𝑘 =


𝑁1 0 𝑁2 0 𝑁3 0

0 𝑁1 0 𝑁2 0 𝑁3

 , (A.11)

N𝑘
𝜑 = N𝑘

F =

[
𝑁1 𝑁2 𝑁3

]
, (A.12)

(A.13)

Gradients of displacement, velocity and damage are approximated by linear combinations of

shape function derivatives

E𝑘 = B𝑘
𝑢 û𝑘 ,

(A.14)

D𝑘 = B𝑘
𝑣 v̂𝑘 ,

(A.15)

∇𝜑𝑘 = B𝑘
𝜑 �̂�

𝑘 ,

(A.16)

Derivative matrices are defined as:
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B𝑘
𝑢 =


𝑁1,𝑥 0 𝑁2,𝑥 0 𝑁3,𝑥 0

0 𝑁1,𝑦 0 𝑁2,𝑦 0 𝑁3,𝑦

𝑁1,𝑦 𝑁1,𝑥 𝑁2,𝑦 𝑁2,𝑥 𝑁3,𝑦 𝑁3,𝑥


, (A.17)

B𝑘
𝑣 =


𝑁1,𝑥 0 𝑁2,𝑥 0 𝑁3,𝑥 0

0 𝑁1,𝑦 0 𝑁2,𝑦 0 𝑁3,𝑦

1√
2
𝑁1,𝑦

1√
2
𝑁1,𝑥

1√
2
𝑁2,𝑦

1√
2
𝑁2,𝑥

1√
2
𝑁3,𝑦

1√
2
𝑁3,𝑥


, (A.18)

B𝑘
𝜑 =


𝑁1,𝑥 𝑁2,𝑥 𝑁3,𝑥

𝑁1,𝑦 𝑁2,𝑦 𝑁3,𝑦

 . (A.19)

From those definitions, we can express the mass, stiffness and remaining operator matrices from

Equation (A.1) as

M𝑘 =

∫
𝛺𝑘

N𝑇N𝑑𝛺𝑘 ; (A.20)

M𝑘
𝜑 =

∫
𝛺𝑘

N𝑇
𝜑N𝜑 𝑑𝛺

𝑘 ; (A.21)

M𝑘
F =

∫
𝛺𝑘

N𝑇
F NF 𝑑𝛺

𝑘 ; (A.22)

K𝑘
𝑢 = −

∫
𝛺𝑘

1
𝜌0

(
1 − N𝑘

𝜑 �̂�
𝑘
)2 (

B𝑘
𝑢

)𝑇
CB𝑘

𝑢 𝑑𝛺
𝑘 ; (A.23)

K𝑘
𝑣 = −

∫
𝛺𝑘

𝑏

𝜌0

(
B𝑘
𝑣

)𝑇
B𝑘
𝑣 𝑑𝛺

𝑘 ; (A.24)

P𝑘𝜑 = −
∫
𝛺𝑘

𝛾𝑔𝑐

_

(
B𝑘
𝜑

)𝑇
B𝑘
𝜑 𝑑𝛺

𝑘 −
∫
𝛺𝑘

𝑔𝑐

_𝛾

(
N𝑘
𝜑

)𝑇
N𝑘
𝜑 𝑑𝛺

𝑘 ; (A.25)

K𝑘
𝑐 = −

∫
𝛺𝑘

1
_

(
B𝑘
𝑢 û𝑘

)𝑇
C

(
B𝑘
𝑢 û𝑘

) (
N𝑘
𝜑

)𝑇
N𝑘
𝜑 𝑑𝛺

𝑘 ; (A.26)

w𝑘
𝑎 =

∫
𝛺𝑘

𝛾𝑔𝑐

𝜌0

(
B𝑘
𝜑 �̂�

𝑘 ⊗ B𝑘
𝜑 �̂�

𝑘
)

: B𝑘
𝑢 𝑑𝛺

𝑘 ; (A.27)

w𝑘
𝑏 =

∫
𝛺𝑘

1
_

(
B𝑘
𝑢 û𝑘

)𝑇
C

(
B𝑘
𝑢 û𝑘

)
N𝑘
𝜑 𝑑𝛺

𝑘 ; (A.28)

w𝑘
𝑐 =

∫
𝛺𝑘

−1
_𝛾

(
N𝑘

F

)𝑇
N𝑘

F F̂ 𝑘 𝑑𝛺𝑘 ; (A.29)

w𝑘
𝑑 =

∫
𝛺𝑘

𝑎

𝛾

(
1 − N𝑘

𝜑 �̂�
𝑘
)

(
N𝑘
𝜑 �̂�

𝑘
) ��� [C (

B𝑘
𝑢 û𝑘

)
+ 𝑏

(
B𝑘
𝑣 v̂𝑘

)]
:

(
B𝑘
𝑣 v̂𝑘

)��� 𝑑𝛺𝑘 .

(A.30)
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We consider the plane stress elasticity matrix C given by

C =
𝐸

1 − a2


1 a 0

a 1 0

0 0 (1−a)
2


(A.31)

We express the second-order tensor in Equation A.27 as a vector using Voigt notation.

A.2 Time Discretization

We adopt a semi-implicit time integration scheme, where we solve each equation separately using

a suitable implicit method, treating nonlinear terms and other variable fields explicitly. The

methodology is based on the work by Haveroth et al (2018) [163], where a detailed derivation can

be found. We split the solution time interval [0, 𝑇] in discrete time steps 𝑡𝑛 with time increments

given by Δ𝑡 = 𝑡𝑛+1 − 𝑡𝑛 > 0, 𝑛 = 0, 1, . . . . We denote the global approximations for the variables at

𝑡𝑛+1 as

u𝑛+1 = û(𝑡𝑛+1),

(A.32)

v𝑛+1 = ¤̂u(𝑡𝑛+1),

(A.33)

𝜑𝑛+1 = �̂�(𝑡𝑛+1),

(A.34)

F𝑛+1 = F̂ (𝑡𝑛+1).

(A.35)

We first discuss damage time integration. We use a backward Euler scheme to compute 𝜑𝑛+1

from Equation (A.1). Parameter _, displacement and fatigue are treated explicitly using values

from time step 𝑡𝑛. This simplifies the solution and avoids the use of iterative methods to treat the

nonlinearity. Evolution of damage is then obtained by solving the linear system[
M𝜑 − Δ𝑡

(
P𝜑 + K𝑐

) ]
𝜑𝑛+1 = M𝜑𝜑𝑛 + Δ𝑡 (w𝑏 + w𝑐). (A.36)

With the updated damage field, we use Newmark method to solve displacement and velocity in

the equation of motion. In Newmark scheme, acceleration and velocity at time 𝑡𝑛+1 are approximated

by

¥u𝑛+1 = 𝛼1 (u𝑛+1 − u𝑛) − 𝛼2 ¤u𝑛 − 𝛼3 ¥u𝑛 (A.37)

¤u𝑛+1 = 𝛼4 (u𝑛+1 − u𝑛) + 𝛼5 ¤u𝑛 + 𝛼6 ¥u𝑛, (A.38)
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Algorithm A.1 Semi-implicit time integration scheme
1: for 𝑛 = 0 → 𝑁 − 1 do
2: Given u𝑛, v𝑛 and _𝑛, solve Eq. (A.36) for 𝜑𝑛+1.
3: Solve Eq. (A.45) for u𝑛+1.
4: Update acceleration a𝑛+1 and velocity v𝑛+1 using Eq. (A.37) and (A.38).
5: Update the fatigue F𝑛+1.
6: Update the time step by adding the time increment Δ𝑡.
7: end for

with 𝛼𝑖, 𝑖 = 1, 2, . . . , 6 written in terms of standard Newmark coefficients �̃� and 𝛽:

𝛼1 =
1

𝛽Δ𝑡2
, 𝛼2 =

1
𝛽Δ𝑡

, 𝛼3 =
1 − 2𝛽

2𝛽
, 𝛼4 =

�̃�

𝛽Δ𝑡
, 𝛼5 = 1 − �̃�

𝛽
and 𝛼6 =

(
1 − �̃�

2𝛽

)
Δ𝑡.

(A.39-A.44)

The discrete form is then

[𝛼1M − K𝑢 − 𝛼4K𝑣] u𝑛+1 = M [𝛼3 ¥u𝑛 + 𝛼2 ¤u𝑛 + 𝛼1u𝑛]

+ K𝑣 [𝛼6 ¥u𝑛 + 𝛼5 ¤u𝑛 − 𝛼4u𝑛] + w𝑎 + Mf𝑛+1.

(A.45)

with coefficients 𝛼𝑖, 𝑖 = 1, 2, . . . , 6.

After the solution of Equation (A.45) we update the current acceleration and velocity fields

using Equations (A.37) and (A.38), respectively. When imposing prescribed displacement ū(𝑡𝑛+1)

we should also prescribe appropriate velocity and acceleration at the boundaries using

¥̄u𝑛+1 =
𝑑2

𝑑𝑡2
ū(𝑡𝑛+1) and ¤̄u𝑛+1 =

𝑑

𝑑𝑡
ū(𝑡𝑛+1), (A.46-A.47)

where the bar symbol represents the prescribed degrees of freedom.

Finally, we update the fatigue variable using a Trapezoidal method given by

F𝑛+1 = F𝑛 +
Δ𝑡

2
M−1

F [w𝑑 (u𝑛+1, v𝑛+1, 𝜑𝑛+1) + w𝑑 (u𝑛, v𝑛, 𝜑𝑛)] . (A.48)

Algorithm A.1 presents the final semi-implicit time integration scheme.
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