# LIFETIME MEASUREMENTS OF THE NEUTRON-RICH ${ }^{36,38}$ SI ISOTOPES 

 ByMara Mikelah Grinder

## A DISSERTATION

Submitted to
Michigan State University
in partial fulfillment of the requirements
for the degree of
Physics - Doctor of Philosophy
2022

# ABSTRACT <br> LIFETIME MEASUREMENTS OF THE NEUTRON-RICH ${ }^{36,38}$ SI ISOTOPES <br> By 

## Mara Mikelah Grinder

The shell structure of nuclei far from stability evolves from the standard shell model picture that accurately describes stable nuclei. Experimental evidence has been given by changes in structural properties of nuclei such as the shell closures. The evolution of shell structure is gradual and must be studied by looking systematically at isotopic or isotonic nuclear chains. Studies of these chains can deepen the understanding of shell structures, magic numbers and the collective natures of nuclei far from stability.

The neutron rich silicon isotopes display evidence of shell evolution seen in the ratio of the low-lying excitation energies. ${ }^{34} \mathrm{Si}$ has a closed shell nature with a proton bubble structure which evolves along the isotopic chain to the absence of the $\mathrm{N}=28$ shell closure expected in ${ }^{42} \mathrm{Si}$. Another complementary way to probe these changes is by studying the reduced transition rates of the first $2^{+}$and $4^{+}$states. The ratio of the reduced transition rates has characteristic values for different collective modes. However, these values are not known for isotopes that are more neutron rich than ${ }^{30} \mathrm{Si}$. The reduced transition rates can be compared to various theoretical models to understand the changes taking place in this neutron-rich region.

This work discusses an experiment that studied ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ to determine the lifetimes of their excited states and to determine the reduced transition rates of the first $2^{+}$and $4^{+}$ states in both nuclei. From these $\mathrm{B}(\mathrm{E} 2)$ values, the ratio is calculated and compared to the collective models and shell model calculations. The recoil distance measurement was conducted at the National Superconducting Cyclotron Laboratory using the S800 Spectrograph,
the GRETINA array, and the TRIPLEX plunger. The experiment successfully measured the lifetimes of the $2_{1}^{+}$and $4_{1}^{+}$states in ${ }^{38} \mathrm{Si}$ and the $4_{1}^{+}$and $6_{1}^{+}$states in ${ }^{36} \mathrm{Si}$. Results from the measurement included the confirmation of the $2383-\mathrm{keV}$ state in ${ }^{38} \mathrm{Si}$ that had only been seen once before. The $\mathrm{B}(\mathrm{E} 2)$ values determined from the experiment indicate the reduced collectivity for the first $4^{+}$states of ${ }^{36,38} \mathrm{Si}$ indicating the persistence of the $\mathrm{N}=20$ magic number through ${ }^{36}$ Si and ${ }^{38} \mathrm{Si}$.
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## Chapter 1

## Introduction

### 1.1 Nuclear Landscape

Nuclei are the central core of every atom. These nuclei are very small, on the order of $10-$ ${ }^{-14} \mathrm{~m}$ compared to the atomic scale of $10^{-10} \mathrm{~m}$. They are made up of two kinds of nucleons, neutrons and protons. The number of protons in the nucleus will determine the element. For example nuclei with one proton are all hydrogen atoms and nuclei with two protons are all helium. The number of neutrons does not change the element, but the isotope. Nuclei are categorized by their proton number and their total nucleon number. Nuclei are commonly referred to by their chemical symbol determined by the number of protons $(Z)$, such as C for nuclei with $\mathrm{Z}=6$, with a superscript notation for the total number of nucleons $\mathrm{A}=\mathrm{N}+$ Z. So ${ }^{12} \mathrm{C}$ is a nucleus with $\mathrm{Z}=\mathrm{N}=6$.

To visualize all of these nuclei, an organizational chart called the Chart of the Nuclides was developed and can be seen in Figure 1.1. The y axis is the increasing number of protons in the nucleus and the x axis is the increasing number of neutrons. Each square represents a unique nucleus with unique properties. Many kinds of information, including the mass, decay and excitation properties, can be depicted in these charts. This figure shows the half lives of the nuclei. Nuclei that are stable are commonly colored black and form a line in the center of the chart called the line of stability. This chart is continuously being added to with the discovery of new isotopes and other kinds of information, such as the half lives of the


Figure 1.1: A figure depicting every known nuclei with the $y$ axis being proton number and the x axis being the neutron number of the nucleus. Each nucleus is color coded by its half-life shown in the chart. The nuclei have a very wide range of half-life values covering at least 30 orders of magnitude. Taken from Reference [1].
nuclei, while they are being studied throughout the world.
The protons and neutrons inside of a nucleus interact via the strong force. The strong force is what binds specific combinations of protons and neutrons into nuclei that can be studied. The weak interaction is what contributes to nuclear decays. The strong force, plus the Pauli exclusion principle, which states that fermions are distinct particles and must always be distinguishable by their quantum numbers (such as spin and parity) from other fermions, give rise to the intricate structure inside nuclei.

Both protons and neutrons are spin $1 / 2$ fermions ( $s=1 / 2$ ) and must occupy a unique state in the nucleus. This means that they do not have the same set of quantum numbers,
such as spin and angular momentum. Since protons and neutrons are very similar particles, the only major difference is that protons have a positive charge and neutrons have zero charge, a quasi-quantum number called isospin can also factor into discussions about nuclear structure. Protons have an isospin value of $+1 / 2$ and neutrons have an isospin of $-1 / 2[2]$.

### 1.2 Shell Model

When nuclear properties were studied as a whole using figures like the one in Figure 1.1, certain proton and neutron numbers kept being found to be local maximums or minimums for certain observables. These numbers were deemed magic numbers as they at first seemed to magically change the properties of the nuclei. One way to explain the emergence of these values was a nuclear model called the Shell model [3, 4]. Unlike other models such as the Liquid Drop model, the Shell model is based on a central potential denoted V(r). While this seems like an unlikely choice as the nucleus is held together by a complex set of interactions between all of the nucleons inside of the nucleus, due to the short range of the Strong force the main component of these interactions come from only neighboring nucleons. This causes the central potential to be a reasonable approximation of forces within the nucleus.

The Shell model arranges the nucleons into shells following the Pauli exclusion principle. Since protons and neutrons are distinct particles, there will be a set of shells for the protons and one for the neutrons. Protons and neutrons, however, are very similar with the primary difference being their charges. One consequence of this is that both protons and neutrons have magic numbers. The Shell model uses a three dimensional harmonic oscillator as way to understand these magic numbers. However, while a plain harmonic oscillator can reproduce the first few magic numbers ( 2,8 and 20) , the next magic number, 28 is missing.


Figure 1.2: A figure depicting the standard shell model orbitals and the origin of the magic numbers. Taken from Reference [5].

The harmonic oscillator solution produces many degenerate energy states. When a second order spin orbital effect is included in the calculation, these energy states split apart. After this additional calculation is added, the magic numbers can be very well reproduced and understood with this model. Figure 1.2 shows the classic shell model levels and their magic numbers.

### 1.2.1 Shell Evolution

The Shell model can be used to describe trends within the nuclear landscape and has been a powerful tool to predict stable nuclei. However, far from the line of stability, these predictions begin to break down. In one region located around ${ }^{32} \mathrm{Mg}$, a breakdown occurs of the classic magic numbers seen in the shell gaps. This region is now known as the island of inversion where the standard order of levels changes creating new magic numbers [6-8].

When the standard order of the single-particle orbitals in atomic nuclei changes, traditional magic numbers disappear and new magic numbers can emerge instead. This phenomenon does not happen instantaneously in a single nucleus and can be identified by tracking nuclear properties along the chain of nuclei that share the same proton or neutron numbers, known as isotopic or isotonic chains. By studying the excitation energies and transition strengths of the excited states, the evolution of nuclear properties can be related to changes in the shell structure. An example is given in Figure 1.3 which shows the $2^{+}$ excitation energies measured for Ca and Si isotopes with neutron numbers $\mathrm{N}=18-30$. Magic numbers $\mathrm{N}=20$ and 28 persist in the Ca isotopes, whereas $\mathrm{N}=28$ disappears for ${ }^{42} \mathrm{Si}$.

One possible explanation of the change in certain energy orbitals can be attributed to a specific portion of the tensor force. This interaction focuses on the proton neutron interaction between two closely related shells between $J_{<}$and $J_{>}[10-12]$. One is known as the J upper,


Figure 1.3: Comparison of the energy of the yrast $2^{+}$state of even-even isotopes in Ca and Si with neutron numbers from 18 to 30. Ca has 20 protons and Si has 14, both considered magic numbers. At $\mathrm{N}=20$, a magic number, both nuclei exhibit an increase in the $2^{+}$energy level indicating a doubly magic, closed shell nature. As expected at the next classical magic number, $\mathrm{N}=28$, Ca exhibits another increase in the energy. However, in the Si isotope, the expected increase was not observed. Figure comes from Reference [9].


Figure 1.4: An example of the $J_{<}$and $J_{>}$tensor force causing attractive and repulsive effects to the orbitals. Figure comes from Reference [11].
$\mathrm{J}_{>}$and is defined as $l+1 / 2$. The other orbital of interest is the J lower, $\mathrm{J}_{<}$and is defined as $l-1 / 2$. This tensor force states that as more nucleons(like neutrons) are added to $J_{>}$shells, the attractive interaction with other nucleons (protons) in $J_{<}$shells increase. If neutrons and protons are occupied in both $J_{>}$or $J_{<}$orbitals, the force will be repulsive. A schematic representation of this can be seen in Figure 1.4.

### 1.3 Collectivity

Nuclei are made up of many protons and neutrons that can either act as individual particles or as more cohesive groups within the nuclei. Collectivity is a measure of how coherent the nuclear motion is and how the particles are behaving as a group. This can simplify a complex many body problem into a simpler few body problem. Several collective modes are useful to discuss such as rotational and vibrational modes and triaxial deformation.

A nucleus is said to be rotational when the nuclei are formed into a symmetric rotor. When the neutrons and protons are continuously moving from a prolate to oblate form, this is known as the vibrational mode. When the nuclei are behaving as an asymmetric rotor with no axis of symmetry, this is known as a triaxial mode. Each one of these modes can be used to calculate the energy ratios of the excited states. They form unique patterns shown in Figure 1.5. From these calculated energies, characteristic ratios of the energy levels and transition strengths can be calculated and used to identify nuclei with these collective modes.

### 1.3.1 Triaxiality

Triaxiality is a specific collective mode for when there is no axial symmetry in the nucleus. Due to the lack of a symmetric axis, two parameters $\beta$ and $\gamma$ need to be introduced to describe the nuclear shape as defined in Equation 1.1. However, the nucleus will still have a characteristic level scheme as seen in the center column of figure 1.5. Due to the lack of a symmetric axis, two parameters, $\beta$ and $\gamma$, need to be introduced to describe the nuclear


Figure 1.5: Description of the energy levels of three different collective modes, vibrational, an asymmetric rotor (triaxial nucleus), and a symmetric rotor. Figure comes from Reference [13].
shape. The Equation 1.1 describes the deformation:

$$
\begin{equation*}
R=R_{0}\left[1+\sum_{\mu} \alpha_{\mu} Y_{2 \mu}(\theta, \phi)\right] \tag{1.1}
\end{equation*}
$$

where $R_{0}$ is the radius of a spherical nucleus of the same volume, $Y_{2 \mu}$ are the spherical harmonics of order 2 , and $\alpha_{\mu}$ are the expansion coefficients. The $\alpha_{\mu}$ get expanded to $\alpha_{0}=$ $\beta \cos (\gamma)$ and $\alpha_{2}=\alpha_{-2}=\beta \sin (\gamma)$. A $\beta$ value less than zero indicates an oblate nucleus and a value greater than zero indicates a prolate deformation.

A surface energy plot can be used to predict nuclei with triaxial collectivity. Figure 1.6 shows surface energy plots calculated for silicon isotopes from ${ }^{36} \mathrm{Si}$ to ${ }^{42} \mathrm{Si}$ [14]. When the red dot locating the minimum of the surface is in the center of one of the triangles, this indicates no axis of symmetry and the nucleus is acting as an asymmetric rotor. Based on how deformed the nucleus is it will have a different $\beta$ value (corresponding to $Q_{0}$ in Figure 1.6). Depending on the $\gamma$ value, the degree of triaxiality changes and the energy levels will have different patterns with the characteristic energy ratios. In this work, $\gamma=30^{\circ}$ is taken as the example for triaxial collectivity.

### 1.4 Nuclear Shapes

Although quadrupole deformation as described in the previous section is one of the fundamental collective modes of nuclei, novel shapes that deviate from the standard spherical, oblate and prolate shapes can appear. One famous occurrence of this is a pear shaped nucleus found for ${ }^{220} \mathrm{Rn}$ and ${ }^{224} \mathrm{Ra}$; Reference [15]. In these nuclei, the center of charge distribution is off the center of the nucleus, yielding non-zero electric dipole moments(EDM). Further


Figure 1.6: Surface plots showing even-even Si isotopes from ${ }^{36} \mathrm{Si}$ at the top of the figure to ${ }^{42} \mathrm{Si}$ at the bottom. The radial axis is related to the deformation parameter $\beta$ and the angular axis is the gamma parameter $\gamma$. The red dot shows the minima of the surface. If the red dot is at 0 degrees, the nucleus is prolate in shape. If it is at 60 degrees, it will be an oblate shape. If the minimum is somewhere in the center of the surface, this indicates a triaxialy deformed nucleus. The left and right column shows the calculation with and without the tensor force [14], respectively. The left column does not include the tensor force in the calculation. Figure comes from Reference [14].
research is being conducted to search for other novel nuclear shapes.

### 1.4.1 Bubble Structures

An example of unique nuclear shapes that are relevant to the neutron-rich Si isotopes studied in this work is the bubble structure identified for ${ }^{34} \mathrm{Si}$. When there is a lessening of the neutron or proton density in the center of the nucleus, bubble structures occur. This creates a "bubble" in the center of the nucleus. Figure 1.7 shows the neutron density (left) and proton density (right) in ${ }^{34} \mathrm{Si}$ on the top two figures [16]. The conical depression in the center shows the lack of protons in middle of the nucleus and the other shows how the neutrons are more dense in the center of the nucleus rather than evenly distributed throughout the nucleus. The bottom two figures show the neutron (left) and proton (right) densities for ${ }^{36} \mathrm{~S}$. The neutron distributions are very similar, but the comparison shows the clear decrease in the protons in the center of ${ }^{34} \mathrm{Si}$.

### 1.5 Electromagnetic Transition Strengths

Electromagnetic transition strengths are a measure of the overlap in wave functions between two states in a nucleus and can be used to characterize collective modes and nuclear deformation. Excited states in nuclei spontaneously decay into another state. These transitions can be characterized by their lifetimes $(\tau)$, which are related to the half-life of the state by Equation 1.2:

$$
\begin{equation*}
\tau=\frac{t_{1 / 2}}{\operatorname{Ln}(2)} \tag{1.2}
\end{equation*}
$$



Figure 1.7: The top two figures show the neutron (a) and proton (b) density distributions in the ${ }^{34} \mathrm{Si}$ nucleus. The bottom two figures show the neutron (c) and proton (d) density distributions in the ${ }^{36} \mathrm{Si}$ nucleus. The neutron and proton distributions are very similar in ${ }^{36} \mathrm{~S} .{ }^{34} \mathrm{Si}$ displays a reduced density of protons in the center of the nucleus as compared to the neutron density. This is an example of a proton bubble structure. Figure comes from Reference [16].

Where $\mathrm{t}_{1 / 2}$ is the time it takes for half of a sample quantity of the state to decay into a different state. When an excited state decays it releases a form of radiation. The most common carrier of this radiation is a $\gamma$-ray, which has a spin value of one [5]. Due to angular momentum conservation, this limits the possible $\gamma$-ray decays to one that changes the angular momentum $\lambda$. The allowable values for $\lambda$ for a decay from an initial state, $J_{i}$, to a final state, $J_{f}$, is governed by equation 1.3:

$$
\begin{equation*}
\left|J_{f}-J_{i}\right| \leq \lambda \leq J_{f}+J_{i} \tag{1.3}
\end{equation*}
$$

The strong interaction causes parity to also be conserved. A transition is considered an electric, E , transition when the parity of the transition $\pi=\pi_{i} \pi_{f}(-1)^{l}=1$, or magnetic, M , when $\pi=\pi_{i} \pi_{f}(-1)^{l}=-1$. Therefore, each transition can be described by their angular momentum and parity, $\pi \lambda$.

The decay rate is characterized by equation 1.4:

$$
\begin{equation*}
W=\sum_{\pi, \lambda}\left(\frac{8 \pi(\lambda+1)}{\lambda[(2 \lambda+1)!!]^{2}}\right)\left(\frac{k^{2 \lambda+1}}{\hbar}\right) \frac{\left.\left|\left\langle\Psi_{f} \| O(\pi \lambda)\right|\right| \Psi_{i}\right\rangle\left.\right|^{2}}{\left(2 J_{i}+1\right)} \tag{1.4}
\end{equation*}
$$

where $\pi$ is either E or $\mathrm{M}, \mathrm{k}$ is the wave number of the $\gamma$-ray $\left(E_{\gamma} / \hbar c\right)$, and $\lambda$ is the angular momentum. The $\left|\left\langle\Psi_{f}\|O(\pi \lambda)\| \Psi_{i}\right\rangle\right|^{2}$ component is the reduced matrix element of the operator $O$. Of further interest is the reduced transition strength which is the last term and can be written as follows:

$$
\begin{equation*}
B(\pi \lambda)=\frac{\left|\left\langle\Psi_{f}\|O(\pi \lambda)\| \Psi_{i}\right\rangle\right|^{2}}{\left(2 J_{i}+1\right)} \tag{1.5}
\end{equation*}
$$

This averages the impact of the angular momentum terms by using the quantity $\left(2 J_{i}+1\right)$.
The previous equations are used to calculate transition strengths from a lower initial
state, to a higher-lying excited state, $B(i \rightarrow f)$. However, often times it is useful to compare transition strengths that are from the higher-lying state to the lower, notated $B(f \rightarrow i)$. To convert these strengths, the following factor must be included.

$$
\begin{equation*}
B(f \rightarrow i)=\frac{2 J_{i}+1}{2 J_{f}+1} B(i \rightarrow f) \tag{1.6}
\end{equation*}
$$

The most common electromagnetic transitions are E1, E2 and M1 transitions. The following equations are used to calculate these transition strengths using the half-life and energy of the gamma ray released in the decay.

$$
\begin{gather*}
B(E 1)=\frac{0.435}{E_{\gamma}^{3} t_{1 / 2, p}} e^{2} f m^{2} M e V^{3} f s  \tag{1.7}\\
B(E 2)=\frac{564}{E_{\gamma}^{5} t_{1 / 2, p}} e^{2} f m^{4} M e V^{5} p s  \tag{1.8}\\
B(M 1)=\frac{39.4}{E_{\gamma}^{3} t_{1 / 2, p}} \mu_{N}^{2} M e V^{3} f s \tag{1.9}
\end{gather*}
$$

The $t_{1 / 2, p}$ is the partial half life of the state and accounts for states that can decay by more than one branch. These reduced transition strengths can be compared to the Weisskopf estimate [17]. Since the Weisskopf estimate assumes a nucleus has single-particle nature, this comparison can be used to discuss the collective motion of the nucleus. If the nucleus has a transition strength that is significantly larger than the Weisskopf estimate the transition is said to be of a collective nature. Equations 1.10 and 1.11 are used to calculate the Weisskopf estimates of electric and magnetic transitions respectively.

$$
\begin{gather*}
B_{W}(E \lambda)=\left(\frac{1}{4 \pi}\right)\left[\frac{3}{3+\lambda}\right]^{2}\left(1.2 A^{1 / 3}\right)^{2 \lambda} e^{2} f m^{2 \lambda}  \tag{1.10}\\
B_{W}(M \lambda)=\left(\frac{10}{\pi}\right)\left[\frac{3}{3+\lambda}\right]^{2}\left(1.2 A^{1 / 3}\right)^{2 \lambda-2} \mu_{N}^{2} f m^{2 \lambda-2} \tag{1.11}
\end{gather*}
$$

Reduced transition strengths can be used to study shell closures and the collective natures of nuclei. In order to study nuclear structure, of particular interest for this study are the $\mathrm{B}\left(\mathrm{E} 2 ; 2^{+} \rightarrow 0^{+}\right)$and the $\mathrm{B}\left(\mathrm{E} 2 ; 4^{+} \rightarrow 2^{+}\right)$to study shell closures and the ratio of $\mathrm{B}(\mathrm{E} 2 ;$ $\left.4^{+} \rightarrow 2^{+}\right) / \mathrm{B}\left(\mathrm{E} 2 ; 2^{+} \rightarrow 0^{+}\right)$to discuss a degree of collectivity of the nucleus.

### 1.6 History of Silicon Isotopes

The neutron rich isotopes of silicon have been studied over decades since its discovery [18]. The $\mathrm{B}\left(\mathrm{E} 2 ; 0^{+} \rightarrow 2^{+}\right)$values for silicon isotopes with $\mathrm{N}=18-24$ were measured for the first time by intermediate-energy Coulomb excitation as described in Reference [19]. Figure 1.8 shows the energy of the first $2^{+}$state for silicon isotopes from ${ }^{26} \mathrm{Si}$ to ${ }^{38} \mathrm{Si}$ as measured experimentally and compares them with theoretical calculations in the upper portion of the figure. The lower half of the figure shows the $\mathrm{B}(\mathrm{E} 2)$ values for the same set of isotopes. The lowest $\mathrm{B}(\mathrm{E} 2)$ was seen indicating that the expected $\mathrm{N}=20$ shell closure exists in ${ }^{34} \mathrm{Si}$. Additionally, in 2006 the yrast $2^{+}$state for ${ }^{40} \mathrm{Si}$ was found to be only $986(5) \mathrm{keV}$, which is lower than would be expected if ${ }^{42} \mathrm{Si}$ would have a closed shell [20]. This indicated that $\mathrm{N}=28$ may not be a good magic number in this region. The first $2^{+}$state in ${ }^{42} \mathrm{Si}$ was measured in Reference [9]. The energy of the yrast $2^{+}$state was found to be $770(19) \mathrm{keV}$, even lower in energy than the $2^{+}$state seen previously in ${ }^{40} \mathrm{Si}$, which confirmed the supposition of the
disappearance of the $\mathrm{N}=28$ shell gap. Figure 1.3 compares the $2^{+}$energies of the Ca and Si isotopes from $\mathrm{N}=18$ to $\mathrm{N}=30$. The classic shell gaps at $\mathrm{N}=20$ and 28 are seen in ${ }^{40} \mathrm{Ca},{ }^{48} \mathrm{Ca}$ and ${ }^{34} \mathrm{Si}$, but the expected rise in $2^{+}$energy for the $\mathrm{N}=28$ shell gap at ${ }^{42} \mathrm{Si}$ didn't occur.

Reference [21] performed an experiment to measure the $4^{+}$states in these neutron rich silicon isotopes for the purpose of calculating the $\mathrm{E}\left(4^{+}\right) / \mathrm{E}\left(2^{+}\right)$ratio to investigate the deformation through the isotopic chain. Figure 1.9 plots the energies of the first $2^{+}$and $4^{+}$states in silicon isotopes from ${ }^{36} \mathrm{Si}$ to ${ }^{42} \mathrm{Si}$ in the lower half of the figure and the upper portion shows the $\mathrm{E}\left(4^{+}\right) / \mathrm{E}\left(2^{+}\right)$ratio, which shows that the experimental value transitions from the vibrational limit of 2.0 towards the rotational limit of 3.33 [13, 21].

In 2014 a set of one nucleon knockout reactions were performed to study the changing shell gaps in the Si isotopic chain [22]. The study found that the $\mathrm{N}=14$ shell closure remained up until ${ }^{40}$ Si, but the $\mathrm{N}=28$ shell gap was non-existent since neutrons were not being hindered in crossing the gap. The robust shell closure at $\mathrm{Z}=14$ for ${ }^{34} \mathrm{Si}$ indicates the absence of the $\mathrm{s}_{1 / 2}$ orbital, demonstrating a bubble structure in which there is an absence of protons in the center of the nucleus as reported in Reference [16]. The neutron and proton density distributions can be seen on the top row of figure 1.7. Finally, detailed spectroscopy on ${ }^{38} \mathrm{Si}$ was performed in Reference [23] and experimental decay scheme is compared for one of Shell model calculations in Figure 1.10. Although the Si isotopic chain has been extensively studied experimentally, there still remains open questions as to how shell model calculations can capture structural changes around ${ }^{42} \mathrm{Si}[24]$, in particular those beyond the first $2^{+}$state.


Figure 1.8: The upper portion of the figure shows the measured $\gamma$-ray energies for even-even Si isotopes from ${ }^{26} \mathrm{Si}$ to ${ }^{38} \mathrm{Si}$. The lower figure shows the measured $\mathrm{B}\left(\mathrm{E} 2 ; 0^{+} \rightarrow 2^{+}\right)$values for the same nuclei. Both data sets are compared with Shell model calculations. Figure comes from Reference [19].


Figure 1.9: Energies of the yrast $2^{+}$and $4^{+}$states in Si isoptoes with $\mathrm{N}=22-28$ (bottom) and the energy ratio R(4/2) (top). Figure comes from Reference [21].


Figure 1.10: Depiction of ${ }^{38}$ Si experimental level scheme with transitions on the left compared to a Shell model calculation of the levels on the right. Figure comes from Reference [23].

## Chapter 2

## Experimental Methods of

## Determining Electromagnetic

## Transition Strengths

The experiment described in this thesis consists of the application of in-beam gamma ray spectroscopy [25,26]. In particular the excited states of two nuclei were studied, ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ [26]. The experiment first utilized a ${ }^{44} \mathrm{Cl}$ secondary beam to study the level scheme of ${ }^{36,38} \mathrm{Si}$ and subsequently excited state lifetimes of ${ }^{36} \mathrm{Si}$. Two foil measurements were performed with the TRIPLEX device. Secondly, a beam of ${ }^{45} \mathrm{Cl}$ was produced to study excited-state lifetimes of ${ }^{38} \mathrm{Si}$ using the three foil setting of the TRIPLEX. Each of the ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ reaction products were identified and gamma rays were observed in coincidence. This made it possible to study the gamma ray transitions from each nucleus of interest.

Discussed in this chapter are various techniques that were used to take the data from the experiment. Some of these techniques include various gamma ray spectroscopy techniques, since a key component of the experiment involved understanding the kinematics of the released gamma rays. Further discussed will be various lifetime measurements, such as the Recoil Distance Method, that were utilized to extract the lifetimes of these excited transitions.

### 2.1 In-Beam Gamma ray Spectroscopy

In-Beam Gamma ray spectroscopy was initially developed in the 1960-70s [27] to study nuclear excited states following fusion evaporation reactions. The in-beam technique was named to differentiate it from off-beam techniques such as beta decay or activation studies. In the present study, in-beam gamma ray spectroscopy was applied in inverse kinematics, to measure the energy of a gamma ray emitted from a nucleus in flight [25,28-30]. This requires an in-depth understanding of how gamma rays interact with matter. It also requires knowledge of the kinematics between the gamma ray and nucleus which depends on the speed the nucleus is moving when the gamma ray is emitted.

### 2.1.1 Gamma ray Interactions

Gamma rays interact with matter primarily through three modes: 1) Photoelectric absorption, 2) Compton scattering and 3) pair production [31].

Photoelectric absorption occurs when the energy in a gamma ray is fully transferred to a nucleus that fully absorbs the energy and there is no remaining energy traveling away as a gamma ray. This process causes the excited nucleus to transfer this energy to a photo electron that then carries the energy as described in Equation 2.1, where $E_{b}$ is the binding energy of the electron that got ejected from the atom. In most cases, this binding energy is very small compared to the energy of the gamma ray that was absorbed and doesn't affect the accuracy of the gamma ray measurement.

$$
\begin{equation*}
E_{e^{-}}=E_{\gamma}-E_{b} \tag{2.1}
\end{equation*}
$$

The photoelectric effect is most prevalent with gamma rays of low energy, below a few
hundred keV , and is enhanced when the Z of the absorbing material is high. Equation 2.2 shows how the absorption coefficient is related to the Z of the absorbing material and the energy of the incident gamma ray and where n is usually between 4 and 5 and is determined from the absorption cross sections of various materials [31].

$$
\begin{equation*}
\sigma \propto \frac{Z^{n}}{E_{\gamma}^{3.5}} \tag{2.2}
\end{equation*}
$$

Photoelectric effects are most relevant for gamma ray spectroscopy, and therefore materials with high Z , such as Ge, are used as gamma-ray detectors to take advantage of the higher cross sections for photoelectric effects.

Compton scattering occurs when a gamma ray scatters off an electron, transferring a part of its energy to an electron and then scatters away along an angle determined by the kinematic equation shown in Equation 2.3,

$$
\begin{equation*}
E^{\prime}=\frac{E}{1+\frac{E}{m_{0} c^{2}}(1-\cos (\theta))} \tag{2.3}
\end{equation*}
$$

where $E$ is the initial energy of the gamma ray, $E^{\prime}$ is the new energy of the scattered gamma ray, $m_{0}$ is the electron mass $(0.511 \mathrm{MeV})$ and $\theta$ is the scattering angle. The maximum value for this equation, $\theta$ equal to $\pi$, is where the Compton edge feature will appear. Since Compton scattering relies on scattering off an electron from the target material, the Compton scattering cross section is directly proportional to the Z of the material [31].

Pair production is the third and final way that gamma rays interact with matter. This effect can only occur when the gamma ray energy is at least 1.02 MeV . This is the energy necessary to produce the electron and positron pair. These then annihilate and create two

511 keV gamma rays that can then be seen in the gamma ray detector. This effect is also Z dependant with the cross section being proportional to $Z^{2}$ [31].

### 2.1.2 Doppler Shift and Corrections

Gamma rays that come from a nucleus in motion experience a Doppler shift. This causes the observed energies to be seen at a different energy from the center of mass frame. This then needs to be corrected to obtain the true energy of the gamma ray. The equation 2.4 below shows the relation between the laboratory frame energy, $E_{l a b}$, and the gamma ray energy in the center of mass frame, $E_{c m}$. This relation depends not only on the energy of the center of mass gamma ray, but also the speed at which the emitting particle is traveling and the angle the gamma ray is emitted as measured from the path of the emitting particle. Therefore, in order to accurately correct for the Doppler shift, the velocity of the recoil nucleus and the gamma-ray emission angle must be able to be measured. This is done by using the detectors mentioned in Chapter 3 and described in detail in Reference [32].

The relation between E

$$
\begin{equation*}
E_{l a b}=\frac{E_{c m}}{\gamma(1-\beta \cos (\theta))} \tag{2.4}
\end{equation*}
$$

In equation 2.4, $\gamma$ is the Lorentz factor,

$$
\begin{equation*}
\gamma=\frac{1}{\sqrt{1-\beta^{2}}} \tag{2.5}
\end{equation*}
$$

where $\beta$ is defined as the fraction of the speed of light $\mathrm{v} / \mathrm{c}$. However, this equation is generally less useful for gamma rays emitted in flight as the usual gamma energy of note is the $E_{c m}$. Equation 2.6 [26] is equivalent to 2.4 solved for the more relevant quantity $E_{c m}$.

Equation 2.6 is also useful to understand how lab frame background gamma rays will
behave after the Doppler shift correction is applied. It is necessary to understand where background gamma rays, such as neutron induced reactions on aluminum, will be shifted to see if they will interfere with gamma rays of interest from the studied nuclei.

$$
\begin{equation*}
E_{c m}=\gamma(1-\beta \cos (\theta)) E_{l a b} \tag{2.6}
\end{equation*}
$$

The conversion of Doppler shifted gamma rays back into center of mass frame gamma rays requires two parameters to be well understood, $\beta$ and $\theta$. This introduces uncertainties in the center of mass gamma-ray energies as it is hard to determine the exact velocity of the emitting particle. The angle, $\theta$, can also have a degree of ambiguity that comes from the ability to determine the exact position of the decay. This causes an effect called Doppler broadening, where the full-energy peak is broader than it would be if the decay occurred from a stopped particle. However, application of the in-flight techniques has a few advantages. With relativistic heavy ion beams more exotic particles can be produced in quantities that would not be possible for short-lived states in a stopped beam experiment giving rise to experiments to study more isotopes farther from stability. Another advantage is the fact that the gamma rays, due to the Lorentz boost, will be forward focused, with an increased solid angle in the forward angles as opposed to a nearly isotropic distribution for the gamma rays from a stopped particle. This allows for the detectors to be arranged in such a way to more efficiently capture the gamma rays from the decays of interest. Since the decay position is related to the lifetime of the excited state, the effect of the distribution of gamma rays in the photopeak can be a lifetime effect giving rise to techniques to measure the lifetime, such as the Doppler Shift Attenuation Method. Other lifetime measurements, such as the Recoil Distance Method, take advantage of the fact that the Doppler shift is sensitive to the
velocity of the beam and utilize degrader foils to purposely slow the beam to create distinct regions of decay.

### 2.2 Lifetime Measurements

Reaction products created via a beam reacting in a target can be produced in excited states. These excited states will then decay, transitioning to a lower energy state. These decays occur following the radioactive decay formula shown in Equation 2.7.

$$
\begin{equation*}
N(t)=N_{0} e^{-t / \tau} \tag{2.7}
\end{equation*}
$$

where N is the number of particles remaining as a function of time, $N_{0}$ is the initial number of particles and $\tau$ is the lifetime. The lifetime of excited states in nuclei gives insight into the structure of the nucleus and give information of the electromagnetic transition strengths that are a useful quantity to understand the collectivity of nuclei, shape co-existance, and configuration mixing.

Various types of methods have been devised to study the lifetimes of excited states in nuclei as illustrated in Fig 2.1. From direct methods, such as the Recoil Distance Method or the Doppler Shift Attenuation Method, to indirect methods, such as Particle Resonance Spectroscopy to Coulomb Excitation, these various methods can measure lifetimes from one attosecond to lifetimes that can be measured in years [33]. Direct measurements are preferred as the lifetime is measured directly and does not rely on theoretical models that require outside inputs. The need to measure this wide range of lifetimes has given rise to many lifetime measurement techniques, a few of which are described here in this chapter: Doppler-Shift Attenuation Method (1fs-1ps), Recoil Distance Method (1ps-10ns) and Fast


Figure 2.1: A plot of various direct and indirect lifetime measurement techniques and the range of lifetimes they can measure. Of particular interest is the Recoil Distance Measurement (RDM) that has a sensitive range of 1 ps to 10 ns . Taken from Reference [33].

Timing ( $>100 \mathrm{ps}$ ). Only the Recoil Distance Method was used to analyze the data described in this thesis.

### 2.2.1 Doppler Shift Attenuation Method

The Doppler Shift Attenuation Method (DSAM) [33,34] is a lifetime measurement technique appropriate to directly measure lifetimes of short lived transitions from $1 \mathrm{fs}\left(10^{-15} s\right)$ to a few picoseconds $\left(10^{-9} s\right)$. This technique uses a thick target or a target with a thick backing. The lifetime of the state must be comparable to the time it will take the nucleus of interest to stop in the target. This causes the reacted nuclei to decay within the target as they are being slowed to a stop. This creates a spectrum of velocities of the recoiled nuclei when they
decay. The Doppler shifted gamma rays from the short lived transition will then, after a Doppler shift correction is applied, create a broad photopeak that will have a distribution of events sensitive to the lifetime of the transition being studied.

This technique relies heavily on understanding the velocity of the ion as it travels through the target and backing materials. The average velocity effects the Doppler shift as in the equation below,

$$
\begin{equation*}
\bar{E}_{l a b}=(1+\bar{\beta} \cos (\theta)) E_{c m} \tag{2.8}
\end{equation*}
$$

where $\bar{\beta}=\bar{v} / c$ and $\bar{v}$ is a theoretical function of the lifetime. Since the ion must be stopped, often high Z materials like tantalum are used as a backing material. It is critical for this technique to accurately define the stopping power of the ion traveling through the target and stopper materials. The stopping of an ion in a material is a complex process that has many components including electronic and nuclear stopping processes, due to interactions such as the electrons of the stopping material interacting with the electrons of the traveling particle or interactions between the traveling particles and the electrons or nuclei of the stopping material. This is predominantly a statistical process and is usually determined from one of many models created to understand this complex interaction. Simulations that incorporate the use of these models can be used to constrain the uncertainties or ambiguities from assumptions in the various models and are used to compare with the data to determine the lifetime value of the short lived transition.

### 2.2.2 Recoil Distance Methods

The Recoil Distance Method (RDM) was developed to study lifetimes from 1 ps to 1 ns $\left(10^{-12} s-10^{-9} s\right)$. The first examples of this technique relied on stable beams at low energies, such as in Reference [26]. RDM measurements use a device called a plunger. This plunger device holds foils, traditionally a target foil and a stopper foil, inside the beam line and allows the distance between them to be accurately controlled. During a measurement, the plunger is installed in the beam line which is surrounded by gamma ray detectors. The beam encounters the target foil first, where a nuclear reaction occurs, and the remaining beam and the created reaction products continue moving down the beam line to the stopper, where the reaction products are stopped. The nuclear reaction produces the nuclei of interest in an excited state. The types of states that are populated depend on the kind of nuclear reaction that occurs.

These excited states then decay by gamma ray emission either while they are in motion or when they have been stopped in the stopper foil. If they were in between the foils, the gamma rays will experience a Doppler shift and will need to be corrected as described in a previous section. The lifetime, $\tau$, is defined as the time it takes for the initial population of unstable particles to decay by $1 / \mathrm{e}$, where e is Euler's constant. The position of decay gives information on the lifetime of the excited state as, very roughly, $\mathrm{x}=\mathrm{vt}$ where x is the position of the decay, $v$ is the velocity of the nucleus of interest and $t$ is the time to decay, which is related to $\tau$. The lifetime $\tau$ should not be confused with the half life, which is defined as the time it takes the initial population to decay by half. In this document, the lifetime $\tau$ is used to describe the lifetimes of excited states.

The decays are then observed in the gamma ray spectra. If the distance between the
target and stopper foil is close to the distance $\mathrm{x}=\mathrm{v} \tau$, two peaks will be observed for each transition. One will be the Doppler shifted peak for the gamma rays emitted from the inflight nuclei after the target foil, and it is called the fast peak. The other unshifted peak from the nuclei stopped in the stopper foil is called the stopped peak. The heights of these two peaks then give lifetime information as they measure the number of decays happening either between the two foils or in the stopper. If reactions in the stopper foil can be ignored, it is still necessary to constrain feeding effects from higher-lying states before calculating the lifetime. However, if a fast beam is used, such as a rare isotope beam this method needs to be modified.

In any RDM measurement, there are two major variables that effect the heights of the different peak components, the distance between the foils and the lifetime of the state. Since the lifetime is the value being studied, it is critical that care is taken to reduce uncertainty in the distance between the foils. This distance was calibrated for the experiment discussed in this thesis in a process described in Chapter 3. It is preferred to take data with multiple distance settings to understand not only the lifetime of the state but also feeding effects from higher-lying states.

RDM measurements using a fast beam are generally not fully stopped but only slowed by foils subsequent to the target foil. These foils, since they do not stop, but only slow the beam, are referred to as degrader foils. The higher energy of the beam also allows for a second optional degrader to be used to create three distinct sections that can then be sensitive to a greater lifetime range in one measurement. Thicker foils may also be used to increase the production of the isotope of interest. This does increase the chance of secondary reactions in the degrader foils that must be constrained for a proper measurement.

Despite additional challenges, fast rare isotope beams greatly improve experimental fea-
sibility to study more exotic nuclei than was possible with stable beams. Fast beams also allow for the possibility of identification of the products as the reaction products are not fully stopped, but continue along the beam line. If the beam line is connected to a spectrometer, isotope gating allows for a great reduction in the background in the gamma ray spectra which makes even relatively low beam rate experiments possible.

There are several key differences to a RDM using fast beams due to the many factors that need to be constrained. One of which is the secondary reactions in the degrader foils. These reactions will be of the same quantity for each distance as long as the beam parameters are not changed and these quantities are not affected by changing the distance between foils as this causes no change in the beam nor in the foil material. Therefore, at least two distance settings are measured to be able to constrain the reactions in the degrader foils. Additional data sets are used to calibrate a simulated beam that is used to compare various lifetimes of the excited state to the lifetime sensitive data set.

In a three foil measurement $[35,36]$ as applied in this work, three foils are mounted into the plunger device, a target foil, a first degrader foil, and a second degrader foil. When the beam reacts in the target, the reaction products travel down the beam line at roughly one third the speed of light. As they pass through the first degrader they lose energy and as they transit to the second degrader they travel at a reduced velocity. After passing through the second degrader, they continue traveling even slower down the beam line. These nuclei are created in an excited state and decay along their path. These gamma rays are all Doppler shifted, with three different $\beta$ values. The gamma ray spectra are corrected with one $\beta$ value, chosen from either the $\beta$ value after the target, after the first degrader, or after the second degrader. Since each section of the plunger has a different velocity, schematically shown in Figure 2.2, three distinct peaks will be formed after the corrections are applied to the gamma
ray spectra. These three peaks are called the fast, reduced, and slow peaks, referring to the relative velocity of the reaction products that contribute to each peak.

As discussed above, the relative heights of these peaks give valuable information sensitive to the lifetime of interest, although other effects such as feeding effects and contributions from the reactions that occur in the degrader foils need to be taken into account. For the data studied in this thesis, the beam was traveling around $40 \%$ of the speed of light. This corresponds to a nucleus traveling roughly 1 mm of distance down the beamline in 10 ps . However, if the transition of interest is in a cascade, feeding effects from higher lying states can considerably affect the distribution between the Doppler shifted peaks for lower energy transitions populated from these feeder states.

A strong feeding component from a higher lying state can significantly change the perceived lifetime of a lower transition, effectively increasing its lifetime in the obtained result. This is due to the fact that the decay time is not just the decay of the transition, but the combined effects of the lifetimes of the transition and the feeder states. To correct for this feeding, the contribution due to feeding must be understood, constrained and incorporated by considering the initial population of the higher lying feeder states, their branching ratios and their lifetimes. This allows the contribution from feeding to be constrained and separated from the lower lying states of interest. This is done with careful modeling in the simulation of the level scheme.

A Monte Carlo based simulation is used to help understand variables in the experiment. Many different calibration data sets are taken to properly constrain many variables. These data sets include a long distance beam setting that sets the distances between foils to be very large, several $\tau$, to allow most of the reaction products to decay before encountering the next foil. This gives a measurement of the relative number of reaction products produced in each


Figure 2.2: A schematic describing the basic concept of a three foil Recoil Distance Lifetime Measurement. The top of the figure describes how the different foils work to slow the reaction products created when the beam reacts with the target. The three peaks shown at the bottom of the figure show how a single gamma transition gets broken into three components, one for each foil for which the reaction products interact. The fully shifted peak comes from the decays between the target and first degrader, also called the target component. The reduced-shifted peak comes from the decays between the first and second degrader/stopper and is also known as the reduced component. The unshifted component comes from decays that occur within the stopper/second degrader foil or after the foil, if the beam is not fully stopped within the foil. This component is also known as the slow component where the velocity of the reaction products is the lowest. The figure is taken from Reference [26].
foil. Other data sets include target only data to constrain populations of each transition, and several data sets which are used to constrain beam parameters and determine the velocity of the beam between the foils. These data sets are in addition to the lifetime sensitive data sets that are taken to constrain the lifetimes of the states of interest.

### 2.2.3 Fast Timing Technique

The Fast Timing technique is a direct method of measuring the lifetime of an excited state using $\gamma-\gamma$ coincidence techniques. Unlike the previously mentioned Doppler Shift Attenuation Method and the Recoil Distance Measurement that rely on understanding and correcting for the Doppler shift effect, fast timing techniques instead use the timing difference between two detectors to directly measure the decay time of an excited transition [37]. This requires detection of a gamma transition that populates the state of interest and the detection of the deexcitation from this state. The gamma ray signal that evidences the population of the state whose lifetime is being measured is usually the start signal and the signal from the deexicitation gamma ray is the stop signal. Therefore, the time between these two signals can be statistically analyzed to determine the lifetime of the excited state.

The limitation in determining the time difference between these two signals is highly dependent on the timing resolution of both detectors. If the timing resolution is too large in comparison to the lifetime of the state of interest, the start and stop signals are not well separated and are harder to define as separate moments. The quality of these signals is also dependent on the choice of gamma ray that is used as the population signal and the branching ratio of the state. Therefore, appropriate care must be taken when choosing a detector for a fast timing measurement. Three factors: 1) energy resolution, for gating on the gamma rays, 2) timing resolution, for resolution of start and stop signals, 3) and efficiency, to increase $\gamma-\gamma$ coincidence statistics, must be considered. One choice has been the $L a B r_{3}$ detectors such as the ones in Reference [37]. Other considerations for fast timing measurements include the choice of the photomultiplier tube used with the detector crystal used.


Figure 2.3: A figure showing the mean lifetime measurement of the $2_{1}^{+}$state in ${ }^{200} \mathrm{Hg}$ measured using the centroid difference method. The black line shows the standard order for stop and start signals where the red line shows the reversed start and stop signals. The difference in the centroids of these two distributions give $2 \tau$. Figure taken from Reference [38].

After the physical detection system is established a Digital Data Acquisition System can also be developed to handle the precise time measurements required by this technique. The GRIFFIN system [38] at TRIUMF has been used for fast timing measurements. LaBr 3 detectors were utilized along with a specific fast scintillator at 90 degrees for the fast timing measurements. Additionally, a fast timing method using the centroid difference method was used to measure mean lifetimes, $\tau$, greater than 100 ps . This method reverses the standard start and stop signals to measure "negative" lifetime such that the centroid shift between the standard start and stop signals and the reversed start and stop signals measure $2 \tau$ to suppress systematic errors. All of these methods require careful choice of signal processing to reduce the energy resolution's effect on the rise time of the signals so that the errors in the calculation of a signal's time are minimized.

## Chapter 3

## Experimental Devices

### 3.1 National Superconducting Cyclotron Laboratory

The National Superconducting Cyclotron Laboratory (NSCL) is located on the campus of Michigan State University in East Lansing, Michigan. It is used for the purpose of creating rare isotopes that are too short lived to be able to be studied any other way. Studying these isotopes can lead to advancements in astrophysical science, basic science research such as nuclear structure and reactions as well as fundamental physics. The first cyclotron on the MSU campus, the K50, was a non-superconducting cyclotron that was able to produce beams of 50 MeV [39]. The K500 cyclotron, the first superconducting cyclotron, came online in 1981. A second cyclotron, subsequently called the K1200, was added to the facility in 1988 to run independently. By the year 2000, the K500 and the K1200 cyclotrons had successfully been linked together into the Coupled Cyclotron Facility [40] that was used for the experiment discussed in this dissertation. Currently, another upgrade is occurring at this facility. The Facility for Rare Isotope Beams (FRIB) [41] has been built to expand the range of rare isotopes able to be studied and to utilize the existing experimental equipment available at the NSCL. The expansion includes building a new superconducting linear accelerator and upgrading the ion sources.

Figure 3.1 shows the layout of the current available facilities. The beam line begins at the ion source. The SuSi ion source is an electron cyclotron resonance source that produces


Figure 3.1: A schematic of the NSCL from Reference [42] showing a detailed view of the different experimental areas and some of the different detection systems available at the NSCL.
an intermediate charge state stable primary beam that is injected into the center of the K500 cyclotron. After the K500 accelerates the beam to a moderate energy, the intermediate charge state beam is fully stripped and sent to the center of the K1200 cyclotron to accelerate the primary beam to its final energy. The primary beam is then impinged on a target foil where the primary beam reacts via fragmentation to produce a cocktail beam that contains some of the original primary beam and many different isotopes. This cocktail beam needs to be purified to select the isotope of interest for the chosen experiment. To do this, it is sent to the A1900, a dual stage fragmentation separator that allows the cocktail beam to be purified in most cases to a very pure secondary beam. At this point, the secondary rare isotope beam is sent to a specific experimental area which can include the different experimental vaults such as the N2/3 vault where the MONA LISA detection system can be set up, or the S3
vault that contains the S 800 Spectrograph, or to the ReA facility where the beam can be stopped in the gas stopper and then reaccelerated to energies better suited for certain types of experiments such as reactions of astrophysical interest.

### 3.1.1 SuSI Ion Source

The Superconducting Source for Ions (SuSI) was used to produce the ${ }^{48} \mathrm{Ca}$ primary beam for this experiment. SuSI is an Electron Cyclotron Resonance (ECR) source that utilizes a plasma of free electrons and an ionized gas trapped in magnetic fields to generate a moderately charged ion beam that is then guided to the K500 cyclotron via electric fields. SuSI was designed with superconducting magnets, the capability to operate with two frequencies, and the ability to tune the axial magnetic field to be able to better match the acceptance of the cyclotrons than previous ECR sources that relied on room temperature magnets to achieve higher beam intensities [43].

An ECR ion source generates intermediately charged ions by removing electrons one at a time via collisions with free electrons in a plasma of ions. The plasma is contained within a magnetic field and, since it is electrically charged, the ions rotate with a frequency described in equation 3.1:

$$
\begin{equation*}
\omega_{c}=\frac{e B}{\gamma m_{e}} \tag{3.1}
\end{equation*}
$$

where $\omega_{c}$ is the cyclotron frequency, $e$ is the charge of the electron, $B$ is the magnitude of the magnetic field and $m_{e}$ is the mass of the electron. The ion source only produces a gas up to $10^{-6}$ Torr to reduce ion-ion collisions which impair the ion source's ability to create higher charge state beams.

SuSI has the ability to operate with two frequencies, $18+14.5 \mathrm{GHz}[43]$, which allows both the axial and radial magnetic fields to be tuned to optimize the desired charge state. The intensity of the generated beam has been shown to be related to the location of the plasma electrode relative to where the plasma is trapped in the magnetic field. SuSI has a stationary electrode and a movable axial magnetic field. The axial magnetic field is controlled by two sets of solenoid magnets on each end of the device, one set of two on the injection side and the other set of two at the extraction side.

### 3.1.2 Coupled Cyclotrons

A cyclotron accelerates ions in a spiral motion by using a magnetic field that is perpendicular to the plane of the ion's motion. This spiral motion allows the ions to be accelerated many times inside of the cyclotron from the center of the device across the electrodes, called "dees," with an electrical charge that produces an electric field that is then rapidly cycled using radio frequency allowing the ions to continually be accelerated across the gap between the dees. This principle works because as the ions increase their velocities, the circular path they follow gradually increases and the time spent traveling along the dees is the same for all passes after each acceleration. After the ions reach the maximum radius, they are extracted from the cyclotron.

The Coupled Cyclotron Facility uses two cyclotrons in series to enable maximum primary beam energies of 200 MeV /nucleon for light nuclei and on the order of $100 \mathrm{MeV} /$ nucleon for higher mass regions. The K500 cyclotron accepts the intermediate charge state ions from the ion source and accelerates these ions to around $15-20 \mathrm{MeV}$ per nucleon [40]. They are then stripped of electrons to reach their highest charge state and sent to the center of the K1200 to be accelerated to their final primary beam energy.


Figure 3.2: The above figure depicts a schematic looking down into the NSCL of the configuration of the ion source leading into the K500 and then the K1200 cyclotrons and then into A1900 fragment separator. Taken from Reference [40].

### 3.1.3 A1900 Fragment Separator

After the primary beam leaves the K1200 cyclotron, it is reacted on a ${ }^{9}$ Be production target to produce a cocktail beam that then requires purification. The A1900 Fragment Separator uses two stages made up of 24 quadrupole magnets and four 45 degree dipole magnets to purify this cocktail beam to produce a secondary beam [44]. It does this by using dipole magnets with a bending power greater than the cyclotrons and a relatively large acceptance to be able to accept most of the secondary reaction products. The cocktail beam coming from the production target contains the unreacted primary beam and fragmentation reaction products and is sent to the first stage of the separator.

The first half of the A1900 is used to select a set of ions with the same magnetic rigidity.

Magnetic rigidity is defined in Equation 3.2.

$$
\begin{equation*}
B \rho=\frac{\gamma m v}{q} \tag{3.2}
\end{equation*}
$$

where $B$ is the magnetic field, $\rho$ is the radius of the circular path the ions take, $\gamma$ is the Lorentz factor, $m$ the mass of the ion, $v$ is the velocity and $q$ is the charge of the ion. Since every ion is moving with roughly the same velocity after fragmentation, when the cocktail beam travels through a magnetic field produced by a dipole magnet, ions with different mass vs charge ratios, also known as the $\mathrm{A} / \mathrm{Q}$ ratios, bend with different radii. Isotopes with a specifically chosen ratio can then be allowed to progress down the beam line using apertures. The beam then consists of many nuclei with the same A/Q ratio. The beam then travels to the wedge in the center of the A1900.

The degrading wedge is made of two separate aluminium pieces that can be rotated to create wedges with many different thickness to be able to efficiently separate the wide varieties of beams available at the NSCL. To select a single isotope, the beam needs to be separated by element. Energy loss through a target is proportional to the $\mathrm{Z}^{2}$ of each ion. When the beam is passed through the wedge, heavier elements will lose the most energy and be traveling slower than lighter elements. This allows a second dispersive section of beam line to then select a more specific range of secondary reaction products to produce the final secondary beam.

The degrading wedge is located at image 2, which is between the first two dipoles (D1 and D2) and the second two dipoles (D3 and D4). The final stage of the A1900 uses two more dipoles to bend the beam again to select, in most cases, a very pure secondary beam. This stage uses two dipole magnets to again bend the beam. Since the ions have the same
$\mathrm{A} / \mathrm{Q}$ ratio, but different velocities for each element, the heavier elements will be bent the most and the lighter elements the least. A final set of apertures can be used to select the now purified secondary beam to be sent to the experimental area.

### 3.1.4 GRETINA

The Gamma-Ray Energy Tracking In-beam Nuclear Array (GRETINA) is a semiconductor based gamma ray detector utilizing electrically segmented High Purity Germanium (HPGe) crystals. GRETINA was originally made up of seven detector modules with additional modules to be added. For the experiment described in this thesis, nine modules were used [32, 45, 46]. This array covers over 1 pi solid angle allowing this detector to reconstruct both the energy and location of gamma ray events in the detectors with high levels of precision and with great efficiency. GRETINA is the beginning of GRETA [47,48] which will be complete when the array consists of 30 germanium detector modules and will have solid angle coverage of almost 4 pi .

Each detector module houses four tapered cylindrical germanium crystals that have hexagonal faces. The geometry of the hexagonal crystals were chosen to optimize the spherical coverage based on the mathematical approximations of the geodesic dome where a certain number of hexagons and twelve pentagons can approximate a sphere. GRETINA uses the 120 hexagon approximation with sixty hexagons each of two different shapes. Each detector module uses two of each kind of hexagonal crystals, A and B as shown in figure 3.3. The crystals are contained in aluminum housings that link them with Field-Effect Transistors (FETs), preamplifiers and a cryostat for maintaining the cryogenic temperatures required for the HPGe crystals.

A solid aluminium support frame holds the GRETINA detector modules and allows for


Figure 3.3: Figure (a) shows the geometry of the crystals in each detector module with both types of hexagons labeled A and B. Figure (b) shows the segmentation of each hexagonal germanium crystal. This figure was taken from Reference [49].
consistent positioning of the detector modules around the beam pipe holding the experimental target [32]. The frame consists of two hemispheres resting on a cart that allows for each hemisphere to be moved independently. The support frame allows the detectors to be positioned in rings around the beam pipe at $58,90,122$, and 148 degrees with eight detector positions in the 90 degree ring, four in the 58 degree ring and five each in the other rings. This spacing allows for the frame to be situated in the experimental target area of the S800 Spectograph.

Each GRETINA crystal has 36 segments and a central core for a total of 37 electrical readouts from each crystal. The central core gives the best energy resolution of the gamma ray interaction. The high segmentation of each crystal allows for an algorithm using the signal decomposition to be used to achieve sub segment position resolution. The signal decomposition analyzes the waveform signals coming from each segment [49]. Multiple gamma ray interactions can occur in each recorded event. These events can be located in the same crystal or potentially in the same segment. The signal decomposition works to untangle these events by utilizing the image charges a gamma ray interaction causes in neighboring crystals. These digitized waveforms can then be compared to known examples of gamma ray interactions that occur at various points within the different crystals to pinpoint where the experimental gamma ray interacted inside the crystal. This process allows for the 2 mm position resolution achievable using GRETINA.

The process can be taken one step further to link interaction events in order to track how a gamma ray interacts in the crystals and to determine the trajectory it takes within the GRETINA array. The process starts by grouping events likely to have occurred from a single gamma ray based on criteria such as angular separation. Then these events are sorted based on a figure of merit that is calculated based on the probability of possible


Figure 3.4: A photo of the configuration of the nine GRETINA modules for the experiment. The GRETINA crystals are surrounding the beam pipe TRIPLEX plunger device which is mounted in the beam pipe attached to the entrance of the S800 Spectrograph.
arrangements of the sequence of theses events. The figure of merit would ideally be zero for a fully absorbed gamma ray interaction. There would be non-zero figure of merits for other kinds of interactions. In principle, after tracking based on these figure of merits, the peak to total count ratio could be maximized. However, since the energy resolution and the position resolution are not exact, some events have similar figure of merits to true photopeak interactions. Since this reduces the relative tracking efficiency, tracking was not utilized for this experiment.

### 3.1.4.1 Addback Method

A method to reconstruct Compton scattered gamma ray events was introduced in this data analysis. This method, known as the Addback Method, was developed in References [50,51]. The greatest energy hit in a multiple gamma ray event is taken as the original hit position. If lesser energy events were found in the Addback radius, which is defined as 7.5 cm for this data set, they are added to the greatest energy hit to create a full photopeak event. This helps reduce the number of Compton scattering events in the gamma ray spectra to increase the peak to total ratio and recapture more true events lost in the background. This method was used because the transitions of interest were around 1 MeV where Compton scattering events are a significant contribution to the background events.

### 3.1.5 S800 Spectrograph

The S800 Spectrograph is a single detection system that combines the ability to have a high beam acceptance with high resolution particle identification [52]. The system is made up of two main components, the analysis line and the high acceptance spectrograph. The analysis section comes before the experimental target area and contains the tracking detectors that allow for reconstruction of the particles' trajectories. The spectrograph comes immediately after the target area and at the end of the spectrograph is its focal plane.

The spectrograph is unusually built with the dispersive plane in a vertical plane. This device spans three stories and weighs around 250 tons. The spectrograph covers a solid angle of 20 msr and has a momentum acceptance of 5 percent. The analysis line has a maximum rigidity of 4.5 Tm to be able to separate the reaction products from the secondary beam in order to reduce the beam intensity in the focal plane.


Figure 3.5: A schematic of the S800 Spectrograph focal plane. This highlights the various detectors including the Cathode Ray Drift Chambers (CRDCs), the ion chamber, the plastic scintilators, and the hodoscope.

### 3.1.5.1 The Focal Plane

The focal plane is a collection of detectors that contain two Cathode Readout Drift Chambers (CRDCs), a sixteen fold segmented ion chamber, four plastic scintillators ranging from 3 to 20 mm thick and ends with a hodoscope used for identifying isomeric states. All detectors in the focal plane have an active area of $30 \mathrm{~cm} \times 59 \mathrm{~cm}$.

The CRDCs are separated by about one meter to provide both position and angular information on the ions that pass through them. Both CRDCs have 224 channels allowing for position resolution of about 0.5 mm in both the x and y directions. The incoming particles are dispersed along the 59 cm direction of the CRDCs. The CRDCs work on the same principle
as a single wire drift detector, but the position along the wire is obtained by induced cathode readout. The charge induced in each pad is read out and then fit using a Gaussian curve. The centroid of the Gaussian gives the position of interaction.

After the x and y position is determined in the CRDCs, the beam passes through the ion chamber. The ion chamber is Frisch gridded with 16 one inch wide anodes that are positioned perpendicular to the beam. The energy loss is sampled along the path of the ions through the ion chamber. The first plastic scintilator acts as the exit window of the ion chamber. This reduces the energy straggling normally associated with an exit window. Three further plastic scintilators measure total energy loss and timing information.

### 3.1.5.2 The Analysis Line

The tracking detectors determine the incoming positions and angles of the secondary beam before it reaches the experimental target area. These detectors are located between the two bends of the analysis line so any particles that react inside the detectors are deflected from the target area and do not affect the quality of the data collected. This technique allows for higher maximum beam rates. The detectors in the analysis line section of the S 800 have not been used in recent experiments.

The set of detectors in the S800 allows for data on the particles to be reconstructed through the beam line using COSY transfer maps that are able to be created before the experiment. With the information from the map and the analysis beam line, the initial position and trajectory at the target location can be known for each particle.

### 3.1.6 TRIple PLunger for EXotic Beams

The TRIple Plunger for EXotic (TRIPLEX) Beams [53] is a device that can be used to measure the lifetimes of short lived excited states in exotic nuclei while in-flight. This kind of device [54-56] opens the possibility of directly measuring short lived states that can only be measured at facilities like the NSCL. The TRIPLEX is a plunger style device that uses multiple foils held in the beam line to perform Recoil Distance Measurements (RDM) and Differential Recoil Distance Measurements (DRDM) in conjunction with a gamma ray detection array such as the Segmented Germanium Array (SeGA) [57] or GRETINA [32]. There are three main components of the TRIPLEX plunger consisting of the support structure, the bearing unit and the foil unit.

The support structure can be seen in Figure 3.6, specifically part (A) which is the outer casing designed to hold the whole structure of the plunger device. The beam pipe has a diameter of six inches and has a flange to securely couple the beam pipe to the S 800 Spectrometer but allows the main portion of the TRIPLEX plunger beam pipe to be precisely aligned with the S800 Spectrograph. The beam pipe has six alignment screws to align the plunger device within the pipe itself. This is necessary as beam spots of rare isotope beams can be as wide as a centimeter. Another portion of the support structure is the electrical feedthrough. This feedthrough allows the electrical connections necessary for the motors that drive the foil and the connections on the foils for distance measuring to be passed outside of the vacuum chamber. The inner structure consists of an outer support frame attached to an inner ring that supports all of the immobile parts, such as the two motors, the middle tube and the connectors.

Three stainless steel tubes separated by four sliding bearings make the bearing structure.


Figure 3.6: A photo of the TRIPLEX plunger along with a labeled schematic. (A) is the outer casing, (B) is showing one of the piezeoelectric motors, (C) is the outermost support ring for the second degrader, ( $\mathrm{D)} \mathrm{is} \mathrm{the} \mathrm{stationary} \mathrm{middle} \mathrm{ring} \mathrm{holding} \mathrm{the} \mathrm{first} \mathrm{degrader}$, $(E)$ is the inner ring that supports the target foil, (F) (G) and (H) are the locations of the target foil, first degrader, second degrader and their holding cones, respectively. The figure is taken from Reference [53].

The middle tube, which supports the first degrader, is in a fixed position. The bearings then support, separate, and hold the outer and inner tubes in alignment with the middle tube. This unit is critical for the functioning of the plunger device as the technique relies on the ability to precisely control the distance between the foils. The two motors are directly connected to the inner and outer tubes. Great care has been taken to insure that there are no forces opposing the motion of the tubes to avoid damaging or deforming the tubes.

A brass ring has been added to the end of each of the three tubes mentioned above, in order to attach the aluminum structures that hold the foils. One end of each foil unit is attached to a brass ring, and the other end allows for the cones that hold the foils to be attached with three screws. The cones are electrically isolated from the foil units to allow for the capacitance between the foils to be measured as a way of determining the distance setting. Due to the relatively large beam spots and the fact that the beam must pass through the length of the device, the dimensions of the foils are approximately $5 \mathrm{~cm} \times 5 \mathrm{~cm}$. Three unique styles of cones were designed, one for each ring of the device. The target and first degrader cones are connected in a way such that the foils face each other. To be able to achieve contact between the first and second degraders, the second degrader foil and cone are designed so that they can nest inside of the first degrader foil's cone.

The various components of the TRIPLEX plunger are controlled with modified software based on the software designed for the first plunger device made at the University of Cologne, Germany. A standard plunger has only two foils. Since the TRIPLEX can be thought of as two standard plungers combined into one device, the software was designed to be modular so each half has independent controls. The software controls the active components of the motors and the passive components such as the various distance measurement devices.

There are two motors located on either side of the device. One drives the target foil ring
and the other the second degrader foil ring. The motors are based on piezeoelectric technology that allows for accurate and reproducible small scale movements of the inner and outer foil rings. Knowing the relative distance between the foils with high accuracy is a key component in the analysis of the data collected in experiments using the TRIPLEX device. The linear actuator and the micrometer probe manufactured by the TESA group work together to determine the relative distance between the foils and gives real time measurements that assist in the driving of the foils during calibrations or experiments. All of the information given by these detectors is passed to the software system that is used to control the motors.

Usage of the software consists of controlling the graphical user interface (GUI) that comes with the software. One portion of the GUI controls the speed at which the chosen motor will drive the associated foil. The speed is chosen on a dial from $0-7$. Where 0 corresponds to no movement and 7 being the fastest speed. Another part of the controls allows the motors to be turned on and off. While the motors are active, other parts of the GUI respond with information about the change in distance using information from the linear encoder at all distances and from the TESA micrometer when the distance between the foils is less than 1.0 mm . This allows the user to safely drive the foils within the device and to chose a precise location to where the foils will be moved.

This device allows for the Recoil Distance Method to be used to analyze gamma ray transitions of excited states in rare isotopes. This method is a modified version of in-beam gamma ray spectroscopy where instead of having only a target foil for the secondary beam to react upon, there is the ability to add one or two degrader foils which serve the purpose of slowing down the reaction products as the beam passes through. This creates distinct sections of differing velocities in which the reacted nucleus can deexcite. After applying a Doppler shift correction, these different sections cause each transition to make multipeak



Figure 3.7: An example of parts of the GUI for controlling the TRIPLEX motors and measurement tools. The figure is taken from Reference [53].
structures instead of only a single peak as is seen in standard beam gamma ray spectroscopy.

### 3.1.7 Experimental Setup

The experiment detailed in this dissertation used the TRIPLEX plunger device set up in the experimental area of the S 800 spectrograph beam line along with GRETINA. The data set taken in the present experiment is summarized in table 3.1. The TRIPLEX was configured with up to three foils, a target foil of 2 mm thick Beryllium, a first degrader foil of 0.58 mm thick Tantalum, and a second degrader of 0.25 mm thick Tantalum. One primary beam, of ${ }^{48} \mathrm{Ca}$, was generated for this experiment at $140 \mathrm{MeV} / \mathrm{u}$. From this primary beam two secondary beams were generated, one of ${ }^{44} \mathrm{Cl}$ and another of ${ }^{45} \mathrm{Cl}$. Target only data was taken with the ${ }^{44} \mathrm{Cl}$ beam at an energy of $99 \mathrm{MeV} / \mathrm{u}$. Shortly after the target only data was completed, the secondary beam was lost due to failure of beam-line components and had to be recreated. After this, the energy was then $89 \mathrm{MeV} / \mathrm{u}$ for all other times the ${ }^{44} \mathrm{Cl}$ beam was used.

Three plunger distance settings, where the distances were sensitive to lifetimes around $1-20 \mathrm{ps}$, were taken with the target and first degrader using the ${ }^{44} \mathrm{Cl}$ beam. These settings were with the following distances between the target and first degrader foils as measured from nearest faces of the foils, $0 \mathrm{~mm}, 0.5 \mathrm{~mm}$, and 1 mm . A single long distance data set, with the foils separated by 22 mm , was also taken with this beam to constrain reactions generated in the degrader foil.

With the ${ }^{45} \mathrm{Cl}$ beam, only two distance settings were taken. One setting with 1 mm between the target and first degrader and 10 mm between the first and second degraders was taken for sensitivity to a larger range of lifetime, between 1-100ps. A long distance setting, with 25 mm between all foils, was taken to constrain the ${ }^{45} \mathrm{Cl}$ reactions with the two

| Beam |  | Distance Setting |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Primary | Secondary | Target Only | Two Foil | Three Foil |
| $140 \mathrm{MeV} / \mathrm{u}^{48} \mathrm{Ca}$ | $102 \mathrm{MeV} / \mathrm{u}^{45} \mathrm{Cl}$ | yes | - | $1 \mathrm{~mm}, 10 \mathrm{~mm}$ |
|  |  |  |  | $25 \mathrm{~mm}, 25 \mathrm{~mm}$ |
|  | $99 \mathrm{MeV} / \mathrm{u}^{44} \mathrm{Cl}$ | yes | - | - |
|  | $89 \mathrm{MeV} / \mathrm{u}^{44} \mathrm{Cl}$ | - | 0 mm | - |
|  |  |  | 0.5 mm |  |
|  |  |  | 1 mm |  |
|  |  |  | 22 mm |  |

Table 3.1: This table summarizes the information on which distance settings of the TRIPLEX plunger device were used for each secondary beam produced from the primary beam. The primary beam was used to produce all secondary beams. The distance setting labeled "Target Only" denotes when there was data taken with only the target foil installed in the TRIPLEX for that beam setting. The distance setting for two foil data is the distance between the target and first degrader. For the three foil column, the first number indicates the distance between the target and the first degrader and the second number indicates the distance between the first and second degrader foils.

Tantalum degraders.

### 3.1.8 Calibration Procedure

Data files from the experiment were converted from the highly compressed format they were saved into and calibrated using GrRoot, a program based on CERN's ROOT [58]. The calibration process involved three main steps: 1) convert the raw data in its hexadecimal form and converting into a ROOT decimal format, 2) then calibrate and sort the information into ROOT trees, 3) convert this information into histograms using a separate script. The sorting step creates ROOT trees, a data type that is made of organized lists of correlated information for each event. Histograms make it easier to interpret the information and allows for visual gates to be made for selecting data of interest. The calibration and histogram


Figure 3.8: A plot showing the spectra of the incoming beam. From this plot an incoming beam gate is made to begin the calibration and particle identification. An example beam gate is shown in red for ${ }^{44} \mathrm{Cl}$.
generating steps are completed multiple times as information is gathered throughout the calibration process and calibration parameters are determined.

The E1 Timing Scintillator measures the Time of Flight of the various particles that are traveling through the S800 Spectrograph. The time the ions take to travel through the S800 is a critical component in most of the latter calibrations that are used to clearly identify the nucleus in the S800. Time of flight information was modified to correct for the different paths the ions take through the S800. The ion's trajectory through the Spectrograph can be generally described by the uniform circular motion equation:

$$
\begin{equation*}
\frac{F}{m}=\frac{v^{2}}{r} \tag{3.3}
\end{equation*}
$$

where, $F$, the force causing the motion from the dipole magnets, is:

$$
\begin{equation*}
F=B q v \tag{3.4}
\end{equation*}
$$

and $m$ is the mass, $v$ is the velocity of the ion, $r$ is the radius of motion, and $q$ is the charge of the particle. This leads to the relation between the mass to charge ratio and the TOF through the S800 Spectrograph as given in the derivation below. Note that in this case the mass of the ion $m$ is also known as A , the number of nucleons and that $r$ is also often referred to as $\rho$ when the radial motion relates to magnetic fields. So the $\mathrm{A} / \mathrm{q}$ ratio can be written as follows:

$$
\begin{equation*}
\frac{A}{q}=\frac{B \rho}{v}=B \rho \frac{t}{d} \tag{3.5}
\end{equation*}
$$

where $d$ is the distance traveled and $t$ is the TOF. Generally, the quantity $\frac{B \rho}{d}$ is taken as a constant so the TOF is directly related to the mass to charge ratio. When the TOF corrections are applied, the Particle Identification (PID) becomes much clearer, with the different $\mathrm{A} / \mathrm{q}$ ratios well defined and separated.

The TOF is also dependent on the distance traveled through the S 800 . In the first order, all ions travel roughly the same distance. However, the x position (XFP) and the angle (AFP) measured at the S 800 focal plane can significantly effect the TOF. Therefore TOF corrections need to be applied to both the XFP and AFP. As seen in figure 3.9, before correction, while the different isotopes are somewhat defined, after corrections the plots are much more correlated and the different isotopes are more separated.

After creating an incoming beam gate and various outgoing particle gates, calibrations can be performed on some of the detectors mentioned above. The first step is to calibrate the Ion Chamber. After selecting an outgoing particle beam that covers the width of the chamber, the outputs from each of the sixteen segments need to be gain matched. This allows for an even response across the chamber so only one set of parameters are required to calibrate the detector. The calibration allows for an accurate measurement of the energy loss through


Figure 3.9: Plots showing the effects of the Timing Scintillator calibrations. The top row is before calibration and the bottom row is after calibration. The left column is the calibration for the AFP, angle at the focal plane, variable. The right column is the calibration for the AFP, x position at the focal plane, variable. The horizontal axis is the measured Time of Flight and the vertical axis is the AFP or XFP measurement respectively. After a proper calibration, the intense blobs will be shifted from a tilted position to being vertical.
the detector which is related to the Z number of the ion allowing elemental resolution. A proper calibration will take information from each of the sections of the ion chamber, which before calibration were not aligned horizontally, and align them so each section of the ion chamber has the same magnitude of response for the same kind of incoming particle.

Figure 3.10 shows the uncalibrated ion chamber in the top portion of the figure and the calibrated ion chamber in the bottom portion. After gain matching the Ion Chamber, the x position information from the ion chamber is then calibrated. Energy loss through the ion chamber is mostly dependent on the Z number of the ion, but the path length through the detector is another important factor. Since the dispersive plane lies in the x direction, the critical parameter to calibrate is Xfp. Before correction, the energy loss as a function of xfp has a distinct slope greater than one. After applying the correction, the line should turn horizontal, indicating that there is now no dependence in the measured energy loss due to the x position at which the ion enters the chamber. This correction helps the elemental separation in the final particle identification plot.

Both CRDCs must also be calibrated. A beam gate is chosen such that there is a significant response across the majority of the 224 pads, and then the electrical responses are gain matched in a similar process to the ion chamber. Figure 3.11 shows the uncalibrated CRDC in the top portion of the figure and the calibrated CRDC after calibrating the gain. Before the gain matching, the various 224 pads show a jagged response to a single type of incoming particle. After the response is fully gain matched using an iterative process, the detector response is much more cohesive. Once the gain matching has been completed, the x and y positions of the particles moving through the CRDCs must be calibrated.

To fully calibrate the x and y positions in the CRDCs, special calibration plates with small precise holes called Mask Plates are inserted into the beam in front of one of the


Figure 3.10: Plots showing the effects of the Ion chamber gain calibrations. The top figure is before calibration and the bottom figure is after calibration. The horizontal axis is the ion chamber channel number and the vertical axis is the response measured in each section. Before the gain matching, each pad has a similar response. After the calibration, the measured response becomes more cohesive across the ionization chamber.


Figure 3.11: Plots showing the effects of the CRDC gain calibrations. The top figure is before calibration and the bottom figure is after calibration. The horizontal axis is the CRDC pad number and the vertical axis is the response measured in each section. Before the gain matching, response varied strongly by pad. After the calibration, the measured response becomes more consistent across the CRDC.


Figure 3.12: The left figure shows an example of what a mask run data set looks like. The right shows a Reference schematic of the mask plate. A key feature to note is the "L" shaped sequence of dots that allows for the orientation of the plate to be determined. Data is taken in the CRDC just long enough for the positions of the mask holes to become clear enough to calibrate the y positions in the CRDC.

CRDCs. There is a unique arrangement of the holes for each CRDC detector. The plate stops the beam from entering the detectors except for in the areas corresponding the precise holes. Matching the detectors response to the well known position of the holes in the mask allows for an accurate x and y position calibration. Figure 3.12 shows a diagram of the mask plate and an example of the data from a CRDC during the mask calibration run.

Once all of the main detector elements of the S800 spectrograph are calibrated, the proper COSY inverse map file must be added into the settings information file. These inverse maps allow for detailed information to be calculated about an ion's path throughout the Spectrograph. GrROOT takes the information from the map along with information from each of the detectors in the S800 to produce the best particle identification plot. One of the biggest advantages in using the S800 spectrograph is the very clear particle identification that can be used even for relatively heavy ions around $\mathrm{Z}=50$. In figure 3.14 the PID for the target only data set is shown. The various blobs correspond to one isotope each. Each blob
is clearly separated and can be used to draw clean gates for data analysis of the gamma rays measured by GRETINA.

Additionally, the arrangement of the GRETINA modules must be noted in the settings file. This provides information on the number of modules and positions of each germanium crystal within the array and a derivation of the angle of the gamma rays when they interact with GRETINA. The angular information is critical for proper Doppler shift correction in the analysis.

There are several parameters that are associated with the ion detection by the S800 that vary slightly through time due to changes such as temperature or the pressure of gas in the detectors. This causes the Gaussian distribution center to vary slightly from 0 . It is possible to make one overall parameter set where the distribution is centered around zero, but this is usually best for short data sets of a few runs close in time to prevent unnecessary broadening of the gamma ray photopeaks. Therefore, for most distance setting data sets, there are run-by-run corrections that are applied to each run. The parameters of interest are the $y$ position of the ion at the focal plane (Yfp), the y position at the target (Yta), the angle of the ion's trajectory in the x direction at the target (Ata), and the angle in the y direction at the target (Bta). These parameters have some dependence on one another and must be corrected in a sequential manner starting with Yfp, and then continuing in order with Ata, Yta and finally Bta. Figure 3.13 shows the parameters after the corrections.

After all parts of the calibration process are complete, the final PID plot can be made. The S800 allows for most PID's where $\mathrm{Z}<50$ to be very clear and for clean cuts to be made. Figure 3.14 is a PID plot of an incoming ${ }^{44} \mathrm{Cl}$ beam. The outgoing particles, seen in the various blobs of differing intensities, are well separated. Each roughly horizontal line corresponds to a particular element, while the vertical structures correspond to similar A/q


Figure 3.13: An example of a fully run-by-run corrected data set. The top row shows the distributions of the Ata variable on the left and the bta parameter on the right. The bottom row shows the Yfp parameter on the left and the Yta parameter on the right. All distributions are centered around zero to give the sharpest PID plot.

## 44-Cl Beam Particle Identification



Figure 3.14: A particle identification plot from the ${ }^{44} \mathrm{Cl}$ secondary beam, target only data set. The vertical axis is the energy loss through the ion chamber and the horizontal axis is the time of flight. Each blob is a different nuclei that has been determined through the calibration process. The blob corresponding to ${ }^{38} \mathrm{Si}$ is centered around $(-630,750)$.
ratios.

### 3.1.9 G4Lifetime Simulations

One tool used to understand the many variables in the data sets is a simulation program called G4Lifetime $[59,60]$ that uses the GEANT4 toolkit [61] to reproduce the interactions of gamma rays in matter. These simulations allow comparison of how different lifetimes of excited states will effect the expected gamma ray spectra. To do this most accurately, the simulation must be carefully prepared with a detailed experimental geometry and a detailed parameter set. If the geometry is too oversimplified, effects such as Compton scattering and back scattering are reduced in the simulation output as there is less material in the simulation for the gamma rays to interact with. Of course, some simplification of the geometry is made
due to time limitations. Figure 3.15 shows an example of the simulated GRETINA detector module geometry along with the foil arrangement. Left out of this rendering of the simulation geometry is the shell that holds the GRETINA modules and the beam pipe to be able to more clearly show some of the internal structures of the experiment. These missing features are included in the simulation. The figure shows a view looking along the beam axis from the entrance of the S800 spectrograph showing the target foil in the red square, the two different GRETINA crystals in green and silver, and the detector cryostats in gray.

### 3.1.9.1 Beam Parameters

To have a proper response from the simulation, the simulation must be given accurate information about the incoming beam and information about the physical characteristics of the target and degrader foils. To properly fix these parameters, several calibration data sets are taken, all with unreacted beam. One with no foils, one with only the target foil, and then a data set with each additional foil that is added to the TRIPLEX device. Additional data sets will be taken if the secondary beam changes or if the energy of the secondary beam changes during the experiment.

First, the data set with no foils is used to parameterize the incoming beam. From this data set, the initial beam energy is determined along with the momentum width (dp). The beam particle and beam direction are also set at this time. This calibrates the beam and these parameters are not changed unless the experimental secondary beam changes. The four parameters that are used to calibrate the beam are 1) DTA, which is the momentum seen at the target area, 2) YTA, the y position at the target area, 3) and 4) ATA and BTA the angles in the x and y directions, respectively, as measured from the z axis at the target area. Figure 3.16 shows the calibration of the beam parameters DTA, ATA, BTA and YTA.


Figure 3.15: This is a figure generated with visualisation packages available in the Geant4 toolkit. It shows a rendered diagram of the GRETINA modules and crystals surrounding the beam pipe holding the foils. The view is looking down the beam axis upstream. This figure is generated with the geometry information given to the simulation.


Figure 3.16: Four spectra are used to match beam parameters from data to calibrate the beam information for the simulation. The top left figure show the DTA spectrum, the top right the ATA spectrum, the bottom left the BTA spectrum and the bottom right is the YTA spectrum. Data is shown in blue and the simulated beam is in red.

Once the beam is well defined, each foil is then characterized such that the simulation can reproduce how the foils and incoming beam interact to produce the same beam profile in simulation as was seen during the calibration runs. Each foil's thickness is calibrated in this process and reproduces the same changes in the previous four parameters as was seen in the data set. The minimum list of necessary calibration data sets for a recoil distance measurement are unreacted beam, unreacted beam with a target foil, reacted beam with target foil, reacted beam with a target and degrader foil. Other important data sets would be a setting with three foils and long distance data sets. If the secondary beam changes, for each change, an additional unreacted beam measurement must be taken to reproduce the new beam in the simulation.

## Chapter 4

## Lifetime Analysis of ${ }^{36} \mathbf{S i}$ and ${ }^{38} \mathbf{S i}$

Several different approaches were used to measure the lifetimes of ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ described in this work. ${ }^{36} \mathrm{Si}$ was measured using a two foil Recoil Distance Method whereas ${ }^{38} \mathrm{Si}$ was measured using a three foil Recoil Distance Method. Both used the TRIPLEX plunger device along with GRETINA to measure the gamma rays from the low-lying states in the nuclei and use the Doppler-shift effects to determine the lifetimes of the low-lying states of the Si isotopes. The magnitude of these lifetimes ranged from 1 ps to 100 ps , which required careful analysis to properly understand the systematic effects that impact on the lifetime results obtained.

### 4.1 Silicon Isotopic Chain

The Silicon isotopic chain displays shell evolution [8,9,14,19,22,24]. With ${ }^{34}$ Si demonstrating a doubly magic closed shell structure at $\mathrm{N}=20[8,19],{ }^{42}$ Si makes a marked contrast since the expected increase in the first $2^{+}$state energy expected at $\mathrm{N}=28$ is absent. One method to probe the collectivity of even-even nuclei is to examine the ratio of the energy of the yrast $2^{+}$and $4^{+}$states [21]. This ratio will have characteristic values for a nucleus that has a vibrational nature vs a rotational nature. These two modes produce unique level scheme structures from basic collective models of the nucleus. Figure 4.1 shows the level energy ratio for the even-even silicon isotopes from ${ }^{34} \mathrm{Si}$ to ${ }^{42} \mathrm{Si}$. As summarized in table 4.1 this ratio

| Ratio | Vibrational | Triaxial | Deformed |
| :---: | :---: | :---: | :---: |
| $\mathrm{E}\left(4^{+}\right) / \mathrm{E}\left(2^{+}\right)$ | 2 | 2.67 | 3.3 |
| $\frac{B\left(E 2 ; 4^{+} \rightarrow 2^{+}\right)}{B\left(E 2 ; 2^{+} \rightarrow 0^{+}\right)}$ | 2 | 1.39 | 1.43 |

Table 4.1: This table summarizes the information on the characteristic ratios of the yrast energy levels and $\mathrm{B}(\mathrm{E} 2)$ for various types of collectivity. These values are taken from Reference [13].
will have characteristic values of 2.0 or 3.3 for vibrational or rotational nuclei respectively. The transition from vibrational towards rotational modes seems to begin at ${ }^{38} \mathrm{Si}$ by using this ratio as the determining factor.

Another way to probe the collectivity is to examine another ratio, the $\mathrm{B}(\mathrm{E} 2)$ ratio of the transitions between these two yrast states and the ground state. The $\mathrm{B}\left(\mathrm{E} 2 ; 4^{+} \rightarrow\right.$ $\left.2^{+}\right) / \mathrm{B}\left(\mathrm{E} 2 ; 2^{+} \rightarrow 0^{+}\right)$ratio again has characteristic values that can independently assess the collective nature of an even-even nucleus. However, to calculate these values, the lifetimes of both the $2^{+}$and $4^{+}$states have to be known. There are very few lifetimes of these states known in this region, as the heaviest Si isotope where both of these quantities are known is ${ }^{30} \mathrm{Si}$ with $\mathrm{N}=16[1,62]$. Therefore, an experiment was conducted to determine these lifetimes in order to deepen the understanding of the changes in the collective nature along the Si isotopic chain toward the neutron-rich regime.

### 4.2 Recoil Distance Measurement for ${ }^{36} \mathrm{Si}$

The experiment used a ${ }^{48} \mathrm{Ca}$ primary beam to produce two secondary beams of ${ }^{44} \mathrm{Cl}$ and ${ }^{45} \mathrm{Cl}$. Each of these secondary beams was identified using the timing information gathered by the S 800 spectrograph. Figure 3.8 shows the spectrum where the gate on the secondary beam


Figure 4.1: The figure shows the ratio of the energy of the gamma transition of the yrast $2^{+}$ and $4^{+}$states for even-even silicon isotopes. This value is used to understand the collectivity of the nucleus and to understand some characteristics properties of the isotope. The two dotted lines show the theoretical values of the vibrational and rotational limits of this ratio that have been calculated from the energy levels of the perfect harmonic oscillator potential. Data comes from References $[1,9,13,19]$.
was made. Since the secondary beam is usually a cocktail beam of several reaction products produced by the primary beam, this spectrum is useful to clean the subsequent spectra with contaminates and allows for a better final PID spectrum. This figure's x axis is the time of flight difference between the E1 timing scintillator and the OBJ (object) scintillator in the S800 focal plane. Similarly, the y axis is the timing difference between the E1 scintillator and the XFP (extended focal plane) scintillator.

Once the secondary beam is isolated, a clean particle identification plot such as figure 3.14 can be made and then used to select the isotope of interest. Gates made on the isotopes can then be used to make the gamma ray spectra with only the gamma rays that are coincident with the gated isotope. These spectra are then able to be used to study the gamma ray transitions of the isotope. In this work, data from ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ will be discussed in further detail below.

The Recoil Distance Measurement for ${ }^{36} \mathrm{Si}$ used a two foil configuration of the TRIPLEX plunger device. The foils used in this measurement were a $2 \mathrm{~mm}{ }^{9} \mathrm{Be}$ target foil and a 0.58 mm Ta degrader foil. The primary beam for this measurement was $140 \mathrm{MeV} / \mathrm{u}{ }^{48} \mathrm{Ca}$ beam that was used to produce the $99 \mathrm{MeV} / \mathrm{u}$ and $89 \mathrm{MeV} / \mathrm{u}{ }^{44} \mathrm{Cl}$ secondary beams. The 99 MeV secondary beam was used for the Target Only data and the $89 \mathrm{MeV} / \mathrm{u}$ beam was used for the short distance settings and the long distance setting for the two foil measurements. The goal of this measurement was to measure the lifetime of the $4^{+}$state and the higher lying $6^{+}$ state. It was important to accurately characterize the feeding of the $6^{+}$state as the feeding modifies the apparent lifetime of the $4^{+}$state. The level scheme shown in figure 4.2 shows the energies of the transition and how the gamma ray cascade is structured.


Figure 4.2: The figure shows the level scheme of ${ }^{36} \mathrm{Si}$ as taken from the NNDC [1]. The energies of the levels are given on the right and the energy of the transitions are labeled in blue. All energies are listed in keV .


Figure 4.3: An example from a three foil ${ }^{38} \mathrm{Si}$ measurement of a two dimensional gamma ray figure. Gamma ray energy in keV is on the x axis and the y axis is the measured gamma ray emission angle (in radians) from the beam axis. The structure around 1074 keV is the $2^{+} \rightarrow 0^{+}$transition in ${ }^{38} \mathrm{Si}$. The figure shows how the gamma transition is split into two components (with non-visible third components); one of which is angled and the other being a vertical line. Since the energy of a gamma ray is not Doppler shifted if it is emitted at a 90 degree angle, both components meet at $\pi / 2$ radians in the center of mass frame, corresponding to approximately 1.2 radians in the laboratory frame as shown in the figure. Therefore an angle cut corresponding to 40 degrees is used in the multi foil measurement for better peak resolution while minimizing the loss of statistics.

### 4.2.1 Gamma ray Spectra

The following sections describe some of the various gamma ray spectra that play critical roles in the lifetime analysis using the Recoil Distance Method. All of these spectra are the gamma ray spectra measured using GRETINA along with the S 800 spectrograph to make isotopic gates.

As described later, a gate is made to select gamma-ray emission angles below 40 degrees to maximize the amount of Doppler shifts in the measured spectra. On the other hand, this angle cut introduces additional background peaks where the laboratory-frame background gamma rays form peak-like structures in the Doppler-shift corrected spectra. In this work,
various neutron induced gamma rays are Doppler corrected into regions near which gamma rays of interest from ${ }^{36} \mathrm{Si}$ also fall. Figure 4.6 shows an example of a gamma ray spectrum for ${ }^{36} \mathrm{Si}$ where the neutron background is encroaching on a region of interest for the 842 keV transition coming from the $6^{+}$state. The two broad peaks that are outlined in blue at the base line are the two relevant neutron induced gamma rays. The right one comes from the ${ }^{27} \mathrm{Al}$ reaction and the ${ }^{70} \mathrm{Ge}\left(\mathrm{n}, \mathrm{n}{ }^{\prime}\right)$ reaction that produces gamma rays near 1000 keV in the laboratory frame spectra.

### 4.2.1.1 Target Only Data

Target only data, where only the target foil was inserted into the beam line, is taken to see which states are populated in the data sets. Target only data is the cleanest of the data sets taken since there is only one foil for the beam to react in and only one velocity that the ions are traveling at since there is not anything else in the beam line to slow the reaction products. From the target only spectra, transitions are identified by energy and the initial population of each transition is determined. This data set is not sensitive to most lifetimes in the range of study for typical recoil distance method experiments. Due to the lack of lifetime effects, all gamma rays, regardless of angle are included in the spectra for these data sets.

The population is determined by analysing the Doppler shift corrected target only spectra, such as the one shown in Figure 4.4 for the ${ }^{36} \mathrm{Si}$ target only data set. Three transitions were studied using the spectrum including gamma ray peaks at 1408(1),1442(3), and 842(1) keV . Since the 1408 and 1442 keV peaks are close in energy and the effects of Doppler broadening, these two transitions are forming the large peak seen around 1420 keV . In this figure, the blue points show the data and the red line is a GEANT4 based simulation that has been


Figure 4.4: A gamma ray spectrum showing the Target Only data for ${ }^{36} \mathrm{Si}$ in blue compared with a GEANT4 simulation in red. The small peak on the left is the $6^{+}$transition and the larger peak on the right is a combination of the $2^{+}$and $4^{+}$transitions as they are closer in energy than the resolution of the system due to the effects of the Doppler broadening after the Doppler shift correction.
fit to the data set. The 842 keV peak was not strongly populated, but it is very important to include due to the feeding effect it caused to the $4^{+}$state's lifetime.

The fit to the simulations was used to determine the initial populations of each of these states. From this data set it was found that $55(6) \%$ of the excited ${ }^{36} \mathrm{Si}$ were produced in the $2^{+}$state, $35(5) \%$ in the $4^{+}$state and only $10(2) \%$ in the $6^{+}$state. The quoted error includes the statistical uncertainties given by the fit and systematic uncertainty of $5 \%$ for the absolute efficiency determination of the system. These are added in quadrature. Ideally, the only change in the following data sets would be an addition of a degrader foil and the change of distance between these foils. Therefore, these initial populations in the reaction products produced in the target should remain constant. However, experimental conditions changed, including the beam energy, after the target only data was taken. It was assumed that these populations would remain consistent and were used in all the following data analysis portions
for ${ }^{36} \mathrm{Si}$.

### 4.2.1.2 Two Foil Data

After adding the degrader foil, the gamma ray spectra become more complex. As shown in Figure 4.3, each previously seen transition is split into multiple components. These different components can be seen in the two dimensional figure that compares the gamma ray energy to the angle it was emitted from the nuclei of interest. Once Doppler corrections are applied with a proper velocity parameter $\beta$, the angular dependence of the gammma-ray energies disappear, and the components show themselves as nearly vertical lines. The slightly tilted line corresponds to the component for which the Doppler correction is not optimized. This is because only one $\beta$ value is able to be chosen to complete the Doppler shift corrections, but each component has a different velocity. Since there is no shift in the energy due to the Doppler shift correction at 90 degrees, both components will meet at 90 degrees. To separate both components in a one dimensional spectra, a 40 degree angle cut is applied to all of the multi foil data sets except for the long distance data set for ${ }^{38} \mathrm{Si}$, which will be discussed later in the chapter.

To measure the lifetimes of the excited states seen in ${ }^{36} \mathrm{Si}$, three distance setting measurements were taken that were sensitive to the expected lifetimes of the $2^{+}$and $4^{+}$states. Those distances were $0 \mathrm{~mm}, 0.5 \mathrm{~mm}$ and 1 mm between the target and first degrader foils. These distances are sensitive to lifetimes on the order of $10 \mathrm{ps}-20 \mathrm{ps}$, which is the expected lifetime range of the $2^{+}$and $4^{+}$transitions from previous experiments [35, 45, 46]. The lifetime of the $6^{+}$transition was unknown, but expected to be longer given the small energy spacing for the transition.

In Figure 4.5, a close view of the $2^{+}$and $4^{+}$transitions is shown for all three distance
settings. The data from the experiment is shown in blue and a GEANT4 comparison simulation is shown in red. The 0 mm data set is on the top of Figure 4.5, the 0.5 mm is in the center and the 1 mm data set is on the bottom. Three peaks can be observed in each data set. The leftmost peak is the slow component of the 1408 keV gamma ray from the $2^{+}$state, the central peak is the slow component of the 1442 keV gamma ray from the $4^{+}$ state and the rightmost peak is their combined fast components. Again, these two gamma ray transitions have overlapping components due to the small energy difference between the two gamma rays and the effect of Doppler broadening.

These figures show how the relative heights of these components change with the distance setting. In the 0 mm data set, the slow and fast components have roughly the same number of counts, whereas in the 1 mm data set, the fast component is clearly larger than the slow components. The data was fit with GEANT4 simulations and a $\chi^{2}$ analysis was performed to determine the lifetime of these excited states.

Due to the complication of the overlapping components, the literature value for the $2^{+}$transition was adopted as the value for the lifetime of the $2^{+}$state in ${ }^{36} \mathrm{Si}, 3.9(+1.1-$ $0.6) \mathrm{ps}[1,19]$. The lifetime of the $4^{+}$transition was then determined to be 10.3(3.1)ps. The quoted error includes the statistical error determined from the fit $(0.7 \mathrm{ps})$ as well as systematic errors due to the feeding effects(3ps) and degrader contributions(0.3ps) added in quadrature. The summary is given later in the chapter. The simulation shown in red is a simulation with 3.9 ps for the lifetime of the $2^{+}$and 10 ps for the $4^{+}$transition. Note that this analysis included the feeding effects from the $6^{+}$state as well as contributions from reactions in the degrader, as mentioned below.

Figure 4.6 shows a spectrum containing the $6^{+}$transition. This spectra also includes two neutron induced background components around 650 keV and 800 keV . The component that


Figure 4.5: This figure shows the gamma ray spectra focused on the two foil data using a 2 mm Be target and a 0.58 mm Ta degrader for ${ }^{36} \mathrm{Si}$. The top figure shows the 0 mm separation distance data set with the 0.5 mm data set immediately below and the 1 mm data set is the bottom spectra. For all three, the data is shown in blue with a comparison with a GEANT4 simulation in red with the $4^{+}$lifetime being 10ps.
is around 800 keV does interfere with the $826 \mathrm{keV} 6^{+}$slow component and must be taken into account. The background components were constrained by examining the laboratory frame spectra and important background components were identified and quantified. Figure 4.8 shows a laboratory frame spectra with background components identified in the upper portion of the figure and how they are affected by the Doppler shift correction to the center of mass frame is shown in the lower portion of the figure. These quantities were then simulated and added into the fitting routine such that the lifetime of the $6^{+}$gamma ray transition was able to be properly determined without a bias due to uncounted background components in the sensitive region of the transition. The effective lifetime for the $6^{+}$state was thus determined to be 98(12)ps.

### 4.2.1.3 Long distance data

The recoil distance method applied with relativistic rare isotope beams in this work needs to account for reaction contributions in the degrader, which adds counts to the slow component peak, effectively increasing the lifetime result if these contributions are neglected. These reactions are measured in the long distance data set.

Figure 4.7 shows the long distance data set for ${ }^{36} \mathrm{Si}$. The distance between the foils was 22 mm and a $40^{\circ}$ angle cut has been applied to see separation in the fast and slow components. The peak at 1420 keV is the combined fast components from the $2^{+}$and $4^{+}$transitions and the peak at 1400 keV is the combined slow components. The broad peak around 1200 keV is the Compton scattering component. Compton scattering is never fully reproduced in the simulations due to not every component of the experimental vault being simulated. The leftmost structure includes the fast and slow components for the $6^{+}$transition as well as the background contributions from the neutron-induced reaction (see Figure 4.8).


Figure 4.6: A gamma spectra showing the effects of neutron background reactions. Data with distance settings $0 \mathrm{~mm}, 0.5 \mathrm{~mm}$ and 1 mm separations are added in the figure. The peak shown on the left is the Doppler shifted component of the ${ }^{27} \mathrm{Al}$ reactions at 850 keV . The small component to the left side of the other feature is the Doppler shifted component of the ${ }^{27} \mathrm{Al}$ reaction and the ${ }^{70} \mathrm{Ge}(\mathrm{n}, \mathrm{n}$ ') reaction around 1000 keV . The right side of the feature around 840 keV is the slow component of the $6^{+}$transition in ${ }^{36} \mathrm{Si}$. The is data shown by the cross symbols where the vertical lines represent statistical errors. Simulated neutron background contributions shown in blue below the fit. The red line is the GEANT4 simulation with the added neutron background.


Figure 4.7: The long distance ${ }^{36} \mathrm{Si}$ gamma ray spectrum. The distance between the target and first degrader foils was 22 mm . This spectra is used to constrain the ratio of reaction products being produced in the degrader as compared with the products being produced in the target foil.

This distance corresponds to approximately 220 ps of flight time. This is several times the lifetimes expected for the $2^{+}$and $4^{+}$states and more than twice the lifetime of the weakly populated $6^{+}$state. This time allows for the reaction products created in the target to decay before the beam encounters the degrader foil. Therefore, the slow peak measures the reaction products created in the degrader and the fast peak measures the reaction products created in the target. This data set constrains the amount of reaction products created in the degrader. The ratio of reaction products created in the target vs the degrader was determined to be $3(+2-1)$.

### 4.2.2 Laboratory Frame Background

Figure 4.8 shows the laboratory frame gamma spectrum in the upper portion with several common neutron induced background gamma rays. The ones that are marked include several isotopes of germanium neutron induced reactions that come from neutrons reacting in the germanium of the detectors and various ${ }^{27} \mathrm{Al}$ reactions where the neutrons react with the aluminum beam pipe. These gamma peaks will shift in energy when the Doppler shift correction is applied to study the in-flight gamma rays from the nuclei of interest. The bottom portion shows where these transitions move after the Doppler shift correction.

Figure 4.3 shows what the Doppler shift corrected neutron background transitions look like in the center of mass frame. The diagonal lines on the left side of the figure correspond to some of the lower lying prominent transitions seen in Figure 4.8. If no angle cut is applied, the neutron background is not as noticeable since it forms a very wide, broad peak. However, if an angle cut is applied after the Doppler shift correction, as is done in the lifetime analysis, these transitions can cause a distinct peak in the spectrum. This effect can be seen in Figure 4.6 where the two peaks shown at the bottom of the spectra correspond to ${ }^{27} \mathrm{Al}$ and germanium reactions near 843 keV and $1014-1040 \mathrm{keV}$ in the laboratory frame. The key background component for this experiment comes from the background gamma rays at 1014 keV in the laboratory frame.


Figure 4.8: The top spectrum shows the laboratory frame gamma spectra with the peaks corresponding to the various background reactions. The bottom spectrum shows how these reactions shift in energy after the Doppler shift correction has been applied to reconstruct the ${ }^{36} \mathrm{Si}$ transitions.

### 4.3 Recoil Distance Measurement for ${ }^{38} \mathrm{Si}$

### 4.3.1 Gamma ray Spectra

The Recoil Distance Measurement for ${ }^{38} \mathrm{Si}$ used a three foil configuration of the TRIPLEX plunger device. The foils used in this measurement were a $2 \mathrm{~mm}{ }^{9}$ Be target foil, a 0.58 mm Ta first degrader foil and a 0.25 mm Ta second degrader foil. The primary beam for this measurement was $140 \mathrm{MeV} / \mathrm{u}{ }^{48} \mathrm{Ca}$ beam that was used to produce the $102 \mathrm{MeV} / \mathrm{u}{ }^{45} \mathrm{Cl}$ secondary beams. The secondary beam was used for all data sets discussed here. The goal of the experiment was to measure the lifetime of the $2^{+}$state and the $4^{+}$state and to constrain the lifetime of the higher lying state with unknown $\mathrm{J}^{\pi}$. The level scheme shown in figure 4.9 shows the energies of the transitions and what gamma ray cascade this experiment supports. This is a partial level scheme simplified to contain only the transitions seen here.

### 4.3.1.1 Target Only Data

Figure 4.10 shows the target only gamma spectrum for the target only data. Three gamma ray transitions were clearly seen in the spectrum, the 1074(2) kev gamma ray, the 1159(2) keV gamma ray and the gamma ray at 1308 keV . The 2382 keV state energy was not well constrained by previous experiments and is in agreement within error of Reference [63]. In this figure, the blue points show the data and the red line is a GEANT4 based simulation that has been fit to the data set. The 1308 keV peak was not strongly populated, but it is important to include in order to confirm the energy of the state and constrain the lifetime of the 2382 keV state.

The fit to the simulations was used to determine the initial populations of each of these states. From this data set it was found that $31(3) \%$ of the excited ${ }^{38}$ Si were produced in the


Figure 4.9: A partial level scheme for ${ }^{38} \mathrm{Si}$ with information experimentally determined by this work. Spin and parities of the states are listed on the left hand side and the energy of the states are listed in keV in black on the right hand side. Transitions that were seen are shown in blue arrows and the energies are in keV in blue.


Figure 4.10: The figure shows the target only data for ${ }^{38} \mathrm{Si}$. Three transitions are visible with gamma ray energies of $1074 \mathrm{keV}, 1159 \mathrm{keV}$, and 1308 keV .
$2^{+}$state, $59(3) \%$ in the $4^{+}$state and only $10(5) \%$ in the 2382 keV state. The only change in the following data sets was the additions of the degrader foils and the change of distance between these foils; therefore, these initial populations in the reaction products produced in the target should remain constant. The assumption was made that these populations would remain constant and were used in the data analysis portions for ${ }^{38} \mathrm{Si}$.

### 4.3.1.2 Three Foil Data

To measure the lifetimes of the excited states in ${ }^{38} \mathrm{Si}$, a three foil TRIPLEX measurement was performed. One distance setting sensitive to the lifetimes of the excited states was used. The distance between the target and first degrader was 1 mm and the distance between the first and second degrader was 10 mm . The distance between the target and first degrader was sensitive to lifetimes on the order of $10 \mathrm{ps}-20 \mathrm{ps}$, which is the expected lifetime range of


Figure 4.11: The three foil ${ }^{38} \mathrm{Si}$ gamma ray spectrum. The distance between the target and first degrader foils was 1 mm and the distance between the first and second degraders was 10 mm . This spectra is used to determine the lifetime of the excited states. The red and blue lines show GEANT4 simulations with a simulated $2^{+}$lifetime of 12 ps and 6 ps respectively.
the $2^{+}$and $4^{+}$transitions from previous experiments [23]. The second distance, between the first and second degraders, was sensitive to lifetimes on the order of 100 ps. Since no states in ${ }^{38} \mathrm{Si}$ seen in this experiment were this long, there was no strong second degrader component seen for any transitions. In figure 4.11, a full spectrum showing transitions from the $2^{+}, 4^{+}$ and 2382 keV states are shown for the three foil data set. The data from the experiment is shown in black and two GEANT4 comparison simulations are shown in red and blue. Five peaks can be observed in the spectra. From left to right they are: the reduced component of the 1074 keV gamma ray, the fast component of the 1074 keV gamma ray, the reduced component of the 1159 keV gamma ray, the fast component of the 1159 keV gamma ray, and the fast component of the 1308 keV gamma ray from the 2382 keV state.

The data was fit with GEANT4 simulations and a $\chi^{2}$ analysis was performed to determine the lifetime of these excited states. The red line shows a simulation using $12 \mathrm{ps}, 13 \mathrm{ps}$ and

3 ps for the $2^{+}, 4^{+}$, and 2382 keV states respectively. The blue line shows an example where the $2^{+}$lifetime is 6 ps .

Figure 4.11 shows a single broad peak for the 2382 keV transition. The peak is broader than the peaks for the gamma rays coming from the $2^{+}$and $4^{+}$states. This is due to the effect of the thick target combined with the short, on the order of 1 ps, lifetime of the 2382 keV state [64]. Since the target is 2 mm thick, the beam takes roughly 20 ps to pass fully through the target and can react at any point within. Since the lifetime of the 2382 keV state is much shorter than $20 \mathrm{ps},{ }^{38} \mathrm{Si}$ is reacted and decays at many points within the target causing a continuum of velocities at which the 2382 keV state decays rather than one distinct velocity as seen in decays between the foils.

Due to the low statistics and the fast nature of the transition, only the upper limit of 5ps was determined for the lifetime of the 2382 keV state. The lifetime of the $2^{+}$and $4^{+}$ states were determined to be $12.6(+2.2-1.4)$ ps and $13.2(+1.8-1.4)$ ps respectively. The errors included the contributions from the statistical error, the feeding from the $4^{+}$state and the contributions from the reaction products from the degrader foils.

### 4.3.1.3 Long distance data

To constrain reaction products produced in the degrader foils for the three foil measurement, a long distance data set was taken. The distance between the target and first degrader was 25 mm and the distance between the first and second degraders was also 25 mm . This corresponds to roughly 250 ps of flight time, well above the lifetimes expected from the excited states in ${ }^{38} \mathrm{Si}$ which allowed for the reaction products produced in the degraders to be measured.

In Figure 4.12, the slow peak measures the reaction products created in the second


Figure 4.12: The long distance ${ }^{38}$ Si gamma ray spectrum. The distance between the target and first degrader foils was 25 mm and the distance between both degraders was also 25 mm . This spectra is used to constrain the ratio of reaction products being produced in the degraders as compared with the products being produced in the target foil.
degrader, the reduced peak measures the reaction products created in the first degrader, and the fast peak measures the reaction products created in the target. Due to the second degrader being very thin, no strong slow component was observed for any transition. The left most peak is the reduced component of the 1074 keV gamma ray, the tallest peak is the combined fast component from the 1074 keV gamma ray and the reduced component from the 1159 keV gamma ray. This combination of components causes the asymmetric tail seen on this peak. The peak to the right of the combined peak is the fast component of the 1159 keV gamma ray. The small peak on the right is the fast component, and only component, seen from the 2382 keV state. From this data set the amount of reaction products produced in the degrader are constrained. The ratio of reaction products created in the target vs degrader was determined to be 1.4(1).

### 4.3.2 Laboratory Frame Background

The laboratory frame spectra was analyzed for ${ }^{38} \mathrm{Si}$ in the same manner as for ${ }^{36} \mathrm{Si}$. A similar spectrum to Figure 4.8 was produced and studied. However, unlike in the case for ${ }^{36} \mathrm{Si}$, no neutron induced background gamma rays were produced that would impact the regions in which the gamma rays seen from the excited states in ${ }^{38} \mathrm{Si}$ are located.

## $4.4{ }^{36,38}$ Si Lifetime Analysis

The lifetime results of the analysis of ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ are summarized in table 4.2. Errors were first considered from the effects of the reaction products produced in the degrader(s). A $\chi^{2}$ analysis was performed to determine how changes in the ratio of reaction products in the target vs degrader affected the lifetimes of the states. Then how contributions from the $6^{+}$ state in ${ }^{36} \mathrm{Si}$ and the $4^{+}$state in ${ }^{38} \mathrm{Si}$ affected the next state in their respective gamma-ray cascade were considered. Finally, another $\chi^{2}$ analysis was used to determine the statistical error of each lifetime.

| Nucleus | State | State Energy <br> keV | Population <br> $\%$ | Gamma Energy <br> keV | Lifetime <br> ps |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 36 Si | $2^{+}$ | $1408(1)$ | $55(6)$ | $1408(1)$ | $3.9(+1.1-0.6)^{1}$ |
|  | $4^{+}$ | $2849(4)$ | $35(5)$ | $1442(3)$ | $10.3(3.1)$ |
|  | $6^{+}$ | $3691(4)$ | $10(2)$ | $842(1)$ | $98(12)$ |
| 38 Si | $2^{+}$ | $1074(2)$ | $59(3)$ | $1074(2)$ | $12.6(+2.2-1.4)$ |
|  | $4^{+}$ | $2233(3)$ | $31(2)$ | $1159(2)$ | $13.2(+1.8-1.4)$ |
|  | $\mathrm{J}^{\pi}$ | $2382(20)$ | $10(5)$ | $1308(15)$ |  |

Table 4.2: This table summarizes the information on the quantities measured in this experiment for the various transitions seen. Table includes the state information including the initial population in percentage, the energy of the state in keV , the energy of the gamma ray emmitted from the state in keV and the lifetime of the state. All lifetimes are as measured in this experiment except for the one marked with a ${ }^{1}$, which is the accepted NNDC value.

## Chapter 5

## Discussion of Results

The experiment was able to determine lifetimes of the first $4^{+}$and $6+$ states in ${ }^{36} \mathrm{Si}$ as well as the first $2^{+}$and $4^{+}$states of ${ }^{38} \mathrm{Si}$. Experimental results in this work are summarized in Table 5.1. These lifetimes were then used to calculate the reduced transition strengths, $B(E 2)$ which provide critical information on the structure of the nuclei. The $B(E 2)$ probes the collectivity of the nuclei by giving information about how strongly two states are connected via E2 transitions. In this chapter, the measured $B(E 2)$ values and their ratios are discussed in comparison to the predictions from large-scale shell model calculations.

The present data of $\mathrm{B}(\mathrm{E} 2)$ for ${ }^{36,38} \mathrm{Si}$ displays the $\mathrm{B}(\mathrm{E} 2)$ ratio between the $4^{+}$and $2^{+}$ decays (denoted $\mathrm{B}_{4 / 2}$ ratio hearafter) less than 1 as consistently predicted in the shell model calculations. The vast majority of the nuclei with a known $\mathrm{B}_{4 / 2}$ ratio fall within the range of the calculated rotational limit and the vibrational limit, 1.43 to 2.0 respectively [65]. As shown in the data compilation shown in Figure A1 in Appendix A, nuclei with $\mathrm{B}_{4 / 2}$ less than one typically occur around the classical magic numbers [12]. This indicates that ${ }^{36} \mathrm{Si}$ and ${ }^{38}$ Si share some of the same characteristics as nuclei that display a closed shell structure with reduced collectivity.

In addition the ${ }^{38} \mathrm{Si} 2382 \mathrm{keV}$ state that had been previously seen, but the spin and parity of this state hadn't been confirmed. However, this experiment didn't collect enough information to definitively determine the $\mathrm{J}^{\pi}$ of this state. Further experiments would be needed to conclusively determine the spin and parity assignment for this state.


Figure 5.1: The left plot shows the known $\mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$values in black and the $\left(\mathrm{E} 2: 4_{1}^{+} \rightarrow\right.$ $2_{1}^{+}$) values in red for even-even isotopes of Si with Neutron numbers (N) from 20 to 28 . The right plot compares the ratio of the $\mathrm{B}(\mathrm{E} 2)$ values for both ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$ measured in this experiment and the theoretical ratios summarized in table 5.2.

### 5.1 Experimental Systematics Along Isotopic Chain

One $\mathrm{B}(\mathrm{E} 2)$ value or energy ratio holds information on the collectivity of a nucleus, but of more interest is usually how these values change along an isotopic chain. While the yrast $2^{+}$and $4^{+}$states are known for all of the even-even silicon isotopes from $\mathrm{N}=20$ to $\mathrm{N}=28$, very few $B(E 2)$ values had been measured. In particular, none of the $B\left(E 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)$in this intriguing region where the shell structure is drastically changing were previously known. This experiment provides the first measurement of this quantity for both ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$. Figure 5.1 shows the known $\mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$and $\mathrm{B}\left(\mathrm{E} 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right)$in the left figure. The right side of the figure compares the experimental (black) B (E2) ratios along with three theoretical calculations of the ratios taken from Table 5.2. Also labeled are the vibrational (1.43) and rotational (2.0) limits between which most known $\mathrm{B}(\mathrm{E} 2)$ ratios in the nuclear chart fall [65].

### 5.2 Comparisons to Shell Model Calculations

Several shell model calculations for the even-even silicon isotopes from $\mathrm{N}=20$ to $\mathrm{N}=28$ are compared to present data. The calculations compared three kinds of interactions, a simple model filling the $f_{7 / 2}$ shell with neutrons [66], one without the tensor interaction, and one that includes the tensor force [14]. The tensor force calculation used the SDPF-MU effective interaction which includes the specific tensor interaction described in Chapter 1. Table 5.2 summarises the results of this calculation in the first set of $\mathrm{A}_{p}, \mathrm{~A}_{n}$ and $\mathrm{B}(\mathrm{E} 2)$ values. The calculation without the tensor force component used the SDPF-MU interaction which has the tensor component removed from the calculation. Table 5.2 summarises the results of this calculation in the second set of $\mathrm{A}_{p}, \mathrm{~A}_{n}$ and $\mathrm{B}(\mathrm{E} 2)$ values. The bare E2 matrix elements, $\mathrm{A}_{p}$ and $\mathrm{A}_{n}$ were calculated for both the $2_{1}^{+} \rightarrow 0_{1}^{+}$and $4_{1}^{+} \rightarrow 2_{1}^{+}$transitions for every isotope. This allowed for the $\mathrm{B}(\mathrm{E} 2)$ values to be calculated according to equation 5.1 using the effective charges $\mathrm{e}_{p}=1.35$ and $\mathrm{e}_{n}=0.35$ for protons and neutrons respectively. From these values, the $\mathrm{B}(\mathrm{E} 2)$ ratio, $\mathrm{B}\left(\mathrm{E} 2 ; 4_{1}^{+} \rightarrow 2_{1}^{+}\right) / \mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$, to be calculated and compared to the $\mathrm{B}(\mathrm{E} 2)$ ratios measured in the experiment for both ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$.

$$
\begin{equation*}
B\left(E 2 ; J_{i} \rightarrow J_{j}\right)=\frac{\left(e_{p} * A_{p}+e_{n} * A_{n}\right)^{2}}{\left(2 J_{i}+1\right)} \tag{5.1}
\end{equation*}
$$

Figure 5.1 compares the three theoretical calculations of the $\mathrm{B}(\mathrm{E} 2)$ ratio with the ratios measured in this work. For the SDPF-MU calculations, the SD indicates that the sd shell is occupied with protons and the PF indicates that neutrons are in the pf shell, however both calculation's predictions on the $\mathrm{B}_{4 / 2}$ ratios for ${ }^{36,38} \mathrm{Si}$ are surprisingly similar to those given by the $f_{7 / 2}$ shell model which involves active neutrons only in the $f_{7 / 2}$ shell. This indicates that strong shell closures at $\mathrm{Z}=14$ and $\mathrm{N}=28$ are suggested by the theory and the current
data supports this view. There is no strong impact from the tensor force addition until ${ }^{40} \mathrm{Si}$ at $\mathrm{N}=24$ and enhanced collectivity is driven by the tensor force only at $\mathrm{N}=26$ and after, moving the $\mathrm{B}_{4 / 2}$ ratio towards the collective values. The consistency between the present data and shell model calculations in the $\mathrm{B}_{4 / 2}$ trends support this view and points to the persistence of the shell closure $(\mathrm{Z}=14$ and $\mathrm{N}=28)$ for ${ }^{36,38} \mathrm{Si}$. It should also be mentioned that the present experimental $\mathrm{B}_{4 / 2}$ ratios are even smaller than shell-model predictions. Note that the $\mathrm{B}(\mathrm{E} 2)$ result of $45.2(+7.9-5.0) \mathrm{e}^{2} \mathrm{fm}^{4}$ for the $2^{+}$decay of ${ }^{38} \mathrm{Si}$ is consistent with the literature values of $38.6(142) \mathrm{e}^{2} \mathrm{fm}^{4}$ [19] and $51.8(94) \mathrm{e}^{2} \mathrm{fm}^{4}$ [67], which also agree with the SDPF-MU shell model predictions with tensor shown in Table 5.2. Therefore further understanding on the reduced collectivity for the $4^{+}$state would remain an intriguing open question.

As summarized in Table 5.1, the result of the $\mathrm{B}\left(\mathrm{E} 2 ; 6_{1}^{+} \rightarrow 4_{1}^{+}\right) / \mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$, ratio for ${ }^{36} \mathrm{Si}$ of $0.52(18)$ is also smaller than one, indicating the reduced collectivity for higher spin states. The SDPF shell model without the tensor interaction predicts B(E2) values of 27.58 $\mathrm{e}^{2} \mathrm{fm}{ }^{4}$ and $11.98 \mathrm{e}^{2} \mathrm{fm}^{4}$ for the $2^{+}$and $6^{+}$decays, respectively, yielding the $\mathrm{B}(\mathrm{E} 2)$ ratio of 0.43. This value is also consistent with the prediction (0.45) given by the $\mathrm{f}_{7 / 2}$ model [66], confirming the single particle character of the low-lying E2 excitation in ${ }^{36} \mathrm{Si}$.

As compared in Figure 5.1, the divergence of the theories at ${ }^{40} \mathrm{Si}$ indicate that the $\mathrm{B}_{4 / 2}$ ratio is a sensitive probe to track the evolution of the collectivity. This change was not seen in the energy ratio [14], which can also probe the collectivity. It would be interesting to test by a lifetime measurement of the $2^{+}$and $4^{+}$states in ${ }^{40} \mathrm{Si}$ in the near future.

| Isotope | $\mathbf{J}_{i} \rightarrow J_{f}$ | Gamma <br> Energy (keV) | Lifetime <br> $(\mathbf{p s})$ | $\mathbf{B ( E 2 )}$ | $\mathbf{B ( E 2 )}$ <br> Ratio | Energy <br> Ratio |
| :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| ${ }^{36} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | $1408(2)$ | $3.9_{-0.6}^{+1.1}$ | $37.7_{-6.8}^{+10.6}$ | - | - |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | $1442(3)$ | $10.3_{-3.1}^{+3.1}$ | $12.7(38)$ | $0.34(15)$ | 2.02 |
|  | $6_{1}^{+} \rightarrow 4_{1}^{+}$ | $842(1)$ | $98(12)$ | $19.6(25)$ | $0.52(18)$ | 2.62 |
| ${ }^{38} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | $1074(2)$ | $12.6_{-1.4}^{+2.2}$ | $45.2_{-5.0}^{+7.9}$ | - | - |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | $1159(2)$ | $13.2_{-1.4}^{+1.8}$ | $29.5_{-3.1}^{+4.0}$ | $0.65(18)$ | 2.08 |

Table 5.1: A summary of the information gathered in this experiment. Lifetimes and $\mathrm{B}(\mathrm{E} 2)$ values for the transitions measured are listed in the table. The lifetime for the $2_{1}^{+}$transition in ${ }^{36} \mathrm{Si}$ is taken from Reference [1]. All B(E2) ratios are with the listed transition to the $\mathrm{B}\left(\mathrm{E} 2 ; 2_{1}^{+} \rightarrow 0_{1}^{+}\right)$.

| Isotope | $J_{i} \rightarrow J_{f}$ | $\mathbf{A}_{p}$ | $\mathbf{A}_{n}$ | $\mathbf{B}(\mathbf{E 2})\left(e^{2} f m^{4}\right)$ | Ratio | $\mathbf{A}_{p}$ | $\mathbf{A}_{n}$ | $\mathbf{B}(\mathbf{E 2})\left(e^{2} f m^{4}\right)$ | Ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ${ }^{34} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 9.595 | 0.000 | 33.56 | - | 9.595 | 0.000 | 33.56 | - |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 9.450 | 0.000 | 18.08 | 0.54 | 9.450 | 0.000 | 18.08 | 0.54 |
| ${ }^{36} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 6.021 | 11.731 | 29.94 | - | 5.776 | 11.273 | 27.58 | - |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 7.098 | 17.022 | 26.83 | 0.90 | 6.958 | 16.154 | 25.16 | 0.91 |
| ${ }^{38} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 5.853 | 18.245 | 40.83 | - | 5.074 | 16.890 | 32.57 | -- |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 6.729 | 24.781 | 35.04 | 0.86 | 6.249 | 23.403 | 30.72 | 0.94 |
| ${ }^{40} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 7.505 | 22.388 | 64.57 | - | 4.607 | 18.418 | 32.08 | - |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 12.729 | 32.113 | 89.77 | 1.39 | 5.053 | 20.144 | 21.38 | 0.67 |
| ${ }^{42} \mathrm{Si}$ | $2_{1}^{+} \rightarrow 0_{1}^{+}$ | 11.296 | 25.259 | 116.07 | - | 7.865 | 20.723 | 63.87 | - |
|  | $4_{1}^{+} \rightarrow 2_{1}^{+}$ | 18.326 | 40.402 | 167.97 | 1.45 | 12.526 | 31.786 | 87.33 | 1.37 |

Table 5.2: This table summarizes the information from two shell model calculations. The first set of values used the SDPF-MU effective interaction(with tensor component). The second set used the SDPF-MU interaction(without tensor component). The calculations are used to determine the $\mathrm{B}(\mathrm{E} 2)$ values for the even-even isotopes of Si from ${ }^{34} \mathrm{Si}$ to ${ }^{42} \mathrm{Si} . \mathrm{A}_{p}$ and $\mathrm{A}_{n}$ are the bare E2 matrix elements. The $\mathrm{B}(\mathrm{E} 2)$ values were calculated using the effective charges $\mathrm{e}_{p}=1.35$ and $\mathrm{e}_{n}=0.35$ for protons and neutrons respectively.

## Chapter 6

## Conclusion

The work described in this dissertation furthered research into the changes in the collectivity of nuclei near the island of inversion. A measurement of lifetimes of the $2_{1}^{+}$and $4_{1}^{+}$states allowed the reduced electromagnetic transition strengths to be determined and they offer a powerful tool to probe the structure of nuclei. These measurements were conducted using the recoil distance method which used several devices in combination such as GRETINA and the TRIPLEX plunger to determine the lifetimes of the excited states in the neutron-rich isotopes of ${ }^{36} \mathrm{Si}$ and ${ }^{38} \mathrm{Si}$. This experiment was performed at the National Superconducting Cyclotron Laboratory using the Coupled Cyclotron Facility, including the A1900 fragment separator and S800 spectrograph.

The lifetimes of the $4_{1}^{+}$and $6_{1}^{+}$states in ${ }^{36} \mathrm{Si}$ and the $2_{1}^{+}$and $4_{1}^{+}$states in ${ }^{38} \mathrm{Si}$ were measured and added to the information known about the nuclei in this isotopic chain. The $B(E 2)$ of interest to calculate its ratio were not previously known for silicon isotopes beyond ${ }^{30} \mathrm{Si}$. This experiment added information on the $\mathrm{B}(\mathrm{E} 2)$ ratio for the neutron-rich Si isotopes. Significantly, they were both surprisingly small, less than one. B(E2) ratios less than one are very rare for isotopes not along magic number lines near stability. The experimental results were compared to three theoretical calculations. One was the simple single-particle picture which serves as a reference value to consider the trend of the $\mathrm{B}(\mathrm{E} 2)$ ratio. Two shell model calculations, performed, both in the SDPF model space and with and without the tensor force contributions are compared. Both shell model theories predicted the surprising $\mathrm{B}(\mathrm{E} 2)$
ratio less than one and are both in line with the experimental results. However, the two theories diverge in their predictions for ${ }^{40} \mathrm{Si}$ and ${ }^{42} \mathrm{Si}$, showing the importance of the tensor force effects approaching $\mathrm{N}=28$.

Consequently, further work into the structure and collectivity of ${ }^{40} \mathrm{Si}$ and ${ }^{42} \mathrm{Si}$ would be useful for determining the effects of the tensor force in the evolving collectivity of the neutron-rich silicon isotopes. Additional research would include investigating whether or not the bubble structure found in ${ }^{34} \mathrm{Si}$ persists along the isotopic chain.

APPENDIX

## Appendix

## Appendix A

This appendix contains a figure showing the very few isotopes with known $\mathrm{B}_{4 / 2}$ ratios of less than 1. Figure A1 shows the nuclear landscape with the isotopes with a known $\mathrm{B}_{4 / 2}$ ratio less than one with a colored square. The black lines indicate classical magic numbers and help orient where these isotopes are located in the nuclear landscape. Experimental data taken from NuDat 2.8 [1].

Isotopes with B (E2) Ratio less than 1


Figure A1: A plot of all isotopes with known B(E2) ratios less than 1. The horizontal axis is the neutron number and the vertical axis is the proton number. The black horizontal lines indicate the standard magic numbers $2,8,20,28,50,82$, and 126.
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