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#### Abstract

Loop subdivision has become a standard tool in computer graphics for generating (second order) smooth surfaces of arbitrary topology. A few of its most attractive features include that it is inherently multiresolution, scalable, allows for local adaptive refinement, compression, and can readily handle smooth deformations of the surface. These features make Loop subdivision an attractive candidate for use in an isogeometric analysis (IGA) framework, in which geometry and physical quantities (e.g., surface currents, pressures, charges, etc.) are expressed in the same basis. The goal of this thesis is to develop a collection of efficient and accurate methods that inherit these features for both analysis and design in acoustics and electromagnetics problems.

This thesis addresses some of the fundamental problems that arise in IGA of acoustic and electromagnetic phenomena. First, we develop representation of scalar and vector quantities on both simply connected and multiply connected Loop subdivision surfaces. This leverages the high order nature of Loop subdivision to construct a complete Helmholtz decomposition that avoids issues that plague standard methods. We use this complete Helmholtz decomposition to discretize well-conditioned integral equations for scattering analysis. Next, we address the challenge of computational cost associated with evaluating the many additional inner products that arise in these integral equation formulations; this bottleneck is overcome by using a wideband multilevel fast multipole algorithm (MLFMA) and mixed-potential field representations to accelerate computations in the iterative solver. Then, we introduce the notion of manifold harmonics as a means to (i) compress geometry and integral equation matrices, (ii) enrich physical quantities hierarchically for acoustic and electromagnetic scattering, and (iii) utilize local enrichment to better handle representation of physical quantities on structures with challenging features. Finally, we utilize the manifold harmonics basis on a Loop subdivision surface for the shape reconstruction problem; specifically, they allow for multi-resolution representation (and editing) of complex surfaces and functions defined thereupon. Taken together, these contributions


address several open problems and yield an integrated design-analysis approach that is highly accurate, flexible, and fast with applicability to a range of engineering problems.
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## CHAPTER 1

## INTRODUCTION

### 1.1 Introduction

Computational methods have seen a significant investment in their development across numerous disciplines over the past few decades. This period has witnessed development of both higher order basis functions that admit accurate discretizations for numerical solution spaces, higher order representations of geometry for accurate representation of geometries (at least locally), and lastly the development of acceleration methodologies to reduce the computational cost of solving integral equations for large scattering bodies, amongst many other equally important advances. In this period, the first two advancement have largely been disconnected leading to a host of complications. The standard paradigm for computational analysis proceeds as follows: (i) taking a CAD model (higher order differentiable representation of the geometry), (ii) generate an analysis ready mesh, and (iii) post-process. This process introduces a host of complications including, but not limited to, geometric approximation issues and large computational overhead. Moreover, it is not suitable for design-through-analysis problems, i.e. design optimization. The reason for these complications are due to the fundamental distinction between the geometry processing and analysis based on this geometry. Isogeomtric analysis bridges the gap between the two technologies by using the same basis to represent both the geometric as well as the physics on the geometry.

### 1.2 Challenges arising in an Isogeometric Framework

In standard frameworks, the process begins by reducing the exact geometry natively defined using CAD tools to a surface mesh, or an approximation of the exact geometry. This approximation can lead to a host of complications including geometric error and lack of mesh adaptivity leading to analytically incorrect answers and high-precision results are impossible. The advant of (IGA) based methods available to at least partly solve the
problem [79]. Considering that the choice of physical function representation is usually strongly related to the choice of geometric representation. A fundamental step is to use a geometric model that can be utilized directly as an analysis model. This deviates from the standard framework by using the CAD tools for analysis; choosing a good geometry technology is necessary to reduce the numerical error as it embeds the native geometry information in the basis design for physics; this implies that IGA is a strong candidate for physical simulations. Several aspects, at least, of IGA should be developed further for future industry applications. In this body of work we address the following: (1) the problem of efficient numerical integration, (2) representing vector fields on multiply connected surfaces, (3) further compressed representation of the physics and the geometry and its application to (4) acoustic and electromagnetic scattering and (5) shape reconstruction.

### 1.2.1 Representation of physical quantities on manifolds

The accurate representation of equivalent current and pressure densities on scattering boundaries are critical for analysis. Hence, in this body of work, we develop a representation of a complete Helmholtz decomposition on a multiply connected Loop subdivision surface. On simply connected surfaces, this permits the definition of basis sets that are divergencefree and curl-free. What is missing from this suite is a basis set that is both divergence-free and curl-free, a necessary ingredient for a complete Helmholtz decomposition of currents on multiply-connected structures. Hence, we effect this missing ingredient numerically using random polynomial vector fields. We show that this basis set is analytically divergence-free and curl-free. Furthermore, we show that these basis recovers curl-free, divergence-free, and curl-free and divergence-free fields. Finally, we use this basis set to discretize a wellconditioned integral equation for analyzing perfectly conducting objects and demonstrate excellent agreement with other methods.

### 1.2.2 Computational cost of inner products

In constructing a Loop subdivision IGA boundary integral formulation our basis function is a $4^{\text {th }}$ order polynomial (second order smooth) with a large support domain.

When we discretize this integral equation using a Galerkin prescription we find that we must compute an integration, or inner product, over a very large support domain. To help visualize challenges in evaluating the necessary inner products, it should be noted that unlike Lagrangian discretization, the domain of a subdivision basis function is significantly larger; it includes the union of incident triangles. Since we use the same basis function for physics as well, it implies that one needs to evaluate products of higher order polynomials convolved with a Green's function on higher order surfaces, for all pairwise interactions as is dictated by the Surface Integral Equation (SIE) formulation. This limits the applicability to larger scatters and as such the need for an acceleration technique is imminent. Therefore, in this thesis we develop such a technique that specifically handles this bottleneck that arises in both acoustic and electromagnetic integral equations. In doing so, we shall propose and demonstrate an efficient method based on a wideband fast multipole method to evaluate the required inner products and matrix vector products.

### 1.2.3 Manifold Harmonics

The manifold harmonic basis (MHB), a smooth, orthogonal global basis set, give us a framework wherein we can apply many signal processing operators, including filtering, compression, and so on, to both the forward problem as well as the shape optimization problem. Moreover, given that we define them on the Loop subdivision surface, it discrete representation inherits properties that are of interest when representing physical quantities on a surface: high-order continuity and multiresolution. That is, one can compose a MHB on the limit surface via a composition of those computed on a series of refined control meshes form the hierarchical manifold harmonic basis (H-MHB). While this does provide an excellent representation on objects that are sufficiently smooth, the number of basis sets can be high if on desires higher fidelity near singular regions. But it is possible to incorporate localised enrichment based on known local physics or heuristics, in tandem with the standard basis set known as localized manifold harmonic basis (L-MHB). Here we explore development of both these types of basis sets and their application to problems in
acoustics and electromagnetics.

### 1.2.4 Shape Reconstruction

The last avenue we explore is the recovery of the shape of scattering obstacles from phaseless far-field data, otherwise referred to as the shape reconstruction problem. The main challenge we aim to address is minimizing the search space, or the number of degrees of freedom in this problem. The solution proceeds by parameterizing some initial guess and then finding the optimal paramteric coefficents that minimize a cost functional that measures the discrepancy between the prescribed far-field data and the far-field pattern corresponding to the current approximation of the paramterized scatterer. As is apparent, the geometry parameterisation and its interplay with the analysis plays a crucial role in shape optimisation/reconstruction. When a geometric representation, distinct from the computer-aided design (CAD) model is used to represent the shape, additional errors are incurred as well as a large parameterisation space is needed to represent high fidelity shapes, drastically increasing the difficulty of the optimization scheme. In addition, it leads to non-physical oscillations in the optimised geometry [75] as well as severely distorted mesh requiring auxiliary mesh smoothing, further complicating the problem. To remedy these difficulties, the shape optimisation/reconstruction can be constructed in a high-order isogeometric framework.

### 1.3 Scope and Outline of the Thesis

The thesis is structured as follows. The second chapter of the thesis details the implementation of discretization of physical quantities on simply connected and multiply connected Loop subdivision surfaces. This includes expanding on the multiresolution features of Loop subdivision, as well as numerical examples to show the effectiveness of the decomposition. The third chapter employs the MHB. MHB allows us to associate a frequency spectrum to a function on a manifold, analogous to the Fourier decomposition. This insight can be used to build a framework for analysis. The purpose of this chapter is to
review and illustrate such possibilities for computational acoustics and electromagnetics as well as chart a potential path forward. To this end, we introduce three features of MHB: (a) enrichment for analysis of multiply-connected domains, (b) local enrichment (L-MHB) and (c) hierarchical representation (H-MHB) for reuse of data from coarser to fine geometry discretizations. Several results highlighting the efficacy of these methods are presented. The fourth chapter details the implementation of an IGA acoustics integral equation that address the challenge of integration associated with the higher order nature of our basis set by using an adaptive quadrature rule that is accelerated via MLFMA. We provide several numerical examples demonstrating the validty of the approach. In the fifth chapter we implement a fast and well-conditioned boundary integral equation based isogeometric framework that governs electromagnetic scattering phenomena from multiply-connected Loop subdivision surfaces. This new framework provides us better accuracy, more stability and high flexibility. Finally, the last chapter lies in utilizing manifold harmonics on a Loop subdivision surface for the shape reconstruction problem. These MHs provide the means to smoothly interpolate data on a manifold and are highly effective, specifically as it relates to geometry representation and editing; MHB form a natural basis for multi-resolution representation (and editing) of complex surfaces and functions defined therein.

## CHAPTER 2

## ISOGEOEMTRIC LOOP SUBDIVISION

### 2.1 Introduction

Computational methods have become critical for guiding scientific investigation in numerous disciplines. In the past few decades, considerable effort have been invested into integral equation and differential equation based methods. The efficacy of the solution to these equations depends on the discrete representation of (a) the geometry and (b) the numerical solution space. The development of both higher order basis functions [ 135,83 ] and higher order representations of geometry (at least locally) [71,37] have been among the many other important advances. However, despite advances in these areas, the technologies of geometric design and numerical simulation have been fundamentally disjoint.

Traditional analysis proceeds by selecting a discrete representation of the "exact" CAD geometry [79] via a piecewise continuous tessellations and a different discrete representation for the numerical simulation. This geometric approximation yields an awkward communication with the CAD software for refining and remeshing which greatly diminishing the accuracy of the model. This is especially highlighted when considering the geometrical representation of the computational domain and for the evaluation of the geometric quantities; lack of higher order continuity in geometry can introduce errors in the normal and the curvatures, as well as tangential differential operators.

Therefore, particular care must be devoted to the choice of a suitable geometric representation and numerical space discretization methods, as the error introduced by an approximation of the geometry can affect the accuracy of the numerical solutions; this could also potentially lead to the adoption of inefficient computational meshes, requiring large amounts of Degrees Of Freedom (DOFs), in order to control the geometrical error.

One remedy is Isogeometric Analysis (IGA), a means of unification of the the disjoint
technologies of geometric design and numerical simulation. This is achieved by using the same representation for the geometry of the computational domain as well as for the numerical solution [119]. The advantage of the isogeometric framework is the elimination of both the geometry approximation error and the computational cost of changing the representation between design and analysis. Ideally, this means one circumvents the costly operations, in traditional analysis, of building an approximation of the CAD model that is suitable for numerical analysis. Furthermore, avoiding geometry representation reduction explicitly can also improve the efficiency of the design-through-analysis process including optimization problems, uncertainty quantification, verification and validation, analysis of deformable scatters, etc.

The traditional workhorse representation tool of IGA methods has been non-uniform rational B-splines (NURBS). NURBS use bi/tri-variate spline based patches/solids such as those based on Bezier, B-splines, and are the the most ubiquitous CAD tools. NURBS' properties such as non-negativity and the fact that it provides a partition of unity make it an excellent candidate for defining function spaces. The choice of representation of the physics is usually strongly related to the choice of geometric representation which necessary to mitigate overall errors. Finite element methods based on NURBS basis functions that exhibit h- and p-adaptivity have been demonstrated [79]. Unfortunately, NURBS faces difficulty when the object being meshed is topologically complex or is multi-scale [55,24], which can lead to surfaces that are not watertight.

Some other popular IGA basis candidates that are ideal for handling shapes that are complex are T-splines, THB-splines, and subdivision surface. T-splines greatly reduce the number of the control points in the control mesh. Analysis-ready T-splines are a good candidate for constructing isogeometric analysis. More detailed work on T-splines and its application in IGA can be found in [24] and references therein. THB-splines [31], properly satisfy the requirements needed for developing not only effective geometric modeling tools, but also efficient computational schemes that provides local refinement possibilities
[31]. The varying strengths and weaknesses for these methods can be found in [63]. In contrast to the rest, subdivision surfaces have played a significant role in the computer animation industry. Among its many advantages are the ease with which one can represent complex topologies, scalability, inherent multiresolution features, efficiency and ease of implementation. Furthermore, it converges to a smooth limit surface that is $C^{2}$ almost everywhere except at isolated points where it is $C^{1}$ continuous. In the next section, we focus on subdivision schemes.

### 2.2 Subdivision Surfaces

Subdivision surfaces are a representation of a smooth limit surface by a control mesh. This control mesh can be refined by various schemes, and in the limit of infinitely many refinements it approaches the limit surface. In practice these refinements are repeated until the surface is sufficiently fine. This is the approach used in applications such as computer graphics and visualization, where subdivision surfaces are most commonly employed. The properties of the limit surface depend on the type of control mesh used and the choice of refinement scheme. Subdivision schemes come in several different flavors; among the most popular are Loop's scheme on triangular meshes [107], and Catmull-Clark [38] and Doo-Sabin [57] schemes on quadrilateral meshes. Generally speaking, all of the three of these schemes alluded to above can be used to construct IGA methods. The subdivision approach has been used in thin-shell deformation problems [44] and a boundary element method for electrodynamics [148], some work on IGA based on Catmull-Clark can be found in [22], and where IGA is used to solve PDEs defined on a surface [85, 121, 101]. In the remaining portions of this work we focus on Loop subdivision basis functions have been extensively studied, most interestingly regarding their smoothness [131, 132], (local) linear independence [123], approximation power [15], and the robust evaluation around so called extraordinary vertices [149].

### 2.2.1 Loop's Subdivision Scheme

Let $T^{l}$ denote a $l$-th refined control mesh, with vertices $V^{l}:=\left\{\mathbf{v}_{i}^{l}, i=1, \ldots, N_{v}^{l}\right\}$ and triangular faces $P^{l}:=\left\{\mathbf{p}_{i}^{l}, i=1, \ldots, N_{f}^{l}\right\}$. In short, we can represent a $C^{2}$ (almost everywhere) smooth limit surface $\Gamma$, through an infinite number of iterative refinements of the control mesh $T^{0}$, following the loop subdivision scheme [170]. Each Loop subdivision step involves dividing each triangle into four subtriangles by inserting one vertex per edge, and adjusting vertex locations. The location of the newly inserted vertex is an affine combination of the end vertices of the edge, each with weight $3 / 8$, and the other two vertices of the two incident triangles, each with weight $1 / 8$. The location of the existing vertex on the refined mesh is an affine combination of its one-ring vertices with weight $\alpha_{n}=(5 / 8-(3 / 8+\cos (2 \pi / n) / 4) * 2) / n$, and itself with weight $1-n \alpha_{n}$, where $n$ is the valence; both the old and new vertex positions are required to update during each refinement $[106,38]$. In the limit of an infinite number of refinements of the control mesh, we approach the limit surface with $C^{2}$ smoothness almost everywhere, except at the extraordinary vertices, where it has $C^{1}$ smoothness.

In practice, this prescription is not followed. There exists closed form expressions for computing the limit surface $\Gamma$ for a given control mesh $T^{l}$ in terms of quantities defined on the given control mesh [149]. Assume that a subdivision surface admits a natural parameterization of the surface $\Gamma$ in terms of the barycentric coordinates defined on each face $\epsilon \in P^{l}$, for some $l$. We begin by considering any patch $\epsilon \in P^{l}$ for some $k$, as depicted in Fig. 2.1. We define the 0 -ring of a patch (triangle) as the vertices that belong to the patch, and the 1-ring as the set of all vertices, $n_{v}$, that can be reached by traversing no more than two edges, as shown in Fig. 2.1. We define the regularity of the triangle by the characterization of its vertices' valence (0-ring); the valence of a given vertex is the number of edges incident on itself. A vertex is considered regular if its valence is equal to 6 , otherwise, it is called an irregular or extraordinary vertex. A triangle is regular if its vertices are all regular, and irregular otherwise. Using these definition, we can define the
mapping from the barycentric coordinates on a given patch, $\epsilon$, to the limit surface by a weighted average of the effective basis functions associated to its 1-ring [149]. As a result, we can define the limit surface as

$$
\begin{equation*}
\Gamma(\mathbf{r})=\sum_{n=1}^{N_{v}^{l}} \mathbf{c}_{n}^{l} \xi_{n}^{l}(\mathbf{r}), \tag{2.1}
\end{equation*}
$$

where $\mathbf{c}_{n}^{l}$ are vertex locations of the $N_{v}^{l}$ control points, and $\xi_{n}^{l}$ is the effective basis function that is associated with quantities associated with $\mathbf{c}_{n}^{l}$ and has a support $\Gamma_{n}^{l}$; note, $\cup_{n} \Gamma_{n}^{l}=\Gamma^{l}$. We note that we have only provided a brief overview of Loop subdivision as an isogeometric tool; information provided is purely for completeness and omits details that can be found in $[44,149,106,97,6,121,85]$ and references therein.

The basis functions $\left\{\xi_{n}^{l}\right\}$ span a IGA finite dimensional space $\Psi$ that is the subspace of the Sobolev space $H^{2}(\Gamma)[121,85]$. Its properties are (a) positivity, (b) compact support, (c) forming a partition of unity, and (d) $C^{2}$ continuity almost everywhere. Furthermore, the hierarchy of control meshes underlying a subdivision surface lends itself naturally to multiresolution analysis [172, 108].


Figure 2.1: Regular triangular patch defined by its 1-ring vertices.

### 2.2.2 Multiresolution subdivision surfaces

Subdivision surfaces represent a limit surface associated with a nested hierarchy of control meshes of increasing resolution. This leads to a natural representation at various levels of detail which is particularly valuable for various applications, in both computer graphics and compression of functions defined on surfaces, numerical solution of integral and differential equations, because the refinement rules can be applied adaptively. This multiresolution analysis can be applied by any uniformly convergent subdivision scheme [108]. Each application of a subdivision rule applied to a surface generates a refined surface of increased detail. A sequence of refinements produces a hierarchy that enables the selection of a representation of a surface at a particular level of detail. The basic idea behind multiresolution analysis is to decompose a complicated function into a "simpler" low resolution part and a "detail" high resolution part necessary to recover the original function. In order to exploit the hierarchical refinement, we must define these prolongation and restriction operators that allow us to map data defined on one mesh to another mesh. It then becomes natural to consider the relation between functions on multiple levels. The resulting algorithms allow the concurrent editing of coarse and fine levels, in multiresolution analysis of surfaces the refinement and coarsening matrices [S] and $[R]$, respectively, are used to construct a decomposition of the geometry; we define these operators in the next section.

### 2.2.2.1 Prolongation and Restriction Operators

The Loop subdivision refinement process needed to generated a family of meshes can be represented using matrix operations because the subdivision rules are linear combinations of the mesh vertices; note, the subdivision matrix is uniquely defined by the subdivision level, the number of control maps and its connectivity map [60]. As such, we encode the weights of a loop subdivision scheme for the vertices at level $l$ as as sparse matrix $S^{l} \in \mathbb{R}^{N_{v}^{l+1} \times N_{v}^{l}},[144,53,165]$. Therefore, $V^{l+1}=S^{l} V^{0}$ and, where $S^{l}=S^{l-1} \times S^{l-2} \times \cdots \times S^{0}$ represents the weighting rule of the subdivision mesh $T^{l}$ generated from the initial control
mesh $T^{0}$, obtained by sparse matrix multiplication. As $l \rightarrow \infty$, we approach the position of any vertex on the limit surface. The prolongation operator is defined as

$$
\begin{equation*}
\left[V^{l+1}\right]=\left[S^{l}\right]\left[V^{l}\right], \tag{2.2}
\end{equation*}
$$

and the coarsening operator is defined as

$$
\begin{equation*}
\left[V^{l}\right]=\left[R^{l}\right]\left[V^{l+1}\right] . \tag{2.3}
\end{equation*}
$$

[ $R^{l}$ ] enables the computation of the coarse representation $\left[V^{l}\right]$ corresponding to a given fine representation $\left[V^{l+1}\right]$. This matrix can be determined by the least squares fitting, which leads $\left[R^{l}\right]=\left(\left[S^{l}\right]^{T}[S]\right)^{-1} S^{T}$. Notice that $\left[R^{l}\right]$ is the pseudoinverse of $\left[S^{l}\right]$ such that $\left[R^{l}\right]\left[S^{l}\right]=[I]$ yields the identity matrix; we note, different choices for the coarsening matrix are possible.

### 2.3 Iso-geometric Basis Sets

### 2.3.1 Loop subdivision Basis Functions

To discretize and solve integro-differential equations on closed subdivision surfaces we consider isogeometric function spaces defined via Loop's subdivision. To define this isogeometric basis set, we assume that, again, there exists a net of control function values, coincident with the location of the control net. Thus, any scalar function $(f(\mathbf{r}))$ can then be expressed in terms of the Loop subdivision basis set via,

$$
\begin{equation*}
f(\mathbf{r})=\sum_{i=n}^{N_{v}^{l}} a_{n}^{l} \xi_{n}^{l}(\mathbf{r}) \tag{2.4}
\end{equation*}
$$

where $N_{v}^{l}$ and $\xi_{n}^{l}(\mathbf{r})$ retain the same definition as those prescribed above. The properties of this representation follow from those for subdivision. Henceforth, the functions $\xi_{n}^{l}(\mathbf{r})$ will be referred to as Loop basis. The aforementioned properties are critical to the development of isogeometric analysis.

### 2.3.1.1 Complete Helmholtz decomposition on Multiply connected Loop Subdivison Surfaces

This Loop basis can also be used to define vector quantities on the surface as well. To do so, we begin by representing currents on any closed surface $\Gamma$, via the Helmholtz decomposition as

$$
\begin{equation*}
\mathbf{J}(\mathbf{r})=\nabla_{\Gamma} \phi(\mathbf{r})+\nabla_{\Gamma} \times(\hat{\mathbf{n}} \psi(\mathbf{r}))+\bar{\omega}(\mathbf{r}) \tag{2.5}
\end{equation*}
$$

where $\bar{\omega}(\mathbf{r})$ is the harmonic field and has a trivial solution, $(\bar{\omega}(\mathbf{r})=0)$, for simply connected structures, $\nabla_{\Gamma}$ is the surface gradient, and $\psi(\mathbf{r})$ and $\phi(\mathbf{r})$ are scalar potentials.

In what follows, we construct currents in terms of the scalar potentials using the loop subdivision basis sets. Using (2.4) we can define the scalar potentials $\phi(\mathbf{r})$ and $\psi(\mathbf{r})$ on the limit surface as

$$
\begin{align*}
& \phi(\mathbf{r}) \approx \tilde{\phi}(\mathbf{r})=\sum_{n=1}^{N_{v}^{l}} a_{1, n}^{l} \xi_{n}^{l}(\mathbf{r}),  \tag{2.6}\\
& \psi(\mathbf{r}) \approx \tilde{\psi}(\mathbf{r})=\sum_{n=1}^{N_{v}^{l}} a_{2, n}^{l} \xi_{n}^{l}(\mathbf{r}) .
\end{align*}
$$

Here $N_{v}^{l}, \xi_{n}^{l}(\mathbf{r})$ are defined earlier and $\left\{a_{k, n}^{l}\right\}$ for $k \in\{1,2\}$ are the unknown coefficients. The curl-free and divergence-free components of the current can be represented using this approximation of the potentials, viz.,

$$
\begin{align*}
\mathbf{J}(\mathbf{r}) \approx \mathbf{J}_{N}^{l}(\mathbf{r}) & =\sum_{n=1}^{N_{v}^{l}}\left[a_{1, n}^{l} \mathbf{J}_{1, n}^{l}(\mathbf{r})+a_{2, n}^{l} \mathbf{J}_{2, n}^{l}(\mathbf{r})\right]+\overline{\boldsymbol{\omega}}^{l}(\mathbf{r}),  \tag{2.7a}\\
\mathbf{J}_{1, n}^{l}(\mathbf{r}) & =\nabla_{\Gamma} \xi_{n}^{l}(\mathbf{r}), \\
\mathbf{J}_{2, n}^{l}(\mathbf{r}) & =\hat{\mathbf{n}}(\mathbf{r}) \times \nabla_{\Gamma} \xi_{n}^{l}(\mathbf{r}),  \tag{2.7b}\\
\overline{\boldsymbol{\omega}}^{l}(\mathbf{r}) & =\sum_{n=1}^{g}\left[a_{3, n}^{l} \mathbf{J}_{3, n}^{l}(\mathbf{r})+a_{4, n}^{l} \mathbf{J}_{4, n}^{l}(\mathbf{r})\right]
\end{align*}
$$

wherein we define $\mathbf{J}_{3, n}^{l}(\mathbf{r})$ and $\mathbf{J}_{4, n}^{l}(\mathbf{r})$ in later sections. Note that since the representation is constructed using conditions on currents that rely on derivatives of the potentials $\tilde{\phi}(\mathbf{r})$
and $\tilde{\psi}(\mathbf{r})$, this leads to the existence of nontrivial solutions to (2.7) and therefore we must enforce uniqueness. In order to ensure uniqueness, we impose a zero-mean constraint for both divergence-free and curl-free components.

### 2.3.1.2 Representation of harmonic components

Next, we detail the representation of the harmonic component. We begin by highlighting particular features of the Loop subdivision representation of the current thus far; more details can be found in [98, 97]. They are as follows:

1. The representation of currents is $C^{1}$ continuous on $\Gamma(\mathbf{r})$ almost everywhere.
2. The normal is $C^{1}$ almost everywhere.
3. $\operatorname{On} \Gamma_{n}^{l} \cap \Gamma_{m}^{l},\left\langle\mathbf{J}_{1, n}^{l}(\mathbf{r}), \mathbf{J}_{2, m}^{l}(\mathbf{r})\right\rangle=-\left\langle\mathbf{J}_{1, m}^{l}(\mathbf{r}), \mathbf{J}_{2, n}^{l}(\mathbf{r})\right\rangle$.
4. The inner product, $\left\langle\mathbf{J}_{1, m}^{l}(\mathbf{r}), \mathbf{J}_{2, n}^{l}(\mathbf{r})\right\rangle$, is identically zero. This can be proven using Green's theorems, $\xi_{m}^{l}(\mathbf{r})=0$ for $\mathbf{r} \in \partial \Gamma_{m}^{l}$, and properties stated earlier. To wit,

$$
\begin{align*}
\left\langle\mathbf{J}_{1, m}^{l}(\mathbf{r}), \mathbf{J}_{2, n}^{l}(\mathbf{r})\right\rangle & =\int_{\Gamma_{m}^{l} \cap \Gamma_{n}^{l}} \nabla_{\Gamma} \xi_{m}^{l}(\mathbf{r}) \cdot \mathbf{J}_{2, n}^{l}(\mathbf{r}) d \mathbf{r} \\
& =\int_{\partial\left(\Gamma_{m}^{l} \cap \Gamma_{n}^{l}\right)} \xi_{m}^{l}(\mathbf{r}) \hat{\mathbf{u}}(\mathbf{r}) \cdot \mathbf{J}_{2, n}^{l}(\mathbf{r}) d \mathbf{r}  \tag{2.8}\\
& -\int_{\Gamma_{n}^{l} \cap \Gamma_{m}^{l}} \xi_{m}^{l}(\mathbf{r}) \nabla_{\Gamma} \cdot \mathbf{J}_{2, n}^{l}(\mathbf{r}) d \mathbf{r}=0,
\end{align*}
$$

where $\partial\left(\Gamma_{m}^{l} \cap \Gamma_{n}^{l}\right)$ is the boundary of $\Gamma_{m}^{l} \cap \Gamma_{n}^{l}$, and $\hat{\mathbf{u}}(\mathbf{r})$ is a outward pointing normal tangential to the boundary. Given the properties stated earlier, the integrals are all zero.
5. As a result, the basis functions defined earlier are exaclty orthogonal.
6. Finally, we denote $\left\langle\mathbf{J}_{1, m}^{l}(\mathbf{r}), \mathbf{J}_{1, n}^{l}(\mathbf{r})\right\rangle=\left\langle\mathbf{J}_{2, m}^{l}(\mathbf{r}), \mathbf{J}_{2, n}^{l}(\mathbf{r})\right\rangle=\gamma_{m n}^{l} \delta_{l k}$ where,

$$
\begin{equation*}
\gamma_{m n}^{l}=\int_{\Gamma_{n}^{l} \cap \Gamma_{n}^{l}} \nabla_{s} \xi_{n}^{l}(\mathbf{r}) \cdot \nabla_{s} \xi_{m}^{l}(\mathbf{r}) d \mathbf{r} \tag{2.9}
\end{equation*}
$$

These properties can be exploited readily in constructing a purely numerical basis for the harmonic components. We build on the ideas presented in [4]. Prior to proceeding, we note that the space of harmonic fields is $2 g$-dimensional, where $g$ is the genus of the object. Consider a function $\mathbf{F}(\mathbf{r})=-\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{V}(\mathbf{r})$ where $\mathbf{V}(\mathbf{r}) \in \mathbb{R}^{3}$ and whose components are a low degree random polynomial. Specifically, let $\Gamma(\mathbf{r}) \in\left\{\left(0, L_{x}\right) \times\left(0, L_{y}\right) \times\left(0, L_{z}\right)\right\}$. Then each component of $\mathbf{V}(\mathbf{r})$ can be defined as a tensor product of Legendre polynomials via $P_{\alpha}\left(x / 2 L_{x}\right) P_{\beta}\left(y / 2 L_{y}\right) P_{\zeta}\left(z / 2 L_{z}\right)$ where $P_{\zeta}(\cdot)$ is the standard Legendre polynomials of degree $\zeta$ defined on $[-1,1]$. Moreover, the maximum degree of Legendre polynomials should be at least $\left\lceil(2 g)^{1 / 3}\right\rceil$ so that dimension of the space of polynomials is greater than the dimension of the space of the vector fields. For the examples in this paper, we choose the degree to be $\alpha+\beta+\zeta=\left\lceil(2 g)^{1 / 3}\right\rceil+5$.

To obtain $g$ harmonic basis functions that project to $\overline{\boldsymbol{\omega}}(\mathbf{r})$, we start with the following: consider a collection of $g$ random vector fields formed using Legendre polynomials defined earlier and denoted using $\mathbf{F}_{i}(\mathbf{r})$ for $i \in\{1, \cdots, g\}$. For each such field $\mathbf{F}_{i}(\mathbf{r})$, we can obtain

$$
\begin{equation*}
\mathbf{J}_{3, i}^{l}(\mathbf{r})=\mathbf{F}_{i}(\mathbf{r})-\sum_{n}\left[a_{1, n, i}^{l} \mathbf{J}_{1, n}^{l}(\mathbf{r})+a_{2, n, i}^{l} \mathbf{J}_{2, n}^{l}(\mathbf{r})\right] \tag{2.10}
\end{equation*}
$$

where the coefficients are arranged as $\mathcal{I}_{1, i}^{l}=\left[a_{1,1, i}^{l}, \cdots, a_{1, n, i}^{l}\right]^{T}$ and $\mathcal{I}_{2, i}^{l}=\left[a_{2,1, i}^{l}, \cdots, a_{2, n, i}^{l}\right]^{T}$, and obtained by solving

$$
\left[\begin{array}{cc}
\mathcal{G}^{11} & 0  \tag{2.11a}\\
0 & \mathcal{G}^{22}
\end{array}\right]\left[\begin{array}{c}
\mathcal{I}_{1, i}^{l} \\
\mathcal{I}_{2, i}^{l}
\end{array}\right]=\left[\begin{array}{c}
\mathcal{V}_{1, i}^{l} \\
\mathcal{V}_{2, i}^{l}
\end{array}\right] .
$$

Here, $\mathcal{G}_{n m}^{11}=\mathcal{G}_{n m}^{22}=\gamma_{n m}$, and

$$
\begin{equation*}
\mathcal{V}_{k, n, i}^{l}=\int_{\Gamma_{n}^{l}} \mathbf{J}_{k, n}^{l}(\mathbf{r}) \cdot \mathbf{F}_{i}(\mathbf{r}) d \mathbf{r} . \tag{2.11b}
\end{equation*}
$$

Furthermore, note that if $\mathbf{J}_{3, i}^{l}(\mathbf{r})$ is a harmonic vector field, then $\mathbf{J}_{4, i}^{l}(\mathbf{r})=\hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{J}_{3, i}^{l}(\mathbf{r})$ is also a harmonic vector field that is independent of $\mathbf{J}_{3, i}^{l}(\mathbf{r})$. These basis span the space of harmonic fields (with high probability that the set of random vector fields are linearly independent) [4].

There are several properties that make this decomposition viable for analysis and as such we examine these properties below. Specifically, we note the following:

1. The inner products of a field $\mathbf{F}(\mathbf{r})$ with basis $\mathbf{J}_{l}^{1, n}(\mathbf{r})$ and $\mathbf{J}_{2, n}^{l}(\mathbf{r})$, for $n \in\left\{1, \ldots, N_{v}^{l}\right\}$, effectively measures the surface divergence and curl of the field.
2. It it trivial to show that both the surface divergence and the surface curl of $\mathbf{J}_{l}^{3, n}(\mathbf{r})$ and $\mathbf{J}_{4, n}^{l}(\mathbf{r})$, for $n \in\{1, \ldots, g\}$ as defined in (2.10), are identically zero via (2.11).
3. Along the same lines, it can be shown that $\left\langle\mathbf{J}_{k, n}^{l}(\mathbf{r}), \mathbf{J}_{i, n}^{l}(\mathbf{r})\right\rangle=0$ for $k \in\{1,2\}$ and $i \in\{3,4\}$.
4. The support of $\mathbf{J}_{3, i}^{l}(\mathbf{r})$ and $\mathbf{J}_{4, i}^{l}(\mathbf{r})$ is global and as such we need additional infrastructure to evaluate the necessary matrix elements.

A direct consequence of these properties and those in section 2.3.1.1 is that the prescribed basis $\mathbf{J}_{k, n}^{l}(\mathbf{r})$ for $n \in\left\{1, \ldots, N_{v}^{l}\right\}$ and $k \in\{1,2\}$, and $\mathbf{J}_{q, i}^{l}(\mathbf{r})$ for $q \in\{3,4\}$ and $i \in\{1, \cdots, g\}$, provide a complete Helmholtz decomposition of vector quantities defined on the manifold.

### 2.3.1.3 Helmholtz Decomposition Example

In this example, we demonstrate the effectiveness of our prescribed basis set to affect a Helmholtz decomposition of a vector field that is a linear combination of analytically prescribed curl-free, divergence-free, and harmonic vector fields, defined on a torus. We choose a torus, see Fig. 2.2, with a major axis of 3 m and a minor axis of 1 m , modeled using an initial control mesh comprising of 2048 vertices and 4096 faces. We refine the control mesh twice such that surface area and the total curvature of the limit surface $\Gamma$ agree within $99 \%$ to the analytical torus.

We aim to report the $L_{2}$ norm of each component of the Helmholtz decomposition, for


Figure 2.2: The two basis harmonic vector fields for a torus.
the following vector field $\overline{\mathbf{X}}(\mathbf{r})$. In particular, we have

$$
\begin{align*}
& X_{d}(\mathbf{r})=-\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{r} \\
& X_{c}(\mathbf{r})=\hat{\mathbf{n}} \times \mathbf{X}_{d}(\mathbf{r}) \\
& \mathbf{X}_{h}(\mathbf{r})=-\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times \frac{\mathbf{t}}{\|\mathbf{t}\|^{2}}  \tag{2.12}\\
& \overline{\mathbf{X}}(\mathbf{r})=\mathbf{X}_{d}(\mathbf{r})+\mathbf{X}_{c}(\mathbf{r})+\mathbf{X}_{h}(\mathbf{r})+\hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{X}_{h}(\mathbf{r})
\end{align*}
$$

where $\mathbf{t}=y \hat{x}-x \hat{y}$, and $\mathbf{X}_{c}$ is a divergence-free field, $\mathbf{X}_{d}$ is a curl-free field, and $\mathbf{X}_{h}$ and $\hat{\mathbf{n}} \times \mathbf{X}_{h}$ are purely harmonic fields. Next, we choose to approximate these fields using the basis sets defined earlier; specifically,

$$
\begin{align*}
\overline{\mathbf{X}}(\mathbf{r}) & \approx \mathbf{J}^{1}(\mathbf{r})+\mathbf{J}^{2}(\mathbf{r})+\mathbf{J}^{3}(\mathbf{r})+\mathbf{J}^{4}(\mathbf{r}) \\
& =\sum_{n} a_{1, n} \mathbf{J}_{1, n}(\mathbf{r})+\sum_{n} a_{2, n} \mathbf{J}_{2, n}(\mathbf{r})  \tag{2.13}\\
& +\sum_{n=1}^{g} a_{3, n} \mathbf{J}_{3, n}(\mathbf{r})+\sum_{n=1}^{g} a_{4, n} \mathbf{J}_{4, n}(\mathbf{r}),
\end{align*}
$$

where, $\mathbf{J}^{1}(\mathbf{r}) \approx \mathbf{X}_{d}(\mathbf{r}), \mathbf{J}^{2}(\mathbf{r}) \approx \mathbf{X}_{c}(\mathbf{r}), \mathbf{J}^{3}(\mathbf{r}) \approx \mathbf{X}_{h}(\mathbf{r})$, and $\mathbf{J}^{4}(\mathbf{r}) \approx \hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{X}_{h}(\mathbf{r})$. Note, we drop the superscript that denotes the level of refinement for brevity's sake. We compute the unknown coefficients using the orthogonality properties of the basis set as presented in sections 2.3.1.1 and 2.3.1.2.

Table. 2.1 lists the $L_{2}$-norm of each component of the decomposition of the vector fields, respectively. Furthermore, in Fig. 2.2 we plot the two resulting harmonic fields. Ideally, the four components are recovered in the corresponding discrete spaces. As expected, the dominant components in each decomposition are reflected in the correct subspaces. The

|  | $\mathbf{X}_{d}$ | $\mathbf{X}_{c}$ | $\mathbf{X}_{h}$ | $\hat{\mathbf{n}} \times \mathbf{X}_{h}$ |
| :--- | :---: | :---: | :---: | :---: |
| $\left\\|\mathbf{J}^{1}\right\\|_{2}$ | 5.05 E 2 | $2.28 \mathrm{E}-17$ | $3.02 \mathrm{E}-10$ | $3.31 \mathrm{E}-19$ |
| $\left\\|\mathbf{J}^{2}\right\\|_{2}$ | $2.28 \mathrm{E}-17$ | 5.05 E 2 | $3.31 \mathrm{E}-19$ | $3.02 \mathrm{E}-10$ |
| $\left\\|\mathbf{J}^{3}\right\\|_{2}$ | $1.01 \mathrm{E}-26$ | $1.67 \mathrm{E}-26$ | 1.36 E 2 | $5.26 \mathrm{E}-18$ |
| $\left\\|\mathbf{J}^{4}\right\\|_{2}$ | $1.98 \mathrm{E}-29$ | $6.87 \mathrm{E}-24$ | $5.02 \mathrm{E}-17$ | 1.36 E 2 |

Table 2.1: $L_{2}$-norms of the components of the decomposed vector fields.
projection on to other subspaces are significantly smaller in magnitude, but do not vanish. This is largely due the fact that while (2.12) is analytically exact on a canonical torus, it is not so on a geometric approximation.

### 2.4 Conclusion

In this chapter, we explore Loop subdivision as a tool for IGA, a method that uses the same basis sets for both geometry representation as well as representation of physics on this geometry, which inherits the rather significant advantages of modern CAD tools-smoothness of geometry representation, morphing, dynamic meshes. Furthermore, this work develops the numerical infrastructure onto existing Loop subdivision IGA methods to enable analysis of vector fields on multiply connected structures. As a result, we are able to prescribe a complete Helmholtz decomposition on the surface wherein orthogonality of different components is preserved. Numerical examples are presented for validation of the efficacy and excellent convergence performance as well.

This chapter, ©2022 IEEE, in part, is reprinted, with permission from A. M. A. Alsnayyan and B. Shanker, "A complete Helmholtz decomposition on multiply connected subdivision surfaces and its application to integral equations," IEEE Transactions on Antennas and Propagation on, August 2022, with slight modifications to fit in this dissertation.

This chapter, ©2022 IEEE, in part, is reprinted, with permission from A. M. A. Alsnayyan and B. Shanker, "Manifold Harmonics and their application to computational
electromagnetics," IEEE Journal on Multiscale and Multiphysics Computational Techniques on, August 2022, with slight modifications to fit in this dissertation.

## CHAPTER 3

## MANIFOLD HARMONICS

### 3.1 Introduction

The Laplace-Beltrami operator (LBO) is a second-order differential operator which is widely used in the fields of computer graphics [144, 96, 113], acoustics [9], electromagnetics [ $6,7,5,4,69$ ], and machine learning [26, 163]. In particular, the use of the spectrum and eigenfunctions of the LBO, otherwise referred to as manifold harmonic basis (MHB), are of interest in this body of work. On a manifold, the set of eigenfunctions of the LBO form a complete and orthonormal basis on the space of square-integrable functions. The eigenbasis of the manifold bears significant similarity with the classical Fourier series in Euclidean space, and similarly, are leveraged to define the manifold harmonic transform (i.e. the generalized Fourier transform on the manifold). As such, the MHB provides a unique, compact multi-resolution basis for spectral shape processing that is independent of the actual shape representation and parameterization. Several successful applications have been proposed that take advantage of these desirable properties, such as spectral geometry filtering, compression, and surface deformation [157, 168]. While the manifold harmonic transform has been commonplace in the compute graphics literature for an array of applications, to our knowledge it has not been utilized in analysis of physics on manifolds.

Typically, obtaining MHB proceeds by finding the eigenfunctions of the graph Laplacian [168]. But, in this body of work, we define the basis on Loop subdivision surfaces, as it inherits the attractive properties that are of interest when representing physical quantities on a surface: high-order continuity and multiresolution. For instance, given that a hierarchy of subdivision meshes point to same limit surface, it follows that if a function is associated with control points, then this will follow the refinement rules of subdivision. That is, one can compose a MHB on the limit surface via a composition of those computed on a series
of refined control meshes. Of course, one needs the prolongation and restriction operators [144, 19] for communication of data defined on different levels of refinement. This opens the door to applications such as shape and topology optimization, machine learning, target recognition, and data fusion for inverse problems where one can utilize a sequence of meshes. Furthermore, the MHB provides a smooth, orthogonal global basis set. While this does provide an excellent representation on objects that are sufficiently smooth, the number of basis sets can be high if on desires higher fidelity near sharp features (say tips). In response, it is possible to incorporate localised enrichment based on known local physics or heuristics, in tandem with the standard basis set. The notion of MHB is powerful as is evident from its numerous applications in computer graphics and machine learning. It has been used extensively in these areas, including (a) to effect mesh compression [86], (b) shape analysis, as it is robust to shape deformation $[136,134]$, (c) can be integrated with a localized harmonic basis for better representation [113], and (d) can be used to map data across meshes of different resolution [144]. Given the diverse advantages, the question we ask in this chapter is whether some of these advantages can be used for analysis. There has been an attempt to do just that for compression and shape optimization [9, 8]; the former for acoustics analysis and the latter for electromagnetic analysis. In this chapter, we explore that avenue several steps further. Specifically, we extend the notion of MHB to (a) multiply connected domains for electromagnetic analysis, (b) to local manifold harmonic bases (L-MHB) to better represent local rapidly varying fields, and (c) hierarchical manifold harmonic bases (H-MHB) to re-use data from a series of geometries of different resolutions.

### 3.2 Laplace-Beltrami Operator and the Manifold Harmonic Basis

The LBO, $\Delta_{\Gamma}$, is a self-adjoint and semi-positive definite operator [137] defined on a compact 2D Riemannian manifold $\Gamma$ embedded in $\mathbb{R}^{3}$ as follows,

$$
\begin{equation*}
\Delta_{\Gamma} \chi(\mathbf{r}):=\nabla \cdot(\nabla \chi(\mathbf{r})), \tag{3.1}
\end{equation*}
$$

where $\chi(\mathbf{r})$ is a real-valued function defined on $\Gamma$. The LBO admits a complete and
countable sequence of eigenfunctions which form an orthonormal basis in $L_{2}(\Gamma)$ [122], denoted by $\left\{H_{m}\right\}$ such that

$$
\begin{equation*}
-\Delta_{\Gamma} H_{m}=\lambda_{m} H_{m} \tag{3.2}
\end{equation*}
$$

Here, $\left\{\lambda_{m}\right\}_{m=0}^{\infty}$ is the corresponding spectrum. These eigenvalues constitute a countable set of non-negative real eigenvalues $0=\lambda_{1} \leq \lambda_{2} \leq \cdots$ [134] .

Discrete computation: In order to numerically compute MHBs, we employ the Loop Subdivision FEM Galerkin method. This is akin to similar efforts using Lagrangian surface descriptions $[133,134]$ that have shown both $h$ - and $p$ - convergence [133, 67, 134]. The numerics necessary for computing eigenfuctions of the LBO relies on casting the Laplacian eigenvalue problem in a variational setting. The solution of this variational problem is approximated using the finite element Galerkin technique on the surface. We begin by evaluating an inner product of (3.2) with some test function $v(\mathbf{r}) \in\left\{\xi_{i}(\mathbf{r})\right\}$ and then use Green's theorems to arrive to the following:

$$
\begin{equation*}
\left\langle\nabla_{s} v(\mathbf{r}), \nabla_{s} H_{m}(\mathbf{r})\right\rangle_{\Gamma}=-\lambda_{m}\left\langle v(\mathbf{r}), H_{m}(\mathbf{r})\right\rangle_{\Gamma} . \tag{3.3}
\end{equation*}
$$

where $\langle f(\mathbf{r}), g(\mathbf{r})\rangle_{\Gamma}=\int_{\Gamma} f(\mathbf{r}) \cdot g(\mathbf{r}) d \mathbf{r}$ follows the standard inner product definition. The MH $H_{m}(\mathbf{r})$ is represented in the same fashion as (2.4) leading to

$$
\begin{equation*}
H_{m} \approx \widetilde{H_{m}^{l}}(\mathbf{r})=\sum_{i}^{N_{v}} h_{i, m}^{l} \xi_{i}(\mathbf{r}) \tag{3.4}
\end{equation*}
$$

for $h_{i, m}^{l} \in \mathbb{R}$. This leads to a generalized eigenvalue problem

$$
\begin{equation*}
\left[A^{l}\right]\left[H^{l}\right]=-[\Lambda]\left[B^{l}\right]\left[H^{l}\right], \tag{3.5}
\end{equation*}
$$

where,

$$
\begin{gather*}
{\left[A^{l}\right]_{i j}=\int_{\Gamma_{i}^{l}} \nabla_{s} \xi_{i}^{l}(\mathbf{r}) \cdot \nabla_{s} \xi_{j}^{l}(\mathbf{r}) d \mathbf{r}}  \tag{3.6a}\\
{\left[B^{l}\right]_{i j}=\int_{\Gamma_{i}^{l}} \xi_{i}^{l}(\mathbf{r}) \xi_{j}^{l}(\mathbf{r}) d \mathbf{r}} \tag{3.6b}
\end{gather*}
$$

For this generalized symmetric eigenvalue problem $\left[A^{l}\right] \in \mathbb{R}^{N_{v} \times N_{v}}$ is positive semi-definite, $\left[B^{l}\right] \in \mathbb{R}^{N_{v} \times N_{v}}$ is positive definite, $\left[\Lambda^{l}\right] \in \mathbb{R}^{N_{v} \times N_{v}}$ contains $N_{v}$ eigenvalues along its diagonal, and $\left[H^{l}\right] \in \mathbb{R}^{N_{v} \times N_{v}}$ contains the solution vectors, i.e. the coefficients of each eigenvector defined in (3.4), in its column space. For this symmetric generalized eigenvalue problem we have $\left[H^{l}\right]^{T}\left[A^{l}\right]\left[H^{l}\right]=\left[\Lambda^{l}\right]$ and $\left[H^{l}\right]^{T}\left[B^{l}\right]\left[H^{l}\right]=\left[I^{l}\right]$, where $\left[I^{l}\right]$ is the identity matrix. From the previous relations, it follows that the eigenfunctions are orthogonal with respect to the $\left[B^{l}\right]$-based scalar product (i.e., $\left.\left\langle\mathbf{H}_{i}^{l}, \mathbf{H}_{j}^{l}\right\rangle_{\left[B^{l}\right]}=\mathbf{H}_{i}^{l, T}\left[B^{l}\right] \mathbf{H}_{j}^{l}\right)$. The eigenvectors with corresponding eigenvalues can be calculated with a direct eigensolver or by using the efficient band-by-band computation method presented in [157]. There is a extensive body of literature on efficient computation of these functions, largely applied to computer graphics [168].

### 3.2.0.1 Compressed Representation of the manifold

Let $\Gamma$ be a 2D manifold embedded in $\mathbb{R}^{3}$. Considering [ $H^{l}$ ], we seek a representation

$$
\begin{equation*}
\Gamma(\mathbf{r})=\sum_{i=1}^{N_{v}^{l}} \beta_{i}^{l} H_{i}^{l}(\mathbf{r}) . \tag{3.7}
\end{equation*}
$$

It is apparent from the orthogonal property of MHB that the coefficients can be defined as $\beta_{i}^{l}=\left\langle\Gamma(\mathbf{r}), H_{i}^{l}(\mathbf{r})\right\rangle_{L_{2}(\Gamma)}=\int_{\Gamma} \Gamma(\mathbf{r}) H_{i}^{l}(\mathbf{r}) d \mathbf{r}$; this, in effect, is dubbed a manifold harmonic transform (MHT) of the surface [157]. Furthermore, it is important to remember that each eigenfunction $H_{i}^{l}(\mathbf{r})$ corresponds to different spatial "frequency" on the manifold. Thus, the magnitude of $\beta_{i}^{l}$, dictate the relative importance of a given eigenfunction at a given spatial "frequency". This transformation makes it possible to define equivalent signal processing operations: this includes under/over sampling, filtering, multi-resolution, windowing, and so on. To wit, this representation makes it possible to enrich shapes (and functions defined on the shape) systematically. To illustrate, the effectiveness of this approach, consider the
manifold $\Gamma(\mathbf{r})$ again. Equation (3.7) can be rewritten as

$$
\begin{equation*}
\Gamma(\mathbf{r})=\underbrace{\sum_{i=1}^{M^{l}} \beta_{i}^{l} H_{i}^{l}(\mathbf{r})}_{\text {Low Frequency }}+\underbrace{\sum_{i=M+1}^{N_{v}^{l}} \beta_{i}^{l} H_{i}^{l}(\mathbf{r})}_{\text {High Frequency }} . \tag{3.8}
\end{equation*}
$$

In this expression, we have designated some cutoff coefficient $\beta_{M^{\prime}}^{l}$ or correspondingly, $\sqrt{\lambda_{M}^{l}}$ to be a maximum cutoff "frequency". This effectively is a versatile tool for many applications including EM anaylysis and shape reconstruction that enables us to enrich data at different levels of fidelity. A demonstration of MHT is shown in Figure 3.1, which depicts the reconstruction of a geometry as we increase the number of MHs. As is evident from these figures, it does not take too many MHs to capture the general shape of the object. As we increase the number of MHs, we rapidly approach the true shape, i.e. we capture more localized features. Note, the total number of MHs in the original system is $N_{v}=5002$.

(a) Original model.

(c) With 250 MHs .

(b) With 100 MHs.

(d) With 750 MHs.

Figure 3.1: The statue of the girl in (3.1a) is reconstructed with increasing number of MHs in (3.1b)-(3.1d).


Figure 3.2: A select few MHs of the jet airliner. (a) $H_{1}$. (b) $H_{9}$. (c) $H_{500}$. (d) $H_{1500}$.

### 3.2.0.2 Analysis of Scalar Fields using Manifold Harmonics

In this section we aim to demonstrate the utility of the MHT in analysis of physics on manifolds. In particular, we take advantage of its ability to rigorously compress the system. In what follows, we illustrate some of the features of this approach.

The MHB defined earlier can be utilized as an isogeomtric basis set enabling us to not only represent geometry, but as a basis for representing physical quantities defined on the geometry; we note that the optimality of MHs for signal approximation has been addressed [3]. The salient features of this representation are as follows: (a) subdivision-based MHs are $C^{2}$ smooth allowing for an excellent basis for representing physics on the geometry; (b) the orthogonal property allows for hierarchical signal representation, de-noising, and compression; (c) low computational cost and storage overhead feasible for applications in analysis; and (d) subdivision-based MHs span the same space as $\Psi$.

Considering the aforementioned properties, we aim to construct a spectral representation of scalar functions defined on the surface using MHs. Following (3.7), we have

$$
\begin{equation*}
\Phi(\mathbf{r})=\sum_{i=1}^{N_{v}^{l}} \alpha_{i}^{l} H_{i}^{l}(\mathbf{r}) \tag{3.9}
\end{equation*}
$$

wherein it is possible to choose an error threshold, $\epsilon$, for representation of desired functions on the manifold and thereby, truncate the number of MHs used.

Numerical Example 1: To assess the efficiency and accuracy of our MH spectral represen-


Figure 3.3: A select few MHs of the bumpy cube. (a) $H_{1}$. (b) $H_{9}$. (c) $H_{500}$. (d) $H_{1500}$.
tation method for both physics and geometry we consider a $3.21 \lambda \times 3.21 \lambda \times 3.04 \lambda$ bumpy cube in Fig. 6.5c represented using 2562 subdivision basis functions as our candidate object; the physics on this surface is represented using an increasing number of MHs , and solution obtained is compared against an isogeometric solution for a plane wave incident along the $\hat{z}$ direction. We define the error between the full isogeometric solution to those using MHs as

$$
\begin{equation*}
\epsilon_{L_{2}}=\frac{\|\tilde{\Phi}-\Phi\|}{\|\Phi\|} \tag{3.10}
\end{equation*}
$$

where $\|\cdot\|$ denotes the $L_{2}$ norm, $\Phi$ denotes the scattered far field obtained using purely the subdivision basis for physics and $\tilde{\Phi}$ the solution obtained using MHs. As is evident from the first row in Table. 3.1, we observe convergence with increasing MHs.

Numerical Example 2: Next, we study the reconstruction of both the geometry and the physics using MHs in tandem. In the second and third row in Table. 3.1, we present the geometric errors with respect to the number of MHs. The metrics we will use here and throughout the chapter are as follows: (a) Surface area error $S_{e r r}\left(\Gamma_{G}, \Gamma_{M}\right)=\frac{\left\|S_{M}-S_{G}\right\|}{\left\|S_{G}\right\|}$, where $S_{M}$ is the reconstructed surface area for $M \mathrm{MHs}$ and $S_{G}$ is the exact surface area. And, (b) $H\left(\Gamma_{G}, \Gamma_{M}\right)$, which denotes the maximum Hausdorff distance [43], between the exact geometry and the reconstructed geometry for $M$ MHs. In addition, in Figs. 3.4a-3.4d both the reconstructed surface as well as the reconstructed and exact surfaces are prejected onto the $x-z, y-z$, and $x-y$ planes for direct comparisons, indicated as black meshed and gray solid regions, respectively.

Finally, Fig. 3.4e demonstrates convergence as one increases the number of MHs for

| Rel. $\epsilon_{L_{2}}$ error | $M$ | 500 | 1000 | 1500 | 2000 | 2562 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\epsilon$ | $6.19 \mathrm{E}-4$ | $3.50 \mathrm{E}-5$ | $1.58 \mathrm{E}-5$ | $9.55 \mathrm{E}-6$ | $1.25 \mathrm{E}-13$ |
| $S_{\text {err }}$ | $M$ | 10 | 50 | 100 | 200 |  |
|  | $\epsilon$ | $2.46 \mathrm{E}-1$ | $1.89 \mathrm{E}-2$ | $4.13 \mathrm{E}-3$ | $2.32 \mathrm{E}-3$ |  |
| $H\left(\Gamma_{G}, \Gamma_{n}\right)$ | $M$ | 10 | 50 | 100 | 200 |  |
|  | $\epsilon$ | $3.10 \mathrm{E}-1$ | $4.42 \mathrm{E}-2$ | $3.97 \mathrm{E}-2$ | $3.30 \mathrm{E}-17$ |  |

Table 3.1: Relative error metric with respect to number of manifold harmonics M.
both geometry and physics. Each of the plots corresponds to fixed MHs for geometry with increasing MHs for physics. The error is measured against those obtained via an isogeometric solve. As is evident, it is possible to represent both the geometry and scattered field using significantly fewer MHs. It should also be noted that the errors plateau soon after a threshold error is reached in geometry reconstruction. Parenthetically, we note that the number of MHs used for shape reconstruction is typically not the same as those used to construct the physics on the surface. A good illustrative example is a sphere. To reconstruct the sphere, one needs only the lowest order, but reconstruction of the fields on the surface requires far more MHs proportional to the frequency of these fields. As a result, given $N_{v}$ MHs and a desired fidelity, one would have different number of MHs to represent the surface and physics on the surface.

### 3.2.0.3 Analysis of Vector Fields using Manifold Harmonics

Furthermore, we aim to construct a spectral representation of vector field quantities on the surface using MHB. The MHB forms the building block for a complete system of eigenfunctions of the vector Laplace-Beltrami operator (or Hodge-Laplace operator) $\vec{\Delta}_{\Gamma}=$ $\nabla_{\Gamma} \operatorname{div}_{\Gamma}-\operatorname{curl}_{\Gamma} \operatorname{curl} l_{\Gamma}$. Indeed, the system $\left\{\nabla_{\Gamma} H_{m}, \operatorname{curl}_{\Gamma} H_{m}\right\}$ forms a system of orthogonal nontrival eigenvectors for $\vec{\Delta}_{\Gamma}$ with the same eigenvalues $\lambda_{m}$,

$$
\begin{align*}
-\vec{\Delta}_{\Gamma} \nabla_{\Gamma} H_{n} & =\lambda_{n} \nabla_{\Gamma} H_{n}  \tag{3.11}\\
-\vec{\Delta}_{\Gamma} \operatorname{curl}_{\Gamma} H_{n} & =\lambda_{n} \operatorname{curl}_{\Gamma} H_{n} \tag{3.12}
\end{align*}
$$



Figure 3.4: Convergence in $\epsilon_{L_{2}}$ relative error of reconstructed far field as we increase MHs used to represent the surface and fields on the surface.


Figure 3.5: Reconstruction of the target current $\mathbf{J}$ obtained with an increasing number of MHs for the jet airliner.

Given the representation of each of the eigenfunction (3.4), it follows that currents defined on the manifold can be written in terms of these eigenfunctions. Specifically, for the Helmholtz decomposition (2.5) prescribed earlier, we seek the gradient and rotation as follows:

$$
\begin{gather*}
\nabla_{\Gamma} H_{m}(\mathbf{r}) \approx \nabla_{\Gamma} \widetilde{H}_{m}^{l}(\mathbf{r})=\sum_{n=1}^{N_{v}^{l}} h_{m, n}^{l} \nabla_{\Gamma} \xi_{i}^{l}(\mathbf{r}),  \tag{3.13a}\\
\operatorname{curl}_{\Gamma} H_{m}(\mathbf{r}) \approx \operatorname{curl}_{\Gamma} \widetilde{H}_{m}^{l}(\mathbf{r})=\sum_{n=1}^{N_{v}^{l}} h_{m, n}^{l} \hat{\mathbf{n}} \times \nabla_{\Gamma} \xi_{n}^{l}(\mathbf{r}) \tag{3.13b}
\end{gather*}
$$

Using these expressions, the currents, $\mathbf{J}(\mathbf{r})$, may alternatively be written in in terms of this basis as

(a)

Figure 3.6: Example of a Helmholtz decomposition of a vector field on a double torus into curl-free, div-free and harmonic field.


Figure 3.7: Reconstruction of the target current $\mathbf{J}$ obtained with an increasing number of MHs for the bumpy cube.

$$
\begin{align*}
\mathbf{J}_{M}^{l}(\mathbf{r}) & =\tilde{\mathbf{J}}_{1, M}^{l}(\mathbf{r})+\tilde{\mathbf{J}}_{2, M}^{l}(\mathbf{r})+\tilde{\mathbf{J}}_{3, M}^{l}(\mathbf{r})+\tilde{\mathbf{J}}_{4, M}^{l}(\mathbf{r}) \\
& =\sum_{m=1}^{M}\left[v_{m}^{l} \tilde{\mathbf{J}}_{1, m}^{l}(\mathbf{r})+w_{m}^{l} \tilde{\mathbf{J}}_{2, m}^{l}(\mathbf{r})\right]+\overline{\boldsymbol{\omega}}_{M}(\mathbf{r}),  \tag{3.14a}\\
& \tilde{\mathbf{J}}_{1, m}^{l}(\mathbf{r})=\frac{\nabla_{\Gamma} \tilde{H}_{m}^{l}(\mathbf{r})}{\sqrt{\lambda_{m}^{l}}} \\
& \tilde{\mathbf{J}}_{2, m}^{l}(\mathbf{r})=\frac{\operatorname{curl}_{\Gamma} \widetilde{H}_{m}^{l}(\mathbf{r})}{\sqrt{\lambda_{m}^{l}}}  \tag{3.14b}\\
& \overline{\boldsymbol{\omega}}_{M}^{l}(\mathbf{r})=\sum_{m=1}^{g}\left[a_{3, m}^{l} \tilde{\mathbf{J}}_{3, m}^{l}(\mathbf{r})+a_{4, m}^{l} \tilde{\mathbf{J}}_{4, m}^{l}(\mathbf{r})\right] .
\end{align*}
$$

such that $\left\{\tilde{\mathbf{J}}_{1, m}^{l}, \tilde{\mathbf{J}}_{2, m}^{l}\right\}$ is an othronormal basis [30]. And, $\overline{\boldsymbol{\omega}}_{M}^{l}$ is the harmonic component represented using the MHB following (2.10).

Numerical Example 1: In this example we consider representation of currents on two different simply connected objects: a bumpy cube and a jet airliner. Our goal is to examine the convergence of the representation of the current to a bandwidth of $M$ harmonics. In both instances, we reconstruct a surface current generated by a 1 GHz plane wave incident in the $-\hat{\mathbf{z}}$, respectively. In Fig. 3.3, we visualize the manifold harmonic representation of the current for a bumpy cube, with 5124 DoFs, and in Fig. 3.2 for a jet airliner, with 12132 DoFs. As can be seen in both figures, the first $\mathbf{J}_{m}$ functions capture the coarse features of the current and the next, high frequency ones, correspond to the details. Table. 3.2 demonstrates the precision of the inverse MHT (3.14) w.r.t original current $\mathbf{J}_{N}$ as we increase the number of MHs. Our metric for validation is the reconstruction error $\epsilon=\left\|\mathbf{J}_{N}\left(\mathbf{x}_{i}\right)-\tilde{\mathbf{J}}\left(\mathbf{x}_{i}\right)\right\|_{[B]}^{1 / 2}$. Note,

| Bumpy Cube | $M$ | 200 | 1000 | 2000 | 5122 |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\epsilon$ | $9.87 \mathrm{E}-4$ | $4.02 \mathrm{E}-4$ | $4.16 \mathrm{E}-5$ | $3.65 \mathrm{E}-17$ |
| Jet airliner | $M$ | 500 | 1000 | 2000 | 12130 |
|  | $\epsilon$ | $4.21 \mathrm{E}-4$ | $9.93 \mathrm{E}-5$ | $4.14 \mathrm{E}-5$ | $9.03 \mathrm{E}-17$ |

Table 3.2: Relative $\epsilon$ error, with respect to number of manifold harmonics $M$, in the reconstructed surface currents density.
$\mathbf{J}_{N}(\mathbf{x})$ is the current on the surface as approximated by the Loop-subdivision basis set. In both candidate objects, we find that as expected, $\epsilon$ decreases as the number of MH $M$ increases, eventually approaching machine precision.

Numerical Example 2: In what follows, we illustrate the prowess of MHB for vector field representation on a multiply connected surface. To wit, we consider representation of vector fields on the double torus (Fig. 3.6a) with 6140 DoF. Our goal is to examine the convergence of the representation of the vector field to a bandwidth of $M$ harmonics. In this instance, we reconstruct the tangential projection of the vector field,

$$
\begin{equation*}
\mathbf{B}(\mathbf{x})=\frac{\mathbf{L} \times\left(\mathbf{x}-\mathbf{x}^{\prime}\right)}{\left|\mathbf{x}-\mathbf{x}^{\prime}\right|^{3}} \tag{3.15}
\end{equation*}
$$

on the surface; note, this field is centered at the origin and oriented in the direction ( $0.1,0.2,2.1$ ). In general, this field will have non-zero projections on to all three components in the Hodge decomposition.

| M | $\left\\|\epsilon_{1}\right\\|_{2}$ | $\left\\|\epsilon_{2}\right\\|_{2}$ | $\left\\|\epsilon_{3}\right\\|_{2}$ | $\left\\|\epsilon_{4}\right\\|_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| 500 | $3.37 \mathrm{E}-3$ | $2.97 \mathrm{E}-3$ | $2.68 \mathrm{E}-2$ | $1.30 \mathrm{E}-1$ |
| 1000 | $5.41 \mathrm{E}-5$ | $5.62 \mathrm{E}-5$ | $5.67 \mathrm{E}-3$ | $1.32 \mathrm{E}-2$ |
| 2000 | $1.69 \mathrm{E}-5$ | $5.56 \mathrm{E}-7$ | $2.04 \mathrm{E}-3$ | $4.02 \mathrm{E}-3$ |
| 6138 | $6.94 \mathrm{E}-27$ | $1.25 \mathrm{E}-26$ | $5.54 \mathrm{E}-24$ | $1.31 \mathrm{E}-23$ |

Table 3.3: $L_{2}$-error of the reconstructed components of a vector field on the double torus (Fig. 3.6a), using M MHs.

Table. 3.3 demonstrates the precision of the inverse MHT (3.14) w.r.t original vector field $\mathbf{J}_{N}$ on the surface, as approximated by the Loop-subdivision basis set, as we increase the number of MHs. Our metric for validation is the $L_{2}$ error metric as follows: $\epsilon_{v}=$ $\sqrt{\left\|\tilde{\mathbf{J}}_{v, M}-\mathbf{J}_{v, N}\right\|_{2} /\left\|\mathbf{J}_{v, N}\right\|_{2}}$, where $v \in\{1,2,3,4\}$. We find that as expected, $\epsilon$ decreases as the number of MH $M$ increases. Where the $L_{2}$ norm of each reference component is as follows: $\left\|\mathbf{J}_{1, N}\right\|_{1}=6.02 \mathrm{E}+2,\left\|\mathbf{J}_{2, N}\right\|_{1}=5.67 \mathrm{E}+2,\left\|\mathbf{J}_{3, N}\right\|_{2}=2.18 \mathrm{E}-1$, and $\left\|\mathbf{J}_{4, N}\right\|_{2}=$ 2.67E-5. In Fig. 3.6a, we visualize the Helmholtz decomposition of the Loop subdivision representation of the current.

### 3.3 Localized Manifold Harmonics

### 3.3.1 Formulation

In this section, we follow a framework for spectral analysis that is designed to be at the same time local and compatible with the existing manifold harmonic spectral constructions [113]. In practice, this approach boils down to the computation of the eigenfunctions of a new operator, which is realized as a simple update to the Laplace-beltrami operator (3.2) thus fully retaining the computational efficiency and theoretical guarantees of the resulting optimization process.

As alluded to earlier, the principal challenge with MHB is the number of basis functions necessary to capture fine features, be it geometry or physics. A potential remedy is the use of L-MHB [113]. L-MHB is a local and compatible basis with the existing MHB. In practice, computing L-MHB boils down to the computation of the eigenfunctions of a new operator, which is realized as a simple update to the LBO (3.2) thus fully retaining the computational efficiency and theoretical guarantees of the resulting optimization process.

Considering a region $\Gamma_{\alpha} \subset \Gamma$, we seek a set of L-MHB $\left\{\zeta_{1}, \ldots, \zeta_{M^{\prime}}\right\}$ as the solution to the following optimization problem:

$$
\begin{equation*}
\min _{\zeta_{1}, \ldots, \zeta_{M^{\prime}}} \sum_{j=1}^{M^{\prime}} \mathcal{E}_{S}\left(\zeta_{j}\right)+\mu_{R} \mathcal{E}_{R}\left(\zeta_{j}\right) \tag{3.16a}
\end{equation*}
$$

$$
\begin{gather*}
\text { s.t. }\left\langle\zeta_{i}, \zeta_{j}\right\rangle_{L^{2}(\Gamma)}=\delta_{i j} i, j=1, \ldots, M^{\prime},  \tag{3.16b}\\
\left\langle\zeta_{i}, H_{j}\right\rangle_{L^{2}(\Gamma)}=0, i=1, \ldots, M^{\prime} ; j=1, \ldots, M, \tag{3.16c}
\end{gather*}
$$

where the first term, $\mathcal{E}_{s}(\cdot)$, is as defined earlier and

$$
\begin{equation*}
\mathcal{E}_{R}(f)=\int_{\Gamma}\left[f(\mathbf{r})(1-u(\mathbf{r})]^{2} d \mathbf{r}\right. \tag{3.17}
\end{equation*}
$$

is a quadratic penalty promoting the localization of the basis functions on the given region $\Gamma_{\alpha} \subseteq \Gamma$, via the local penalty term $\mu_{R}$. Here, we choose $u(\mathbf{r})$ such that $u(\mathbf{r})=1$ for $\mathbf{r} \in \Gamma_{\alpha}$ and $u(\mathbf{r})=0$ otherwise. As we will see in what follows, (3.16) allows constructing an incremental set of functions that are smooth, orthogonal to a given set of MHB, and localized to $\Gamma_{\alpha}$.

### 3.3.2 Implementation Details

Next, to obtain the solution to (3.16) we use a penalty method with the following penalty term $\mu_{\perp}$ [113]. With this in mind, let the limit surface $\Gamma$ be parametrized by the $l$-th refined control mesh $T^{l}$ and $\left[\zeta^{l}\right] \in \mathbb{R}^{n \times M^{\prime}}$ be a matrix containing the $M^{\prime}$ L-MHB in its columns. Equation (3.16) can then be written in discrete form as,

$$
\begin{gather*}
{\left[Q^{l}\right]\left[\zeta^{l}\right]=\left[B^{l}\right]\left[\zeta^{l}\right]\left[\Sigma^{l}\right],}  \tag{3.18a}\\
{\left[Q^{l}\right]=\left[A^{l}\right]+\mu_{R}\left[B^{l}\right] \operatorname{diag}(\mathbf{v})+\mu_{\perp}\left[B^{l}\right]\left[H^{l}\right]\left[H^{l}\right]^{T}\left[B^{l}\right],} \tag{3.18b}
\end{gather*}
$$

where $\left[Q^{l}\right]$ is symmetric, positive semi-definite, and $\mathbf{v}$ denotes the discrete version of $\mathbf{v}(\mathbf{r})=(1-u(\mathbf{r}))^{2}$ that serves as a diagonal update to enforce locality in (3.17).

By casting the optimization problem as a generalized eigenvalue problem, we obtain a natural ordering of the basis functions; for $\mu_{R}>0$ and $\mu_{\perp}>0$, we obtain a new set of $M^{\prime}$ functions $\left\{\tilde{\zeta}_{1}, \ldots, \tilde{\zeta}_{M^{\prime}}\right\}$ localized to a given region $\Gamma_{\alpha} \subset \Gamma$. These functions


Figure 3.8: Localized manifold harmonics for the bumpy cube. We show the first few localized manifold harmonics.
effectively extend the MHB, in the sense that the new set $\left\{\tilde{H}_{1}, \ldots, \tilde{H}_{M}, \tilde{\zeta}_{1}, \ldots, \tilde{\zeta}_{M^{\prime}}\right\}$ forms an orthogonal basis for a $M+M^{\prime}$-dimensional subspace of $L_{2}(\Gamma)$. Note, we are guilty of a slight abuse of notation in the interest of brevity; we have directly used the discrete or quantities denoted using 'tilde.' The localized harmonics bring additional (higher frequency) information to the global basis formed by the first $M$ MHB. Compared to only using only the MHB, the new representation provides a more compressed model since fewer localized harmonics are needed to capture the high-frequency content within $\Gamma_{\alpha}$, than the number of harmonics that would be needed when considering only the MHB.

Lastly, Fig. 3.8a provides an illustration of the first few LMH on the a bumpy cube.

### 3.4 Hierhical Manifold Harmonic Basis on Loop subdivised surfaces

### 3.4.1 Formulation

In this section, we demonstrate the construction of H-MHB via a series of control meshes and apply it to the analysis of electromagnetic scattering. A salient feature of subdivision is that all control meshes point to the same limit surface. It follows, therefore, that it is possible to relate MHB defined on a mesh $T^{l}$ to mesh $T^{l+1}$. In other words, we can define a hierarchical basis set that is defined band-by-band over a series of Loop subdivision control meshes. This approach fits well with the common numerical computation of eigenvectors and eigenvalues, which is done per band, leading to an efficient basis computation. Furthermore, this allows reduction in complexity when using this basis for electromagnetic analysis, as will be demonstrated below.


Figure 3.9: A select few low manifold harmonics and the corresponding prolonged manifold harmonics from a level below on a tetrahedron.

Fortunately, the mapping between different control meshes are well defined within the rubric of subdivision; specifically, prolongation and restriction operators allow us to map data defined on one mesh onto another mesh. We use this framework highlighted in the last chapter to construct prolonged manifold harmonics [144]. Specifically, the prolonged MHB at level $l+1$ from level $l$ are given by:

$$
\begin{equation*}
\left[\hat{H}^{l+1}\right]=\left[P^{l}\right]\left[H^{l}\right] \tag{3.19}
\end{equation*}
$$

and, the coarsening operator is defined as

$$
\begin{equation*}
\left[H^{l}\right]=R^{l}\left[\hat{H}^{l+1}\right] \tag{3.20}
\end{equation*}
$$

where, the prolongation operator is the Loop subdivision matrix (2.2) and restriction operator is defined as $\left[R^{l}\right]=\left(\left[S^{l}\right]^{T}\left[S^{l}\right]\right)^{-1}[S]^{T}$, see (2.3).

### 3.4.2 Implementation Details

We now introduce the notations for hierarchically partitioning the MHB, as similarly proposed in [144]. The computation of the H-MHB basis requires splitting the eigenspace into $f+1$ non-overlapping bands defined over their respective $l^{\text {th }}$ refined mesh $T^{l}$, given the required band widths $\left\{k^{l} \geq 0, l 0, \ldots, f\right\}$, such that $\sum_{l=0}^{f} k^{l}=\tilde{k}^{f}$. The hierarchical basis is given by $\left[\tilde{H}^{0}\right]=\left[H^{0}\right],\left[\tilde{\Lambda}^{0}\right]=\left[\Lambda^{0}\right]$, and $\left[\tilde{H}^{l+1}\right]=\left[S^{l} \tilde{H}^{l}, H^{l+1}\right]$, and $\left[\tilde{\Lambda}^{l+1}\right]=\left[\tilde{\Lambda}^{l}, \Lambda^{l+1}\right]$ where $\left[H^{0}\right],\left[\Lambda^{0}\right]$ are the first $k^{0}$ MHB and respective eigenvalues and $\left[\tilde{H}^{l+1}\right],\left[\tilde{\Lambda}^{l+1}\right]$ are the first $k^{l+1} \mathrm{H}-\mathrm{MHB}$ and eigenvalues in the band starting after the largest eigenvalue

```
Algorithm 1: Compute H-MHB.
    input : A series of control meshes \(T^{l}, l \in\{0, \ldots, f\}\)
    Total dimension of MHB \(\tilde{k}^{f}=\sum_{l=0}^{f} k^{l}\)
h - size of MHB band to compute
Control error \(\epsilon\)
    output: Set of H-MHB \([\tilde{H}]\) and eigenvalues \([\tilde{\Lambda}]\)
    / / Compute \(\left[H^{0}\right]\) and its eigenvalues \(\left[\Lambda^{0}\right]\)
    \(\sigma=\max \left(\Lambda^{0}\right)+0.4\left(\max \left(\Lambda^{0}\right)-\min \left(\Lambda^{0}\right)\right)\)
    / / Store \(\left[H^{0}\right]\)
    \(H^{*} \leftarrow\left[H^{0}\right]\)
    for \(l:=1\) to \(f\) do Mesh loop
    \(k \leftarrow 0\)
    while \(k<k^{l}\) do MH loop
            Compute \(h\) MHB \(\bar{H}\) and eigenvalues \(\bar{\Lambda}\) near \(\sigma\)
            Remove \(\bar{H}\) for which \(\left\langle\hat{H}^{*}, \bar{H}\right\rangle_{\Gamma}>\epsilon\)
            / /Concatenate remaining \(k^{\prime} \bar{H}\) and \(\bar{\Lambda}\)
            \([\tilde{H}]=\left[H^{*}, \bar{H}\right]\)
            \([\tilde{\Lambda}]=\left[\Lambda^{*}, \bar{\Lambda}\right]\)
            \(\sigma=\max (\bar{\Lambda})+0.4(\max (\bar{\Lambda})-\min (\bar{\Lambda})) k=k+k^{\prime}\)
    end
    / /Store \(\bar{H}\)
    \(H^{*} \leftarrow \bar{H}\)
    end
```

of $\left[\tilde{\Lambda}^{l}\right]$ and the operator $[\cdot, \cdot]$ denotes either column concatenation, or diagonal matrix concatenation according to the context.

For each band we employ an eigenvalue solver, that computes eigenvalues and eigenvectors near a given $\sigma$ that is close to an eigenvalue $[144,134]$. We iteratively compute the bands as shown in Alg. 1; this tactic is a good fit with the common numerical computation of eigenvectors and eigenvalues, which is done per band [153], leading to an efficient basis computation. We note that, as the eigenvalues are not exactly linear, we overcompensate in the computation of the bands, by computing $h$ eigenpairs more than what is required. Then, we leverage the approximate orthogonality property, to remove MHs that are already well represented in the basis $\tilde{H}^{l}$, where we discard eigenvectors with a maximal projection norm larger than $\epsilon$. In all our experiments we choose $h=50$ and $\epsilon=0.9$. In this scheme, it


Figure 3.10: Two successive Loop subdivison refinements, from coarse to refined, of control mesh (a) 540 vertices, (b) 2050 vertices and (c) 8194 vertices.
difficult to guarantee completeness of the basis set, i.e., none of the information is "lost", as otherwise, this reduces the basis' representation power; a formal guaranteed of its completeness doesn't exist [144]. The method in which we split the eigenspectrum is heuristic, as such, issues like repeating eigenvalues may be problematic. However, in our experiments, we have not experienced problems due to this limitation. Lastly, Fig. 3.9 shows the visual similarity between the MHB for $[H]$ and the prolonged MHB $[\hat{H}]$ for a few low eigenfunctions.

### 3.5 Conclusion

In this chapter, we have explored the benefits of MHB defined on Loop subdivision surfaces as applied to both the manifold and physics on the manifold. In particular we have exploited the compression and multi-resolution framework that this basis provides to address every facet of the analysis process; from representing and compressing/filtering geometry to scalar and vector fields on Loop subdivision surfaces; including representing currents on multiply connected surfaces. In addition, we review a framework for local spectral analysis and processing that naturally extends the MHB spectrum, allowing one to perform operations which are localized to a given region of interest on the surface. Lastly, we focused on explotiing the multi-resolution nature of both the MHB subdivision surfaces to implement the H-MHB as a means of using a composition of data from a hierarchy of refined geometries to compute results from the finest geometry. The application of these bases is explored in later chapters including problems in inverse design, acoustic
scattering, and electromagnetic scattering. Moreover, MHB opens the door to far-reaching applications like machine learning, target recognition, data fusion for inverse problems, shape and topology optimization.

This chapter, ©2022 JASA, in part, is reprinted, with permission, from A. M. A. Alsnayyan and B. Shanker, "Laplace-Beltrami based multi-resolution shape reconstruction on subdivision surfaces," The Journal of the Acoustical Society of America on, March 2022, with slight modifications to fit in this dissertation.

This chapter, ©2022 IEEE, in part, is reprinted, with permission from A. M. A. Alsnayyan and B. Shanker, "Manifold Harmonics and their application to computational electromagnetics," IEEE Journal on Multiscale and Multiphysics Computational Techniques on, August 2022, with slight modifications to fit in this dissertation.

## CHAPTER 4

## ACOUSTIC THEORY AND INTEGRAL EQUATION FORMULATIONS

### 4.1 Introduction

Surface integral equation (SIE) posit excellent benefits such as (a) the Green's function embeds the necessary radiation condition; (b) reduction of a volumetric problem into a surface embedded in a volume, and therefore, the required degrees of freedom; and (c) readily handle arbitrary geometries. As such, this method has become commonplace for computing scattering from piecewise homogeneous scatterers [89, 156, 91]. The traditional downsides of these methods are (a) non-uniqueness at irregular frequencies [36], (b) computational complexity that scales as $O\left(N_{b}^{2}\right)$, where $N_{b}$ denotes the number of degrees of freedom used in the analysis [11], and (c) the integration of singular functions.

By computational complexity, we refer to the scaling of memory required as well as execution time of each matrix vector product required in any iterative solver. We note that both downsides have been overcome [68]. Methods have been developed to obtain a unique solution at all frequencies and to reduce the cost to $O\left(N_{b} \log N_{b}\right)$ [65, 74]. Given these advances, SIE-based computational methods are both reliable and robust.

However, despite all appearances, a number of interesting challenges remain and these are not specific to acoustics. Indeed, as will be evident in this paragraph, some of these comments apply to all SIEs. A traditional SIE solution proceeds as follows: the surface of a candidate object is represented using a collection of discrete elements, the physical quantity of interest is then represented using basis functions described on these discrete elements, and a variational technique is used to reduce the continuous equations to a set of discrete equations. Typically, the object is represented using a collection of triangles, and low order ansatz basis functions are used to represent the physical quantity of interest on the scatterer. The resulting discrete set inherits (and depending on the operator, exacerbates) errors due to geometric approximation. It follows, then, that these challenges can be alleviated by
resorting to higher order geometric representation and the corresponding basis functions [126]. One would imagine that resorting to higher order geometric representation would result in fewer degrees of freedom, simply due to the fact that one does not need as many piece-wise flat triangles to represent the object. But one should note that in most higher order schemes the discretization is still $C^{0}$ and functions are higher order within one triangle. Our approach to higher order analysis is different.

In the past, we developed a method for discretizing SIEs that was highly flexible and adaptive called the Generalized Method of Moments (GMM) [116, 51]. GMM is effective and efficient, and has been used for different problems in both acoustics and electromagnetics. It permits refinement in the order of geometric representation and the order of basis functions used for physics, and spatial refinement. In GMM, geometry is constructed using a set of overlapping patches, with physical basis functions defined on each patch. Since each patch is constructed using a least-squares approach, a persistent drawback of GMM is that these parametrizations are not watertight.

Robust higher order watertight surface representation is indeed vogue in the computer graphics literature. Here, the surface representation is watertight and approximately $C^{2}$ almost everywhere (provided one uses subdivision [106, 149]). The higher order continuity of the surface representation offers a number of tantalizing opportunities from both mathematical and engineering perspectives such as analysis of convergence, development of Calderón type preconditioners, Laplace-Beltrami based compression, higher order basis for physics that has the same continuity properties as geometric basis sets, shape and topology optimization methods that rely on compressed systems, and so on. In this chapter, we set the stage for this body of work by asking a more fundamental question-what should we have in our arsenal so as to realize computationally efficient higher order (in geometry and physics) analysis tools.

Our approach to meeting the goals alluded to earlier is to use isogeometric analysis. Here, the basis functions used to represent the physics are the same as basis functions
used to represent the geometry. As a result, all the geometric modeling features that one desires, such as adaptivity, refinement, etc., directly carry over to modeling the physics. In a manner of speaking, in the long term such an analysis tool would enable seamless integration of computer aided design (CAD) and computer aided engineering (CAE). The advent of isogeometric analysis has its genesis in early papers by Hughes [79], and has since been adapted for a number of different types of problems [49, 77] in structural mechanics and electromagnetics [98, 97].

While our earlier body of work on extending isogeometric analysis based on subdivision surfaces to electromagnetics [98, 67] demonstrated its viability, several challenges related to computational cost, both evaluation of matrix elements as well as matrix vector products, were left unaddressed. It is important to note that the Green's kernels used for electromagnetics were all due to single layer potentials, unlike those for acoustics [146]. The latter makes evaluation significantly more challenging. To help visualize challenges in evaluating the necessary inner products, it should be noted that unlike Lagrangian discretization, the domain of a subdivision basis function is significantly larger; it includes all triangles that share a node (or control point). The basis function used for geometry is a product of box-splines and therefore, fourth order. Since we use the same basis function for physics as well, it implies that one needs to evaluate products of higher order polynomials convolved with a Green's function on higher order surfaces, for all pairwise interactions as is dictated by an SIE formulation. Assuming that $N_{b}$ is the number of degrees of freedom, and $N_{q}$ is the number of quadrature points, the cost of evaluating the matrix elements scales as $O\left(N_{q}^{2} N_{b}^{2}\right)$. We note that $N_{q}$ can be very high as both the surface and the basis functions are fourth order polynomials. Our objective is to develop an isogeometric analysis technique for acoustic scattering that is computationally efficient. Specifically, we seek to reduce the cost of evaluation of both the matrix elements as well as a matrix vector product. In order to do so, we exploit a version of the Multi-level Fast Multipole Method (MLFMA) that is stable at both low and high frequencies $[112,80]$ and has been used extensively
for wideband electromagnetic analysis. To this end, the principal contributions of are as follows: we present

- isogeometric analysis (IGA) on smoothly represented structures of arbitrary topology,
- a study of convergence properties of IGA based SIE solvers,
- methods to linearize both the cost of evaluation of the necessary matrices and matrix-vector products,
- a demonstration of convergence of IGA-SIE solver for conical geometries as well as complex targets with multiscale features,
- results validating the scaling and accuracy of wideband MLFMA scheme, and

The rest of the chapter is organized as follows; in Section 4.2.1, we present the formulation, describe subdivision basis for geometry, and discuss the resulting linear system. In Section 4.3, we present a methodology to efficiently evaluate all the requisite inner products. This is followed by asymptotic complexity estimates in Section 4.3.3, and a slew of numerical results in Section 6.4. Finally, in Section 6.5, we summarize our contributions.

### 4.2 Acoustics: Helmholtz's Equation and Integral Equation Formulations

### 4.2.1 Problem Formulation

Consider a scatter, in a homogeneous medium, with a hard boundary $\Omega \in \mathbb{R}^{3}$ and a uniquely defined normal $\hat{n}(\mathbf{r})$, where $\mathbf{r} \in \Omega$. It is assumed that the rest of space is homogeneous, and that the object is at rest. Consider a velocity field incident on this scatterer denoted by $\mathbf{v}^{i}(\mathbf{r})$. This generates a scattered velocity field given by $\mathbf{v}^{s}(\mathbf{r})$ and we define the total velocity field as $\mathbf{v}^{t}(\mathbf{r})=\mathbf{v}^{i}(\mathbf{r})+\mathbf{v}^{s}(\mathbf{r})$. These fields can be represented by equivalent potentials such that $\mathbf{v}^{\xi}(\mathbf{r})=\nabla \Phi^{\xi}(\mathbf{r})$, for $\xi \in\{t, s, i\}$. A unique solution in $\Phi^{t}(\mathbf{r})$ is
guaranteed through the Burton-Miller formulation, written in terms of these potentials[36]:

$$
\begin{align*}
\mathcal{L}_{B M}[\Phi, \Omega](\mathbf{r}) & =V^{i}(\mathbf{r}), \\
\mathcal{L}_{B M}[\Phi, \Omega](\mathbf{r}) & \doteq(1-\alpha)\left(\frac{\Phi}{2}-\mathcal{D}[\Phi, \Omega](\mathbf{r})\right)-\alpha \beta \mathcal{N}[\Phi, \Omega](\mathbf{r}),  \tag{4.1}\\
V^{i}(\mathbf{r}) & \doteq(1-\alpha) \Phi^{i}(\mathbf{r})+\alpha \beta \hat{n} \cdot \nabla \Phi^{i}(\mathbf{r})
\end{align*}
$$

where $0 \leq \alpha \leq 1$, the constant weighting factor and $\beta$, the coupling factor, make the solution unique at all frequencies; the optimal choice of alpha and beta has been the subject of many studies $[12,110,169]$. In the remainder of the chapter we follow the standard Burton-Miller formulation[36]. Note, setting $\alpha=0$ or $\alpha=1$ introduces a non-trivial null space at frequencies that correspond to the interior resonance of the structure. The reader is referred to $[36,104]$ for a theoretical explanation. Insight into the null spaces of these operators for spherical objects can be obtained using methods presented in [99]. The operators $\mathcal{D}$ and $\mathcal{N}$ are defined as

$$
\begin{gather*}
\mathcal{D}[\Phi, \Omega](\mathbf{r}) \doteq \int_{\Omega} \Phi\left(\mathbf{r}^{\prime}\right) \hat{\mathbf{n}}\left(\mathbf{r}^{\prime}\right) \cdot \nabla^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}  \tag{4.2a}\\
\mathcal{N}[\Phi, \Omega](\mathbf{r}) \doteq \hat{\mathbf{n}}(\mathbf{r}) \cdot \nabla\left[\int_{\Omega} \Phi\left(\mathbf{r}^{\prime}\right) \hat{\mathbf{n}}\left(\mathbf{r}^{\prime}\right) \cdot \nabla^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}\right] . \tag{4.2b}
\end{gather*}
$$

We define the kernel as the free-space Helmholtz kernel, $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=e^{-i k_{0}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} / 4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, k_{0}$ is the wavenumber, $\beta=i / k_{0}$. An $e^{i \omega t}$ dependence is assumed and suppressed. The solution to these equations is typically effected in a discrete setting as follows; one discretizes $\Omega$ using a collection of patches such that $\Omega=\bigcup_{l}^{N_{p}} \Omega_{l}$, where $\Omega_{l}$ denotes a patch. Then each patch $\Omega_{l}$ supports a unique, locally indexed, set of basis functions $\psi_{n}(\mathbf{r}), n \in\left\{1, \cdots, N_{v}\right\}$. In other words, each basis function, $\psi_{n}$, is defined over a unique collection of patches $\Gamma_{n}=\left\{\Omega_{\alpha}, \cdots, \Omega_{l}, \cdots, \Omega_{\beta}\right\}$.

The exact solution of (4.1) is generally not available. The numerical solution of the integral equations is effected in a discrete setting using an isogeometric method based on Loop subdivision.

### 4.2.2 Isogeometric basis sets and discrete systems

In chapter 2, we have defined effective basis functions that act upon control vertices so as to produce a limit surface. In what follows, we postulate that one can define quantities at these control nodes that represent the physics on the limit surface. To this end, one can write the potential over any given patch as

$$
\begin{equation*}
\Phi(\mathbf{r}(u, v))=\sum_{i=1}^{N_{v}} a_{i} \psi_{i}(\mathbf{r}(u, v)) . \tag{4.3}
\end{equation*}
$$

Where now we define $a_{i}$ as weights assigned to the locally indexed $i^{\text {th }}$ vertex; $N_{v}, \psi_{i}(\mathbf{r}(u, v))$, and $(u, v)$ retain the same definition as those prescribed above. Employing Galerkin testing with these prescribed basis sets, one obtains

$$
\begin{gather*}
\mathcal{Z} \mathcal{I}=\mathcal{V}  \tag{4.4a}\\
Z_{m n}=\int_{\Gamma_{m}} \psi_{m}(\mathbf{r}) \mathcal{L}_{B M}\left[\psi_{n}, \Gamma_{n}\right](\mathbf{r}) d \mathbf{r} \tag{4.4b}
\end{gather*}
$$

where $\mathcal{I}=\left[a_{1}, a_{2}, \cdots, a_{N}\right]^{T}, \mathcal{V}=\left[V_{1}, V_{2}, \cdots, V_{N}\right]^{T}$ and

$$
\begin{equation*}
V_{m}=\int_{\Gamma_{m}} \psi_{m}(\mathbf{r}) V^{i}(\mathbf{r}) d \mathbf{r} \tag{4.4c}
\end{equation*}
$$

While simply stated, evaluation of these integrals is challenging from mulitple perspectives: the hypersingular nature of these integrals needs to be carefully taken into account when the support $\Gamma_{m} \cap \Gamma_{n} \notin \varnothing$. Likewise, higher order quadrature poses significant bottlenecks. These issues are addressed in the next section.

### 4.3 Wideband MLFMA for higher order isogeometric bases

As alluded to earlier, the principal challenge is the evaluation of matrix element $Z_{m n}$. The order of the basis function (for both geometry and physics) is fourth order. Naively, the order of red integration rule for evaluating the inner products scale as $N_{q} \propto 16$ per triangle, giving an effective scaling as $N_{q}^{2} \propto 256 N_{\Delta}^{2}$ where $N_{\Delta}$ is the number of patches associated with the control vertices $m$ and $n$; note that using $N_{\Delta}$ is an abuse of notation, as $N_{\Delta}$ can differ for $\psi_{m}$ and $\psi_{n}$. As is apparent, this cost quickly dominates the overall cost.

Note that if the two nodes are in proximity to each other, one needs additional structure to evaluate the hypersingular integrals, this interaction is illustrated in Fig. 4.1. The approach we espouse is to construct an adaptive quadrature scheme that can be accelerated via wideband MLFMA. To set the stage for the computation, assume that each triangle in the domain $\Gamma_{n}$ of the $n$th basis function is partitioned recursively into $4^{l}$ subpatches where $l \in \mathbb{N}$. The domain of each of these partitions is now denoted by $\Gamma_{n}^{\gamma}$ for $\gamma=1, \cdots, 4^{l} N_{\Delta}$. It follows that any matrix element can be computed in terms of its partial contributions such that

$$
\begin{align*}
Z_{m n} & =\sum_{\zeta} \sum_{\gamma} \int_{\Gamma_{m}^{\zeta}} \psi_{m}(\mathbf{r}) \mathcal{L}_{B M}^{\gamma}\left[\psi_{n}(\mathbf{r}), \Gamma_{n}^{\gamma}\right] d S  \tag{4.5}\\
& =\sum_{\zeta} \sum_{\gamma} Z_{m n}^{\zeta \gamma}
\end{align*}
$$

where $\mathcal{L}_{B M}^{\gamma}$ denotes the evaluation of the operator over the domain $\Gamma_{m}^{\gamma}$, and the summations is over the number of source and observation subpatches. In our implementation we have fixed the depth of recursion $l$. We note the following:

- The size of each sub-patch is typically sub-wavelength; often less than a tenth of a wavelength.
- If the interaction is a self interaction, i.e., $m=n$, and $\Gamma_{m}^{\zeta}=\Gamma_{n}^{\gamma}$, one needs to use Hadamard finite part integration[156].

Next, we prescribe a methodology to ameliorate the cost of evaluating (4.5).

### 4.3.1 Amelioration of Matrix Vector Product Costs

To reduce the cost above, we take recourse to a tree based algorithm that is robust at small length scales. Fast multipole methods have long been in vogue in both acoustics and electromagnetics [161], their use has been to reduce the cost of evaluating a matrix vector product. As has been shown in Chew et. al. [41]. the manner which this approach has been used is to first enclose the entire object in a cubical domain (henceforth, called the root node), and recursively subdivide until one reaches a prescribed size of the smallest box (henceforth, termed the leaf node). Then at each level one partitions interactions between


Figure 4.1: Interaction between two nodes wherein the black subpatch denotes the source, red patches are its nearfield neighbors and all other patches lie in its farfield region.

(a)

(b)

Figure 4.2: Comparison of interactions between FMM and wideband MLFMA. (a) Limit on traditional leaf box size means that interactions between large patches must be computed directly. (b) For wideband MLFMA, interactions between large patches may be split between nearfield and farfield such that favorable scaling is maintained.
all boxes at that level as being in each others near or far field via the following rules: (a) any two boxes are in each others near field provided they share a geometrical region in space (node/edge/face), (b) boxes are denoted as far field pairs if they are in each others far field and their parents are in each others near field. This partition of interactions ensures that near field interactions are done at the leaf level, and all other interactions are accounted for using far field operators at different levels in the tree; Fig. 4.2 illustrates this computational infrastructure. In effect, using the above computational procedure one computes a matrix vector product by partitioning $\mathcal{Z}=\mathcal{Z}^{\text {near }}+\mathcal{Z}^{\text {far }}$. The matrix $\mathcal{Z}^{\text {near }}$ is explicitly computed and stored, and $\mathcal{Z}^{f a r}$ is never explicitly computed. The product $\mathcal{Z}^{f a r} \mathcal{I}$ is effected via


Figure 4.3: Illustration of traditional and wideband MLFMA trees. (a) Traditional: MLFMA leaf box size (and therefore tree height) is limited by the size of the largest patch. (b) Wideband MLFMA: leaf box size and tree height are not limited by patch size, and may be chosen for optimal MLFMA scaling.
five tree operations; charge to multipole (C2M), multipole to multipole (M2M), multipole to local (M2L), local to local (L2L) and local to observer (L2O). These denote operations mapping radiation of sources onto a tree, traversal up and across the tree, and finally, mapping these fields onto observers. The nuances of these operations are discussed in several papers, but notationally consistent definitions can be found in [112, 80]. Implicit in the above discussion is that one indirectly classifies interactions between basis functions.

The starting point of building a tree is to choose a leaf box size, typically chosen to be $0.2 \lambda$ where $\lambda$ is the wavelength corresponding to the wavenumber $k_{0}$. All basis functions whose support, $\Gamma_{m}$, overlaps significantly with the domain of a leaf box are assigned to that box. In a typical discretization, the domain of each unknown is approximately $0.1 \lambda$. As a result, each unknown can be mapped into one leaf box. This is not the case for higher order discretizations wherein the domain of each basis function is significantly larger [51]. As a result, their domain would span multiple leaf boxes. One alternative is to make the leaf box size significantly larger, to say largest $\Gamma_{m}$, for $m=1, \cdots, N_{b}$. An alternative would be to exploit the tree infrastructure to reduce the cost of computing each $Z_{m n} \in \mathcal{Z}^{\text {near }}$. It follows that given (4.5), the near interactions at the leaf node may instead be classified
in terms of $\Gamma_{m}^{\zeta}$ and $\Gamma_{n}^{\gamma}$, and one can instead compute $Z_{m n}^{\zeta \gamma}$ and this collection constitutes $\mathcal{Z}^{\text {near }}$. But we can do better than previous work[51], by choosing the leaf box size to (and correspondingly, the size of $\Gamma_{m}^{\zeta}$ ) to be arbitrarily small so as to achieve the optimal tradeoff between total computational cost for both near and far field computation; Fig. 4.2b illustrates these advantages. To enable choosing leaf box sizes smaller than $0.2 \lambda$, we use wideband FMM [112] that is stable at small lengths. With no loss in generality, we denote boxes whose side lengths are smaller than $0.2 \lambda$ as Accelerated Cartesian Expansion (ACE) [143] boxes, and those at that size or larger, as FMM boxes.

To this end, consider two leaf boxes that interact in the far field of each other. The domain of these leaf boxes are denoted using $\omega_{s}$ and $\omega_{0}$, respectively. Assume that $\Gamma_{n}^{\gamma} \cap \omega_{s} \neq \emptyset$. Analogously, $\Gamma_{m}^{\zeta} \cap \omega_{o} \neq \emptyset$. Let $\mathbf{r}_{o}^{c}$ and $\mathbf{r}_{s}^{c}$ denote the centers of $\omega_{o}$ and $\omega_{s}$. Then using the notation introduced in $[143,112]$

$$
\begin{equation*}
\int_{\Gamma_{m}^{\zeta}} \psi_{m}(\mathbf{r}) \mathcal{L}_{B M}^{\gamma}\left[\psi_{n}(\mathbf{r}), \Gamma_{n}^{\gamma}\right]=\mathcal{L}_{A} \circ \mathcal{T}_{A} \circ \mathcal{M}_{A} \tag{4.6a}
\end{equation*}
$$

Where the operators are defined as

$$
\begin{align*}
\mathcal{M}_{A} & \doteq\left\{\mathbf{M}^{(0)}, \cdots, \mathbf{M}^{(P)}\right\}, \\
\mathbf{M}^{(p)} & =(-1)^{p} \int_{\Gamma_{n}^{\prime}} d \mathbf{r}^{\prime} \hat{n}^{\prime} \cdot \nabla^{\prime} \frac{\left(\mathbf{r}^{\prime}-\mathbf{r}_{s}^{c}\right)^{(p)}}{p!} \psi_{n}\left(\mathbf{r}^{\prime}\right),  \tag{4.6b}\\
\mathcal{T}_{A} \circ \mathcal{M}_{A} & \doteq\left\{\mathbf{L}^{(0)}, \cdots, \mathbf{L}^{(P)}\right\} \\
\mathbf{L}^{(p)} & =\sum_{n=p}^{p} \nabla^{(n)} G\left(\mathbf{r}_{o}^{c}, \mathbf{r}_{s}^{c}\right) \cdot(n-p) \cdot \mathbf{M}^{(n-p)}, \tag{4.6c}
\end{align*}
$$

and

$$
\begin{equation*}
\mathcal{L}_{A} \circ\{\cdot\}=-\sum_{p=0}^{P}[(1-\alpha)+\alpha \beta \hat{n} \cdot \nabla]\left(\mathbf{r}-\mathbf{r}_{o}^{c}\right)^{(p)} \cdot p \cdot \mathbf{L}^{(p)} . \tag{4.6d}
\end{equation*}
$$

Eqs. (4.6b)-(4.6c) define C2M, M2L and L2O operations. In the above expressions, $\mathbf{A}^{(n)}$ and $\mathbf{r}^{(n)}$ (whose component can be expressed in compressed form as $\left.\mathbf{r}^{(n)}\left(n_{1}, n_{2}, n_{3}\right)=x^{n_{1}} y^{n_{2}} z^{n_{3}}\right)$ denote an $n^{\text {th }}$ rank tensor and $\mathbf{C}^{(n-m)}=\mathbf{A}^{(n)} \cdot m \cdot \mathbf{B}^{(m)}$ denotes an $m$-fold contraction between tensors of rank $n$ and $m$. It is apparent that (4.6c) depends only on centers of leafs boxes
and not on either source or observation sub-triangles. As a result, using (4.6c) for all source subtriangles in $\omega_{s}$ and observation subtriangles in $\omega_{0}$ enables cost savings. While these equations describe a 1-level setting, it can be extended to a multi-level wideband setting by nesting these operations[112]; note, details of these operators, proofs of convergence, cost complexity, etc., can be obtained from [143, 112].

### 4.3.2 Implementation details

In what follows, we lay out the algorithmic structure necessary to implement the formulation that has been outlined. Specifically, we will assume that one has an available geometric description comprising of control points, and a connectivity map regarding the neighborhood of each control point. In addition, we assume that one has the available necessary tools to obtain limit quantities (surface/fields), their gradients, normals, and so on, given a barycentric coordinate. Given this initial set of tools, our algorithmic procedure is outlined in Alg. 2.

### 4.3.3 Complexity Analysis

In order to accurately analyze the complexity, we forgo studying our system with respect to the traditional measure $N_{b}$, total number of basis functions, and elect to cast the present scaling discussion in terms of the total number of unique quadrature points per patch.

We choose to do so, because $N_{b}$ can obscure the true cost of setup and execution time, for a high order system, given the relatively large spatial extent of basis function support that can cause potential overlap. Furthermore, while asymptotic scaling is generally the metric of choice when discussing fast methods, one must be more careful when handling higher order methods as compared to lower order methods because the constants that appear in front of the asymptotic scalings are often significantly larger and can have a more pronounced impact on the relative cost of different formulations.

Given the prior definitions, we make some assumptions that make asymptotic analysis tractable: these are (a) all basis functions are associated with the same number of patches

```
Algorithm 2: A description of the overall algorithm.
    Define:
            \(\mathcal{T}_{0}\) : control mesh
            \(h\) : Average edge length per patch
            Q: Order of high order integration rule
            \(\ell\) : level of refinement for integration scheme
            \(\Delta x_{0}=h / 2^{\ell}\) : initialize leaf box size
Initialize wideband MLFMA:
            initialize FMM, construct oct-tree
            Assign \(\approx Q / 4^{\ell}\) integration points per subpatch
            Assign centers of subpatches to leaf boxes
            Construct near and far interaction list in terms of (sub) patches
    isoBEM:
            Compute and store partial sums in the nearfield using q.(4.5); \(\mathcal{Z}^{\text {Near }}=\mathcal{Z}_{m n}\)
            Solve isoBEM system \(\mathcal{Z} \mathcal{I}=\mathcal{V}\) using GMRES
            Compute the matrix-vector product in GMRES using wideband MLFMA for
        remaining near-field contributions and far-field contributions
                    18
19 Scattering Cross Section:
20 Compute \(\mathbf{f}(x), \mathbf{f}: \Omega \rightarrow \mathbb{R}^{3}\), where \(x \in \Omega\{\) Map surface pressure onto farfield \(\}\)
```

$v,(b)$ the number of patches that share a nodal vertex is $\mu$, (c) the average size of the patch used is approximately $0.2 \lambda$ and (d) the number of quadrature points used in any patch is $N_{q}$. The overall costs comprises three distinct portions; (a) costs to evaluate $\mathcal{Z}^{\text {near }}$, (b) cost to evaluate a matrix vector product with $\mathcal{Z}^{\text {near }}$, and (c) with $\mathcal{Z}_{\text {far }}$. Traditionally, the cost for filling $\mathcal{Z}$ costs $O\left(N_{b}^{2} N_{q}^{2} v^{2}\right)$ The cost of a matrix vector product with $\mathcal{Z}$ is $O\left(N_{b}^{2}\right)$.

To analyze costs associated the above scheme, lets start with traditional MLFMA. Assume that the leaf box size is $0.2 \lambda$, and one assigns patches (and not basis) to each leaf box. This implies that there are $O(1)$ patches per leaf box or, equivalently, $\approx N_{p}$ leaf boxes. This manner of constructing the tree implicitly assumes that some of the interaction between basis functions whose domain overlap, like that shown in Fig. 4.1, are constructed via MLFMA whereas other portions are constructed via direct integration. From these arguments, it follows that the cost of constructing $\mathcal{Z}^{\text {near }}$ scales as $O\left(N_{p} N_{q}^{2}\right)$. The cost for
each of the MLFMA steps scales as follows: $O\left(N_{p} N_{q}\right)$ for C2M and L2O operations, and $\mathcal{O}\left(N_{p} \log N_{p}\right)$ for the rest of the tree operations. It is evident that both computing the near field as well as mapping on to the leaf level in a traditional MLFMA tree are the bottlenecks.

The story is slightly different for wideband MLFMA. For simplicity assume that each patch is divided into $N_{q}$ subpatches, and the size of each leaf box is such that one has $O(1)$ subpatches. This implies that there are approximately $N_{p} N_{q}$ leaf boxes. The cost of evaluating $\mathcal{Z}^{\text {near }}$ scales as $O\left(N_{p} N_{q}\right)$. The cost of C2M and L2O scales as $O\left(N_{p} N_{q}\right)$ and traversal up and down the tree as approximately $O\left(N_{p} N_{q} \log \left(N_{p} N_{q}\right)\right)$. As is apparent, the key difference between the two methods is a factor of $N_{q}$ in the cost for near field. This is significant as $N_{q}$ needs to be high enough to integrate a higher order function.

This section verifies the theoretical scaling for both complexity and storage, Figs. 4.6 and 4.7, in terms of total number of number of quadrature points per patch or $N_{p} N_{q}$; both experiments are conducted on a series of boxes of size $1.151 \lambda-9.212 \lambda$.

In Fig. 4.6, we demonstrate the scaling of the timing of a single matrix-vector product. The scaling is $O\left(N_{p} N_{q} \log \left(N_{p} N_{q}\right)\right)$, as expected. In our careful analysis, we find that it is evident that the scaling is primarily from the farfield contributions and in particular dominated by the M2M and L2L stages; this results is as expected due to our system being higher order, thus demanding a high level integration rule.

### 4.3.4 Accuracy of wideband MLFMA for nearfield computations

As the rationale for using wideband MLFMA is to alleviate the computational complexity associated with nearfield computations, in what follows we examine the accuracy and efficacy of the proposed approach. The numerical experiments to evaluate the accuracy are conducted on a uniformly discretized sphere. As is done in traditional MLFMA, we first choose the largest size of the leaf box to be greater than the support of any basis function. Next, we choose the height of the tree such that all basis functions that share a supporting patch interact in the nearfield of each other. To fix the integration rule necessary to evaluate inner products, we choose the number of subdivisions per-patch
and use low-order quadrature on each sub-patch. Specifically, we assume that each patch is sub-divided into 16 sub-patches. The resulting matrix or matrix-vector product (with any random vector) forms the benchmark for our subsequent tests. Next, we increase the height of the tree. Now, we would have contributions to the matrix vector product from both near and "far" interactions via ACE/MLFMA. Note, as ACE is low-frequency stable, it may be tempting to arbitrarily choose a very small leaf box. The optimal size of the leaf box is approximately the size of the largest sub-patch. Note, division of each patch is tantamount to defining a quadrature rule for each patch. This said, there are obvious tradeoffs. A very small leaf box implies that most of the computation is done in the farfield, i.e. numerically. This is inadvisable for hypersingular integrals as regularization within the FMM algorithm is not possible. Our scheme relies on the order of polynomials we need to evaluate over the surface (geometry and basis order), defining a quadrature rule, using a division of patches to achieve that rule, and then defining a leaf box size such that that number of near interactions are approximately $O(1)$. On the finest division of a patch, we use a 3 point rule.

In our experiment, we choose a sphere of radius $2.63 \lambda$ and a tree with leaf box of size $\Delta x_{0}=0.4 \lambda$; we note that each patch consists of 16 subpatches. We truncate the tree at the leaf level, level $\ell$ and compute all nearfield interactions. Next, we choose the leaf box at $\Delta x_{0}=0.2 \lambda$, which translates to roughly 4 subpatches per leaf box. We then compute all the nearfield interactions and one level of MLFMA farfield. Again, we adjust the leaf box size to $\Delta x_{0}=0.1 \lambda$, which allows 1 subpatch per leaf box and introduces two levels of MLFMA farfield. As all the tree computations using ACE, the number of terms in the expansion, $P$ controls the accuracy. Fig. 4.4 demonstrates the computational speedup and Fig. 4.5 describes the controllable accuracy as a function of $P$. As is evident from these figures, one can control the accuracy and the corresponding speedup.


Figure 4.4: Comparison of isoBEM nearfield timings against the $\mathcal{O}\left(N_{p}^{2} N_{b}^{2} N_{q}^{2}\right)$ direct fill algorithm on a $2.63 \lambda$ sphere, where $P$ is the expansion coefficient.


Figure 4.5: Convergence in relative $L_{2}$ error of matrix using isoBEM versus the $O\left(N_{p}^{2} N_{b}^{2} N_{q}^{2}\right)$ direct fill algorithm on a $2.63 \lambda$ sphere, where P is the expansion coefficient.


Figure 4.6: Scaling of MLFMA matrix vector product timings for a series of boxes of size $1.151 \lambda-9.212 \lambda$.

### 4.3.5 Computational Complexity and Storage of MFLMA BIE-subdivision

Scaling in storage for the near and far fields are shown in Fig. 4.7. As expected, the nearfield memory scales linearly with respect to $N_{p} N_{q}$. The farfield memory, for our given experiment, is mostly dominated by the precomputation of the aggregation/disaggregation and translation operator and as a result we find scaling to be $O\left(N_{p} N_{q} \log \left(N_{p} N_{q}\right)\right)$.

### 4.4 Numerical Examples

In this section, we present a number of results validating our isoBEM with respect to accuracy and efficiency. Furthermore, we present solutions to scattering from conical and non-conical scatters and make the appropriate comparisons against analytic solutions and flatBEM; note, flatBEM is used to denoted a solution methodology that uses piecewise flat tesselations to represent the geometry, and constant basis functions to represent the potentials. In all cases analyzed here, the discretization of objects used for analysis via


Figure 4.7: Scaling in nearfield and farfield memory for a series of boxes of size $1.151 \lambda$ 9.212 $\lambda$.
flatBEM is such that its surface area is approximately identical to that used for isoBEM (within 99\%). Note, to achieve this agreement, one needs a higher number of flat tesselations to mimic the higher order nature of subdivision surfaces. Finally, we also remind the reader that the number of degrees of freedom for flatBEM corresponds to the triangles whereas those for isoBEM corresponds to vertices (more precisely, control points). Furthermore, for all examples in the proceeding sections, we note that the incident field propagates along $\hat{\mathbf{k}}=-\hat{\mathbf{z}}$ direction. The scattering cross (SCS) section [46] is used to as a metric to compare simulations, unless it is specified otherwise. All the cases demonstrated below assume that the test objects are sound-hard and are immersed in a homogeneous medium. The speed of sound in the ambient medium is assumed to be $343 \mathrm{~m} / \mathrm{s}$, and the dimensions of all objects analyzed in this chapter are normalized with respect to the wavelength of the incident field. Finally, when errors are reported, they are the $L_{2}$ norm between computed and reference quantities.


Figure 4.8: Scattering cross section of the sphere ( $\phi=0$ cut $)$.

### 4.4.1 Accuracy of isogeometric analysis

To validate and demonstrate the accuracy of the proposed approach, we consider scattering from a sphere discretized at multiple resolutions. To this end, we consider a sphere with radius of 1.0 meter that is modeled using an initial control mesh comprised of 642 vertices and 1280 faces. Starting from this control mesh and performing two levels of Loop subdivision results in two meshes; the coarser mesh with 2562 vertices and 5120 faces, and finer mesh having 10242 vertices and 20480 faces, respectively. All three meshes have the same limit surface. This implies that an increase in the number of control points is equivalent to $h$-refinement as the support of the basis function changes and therefore, the approximation of the continuous operator $\mathcal{L}_{B M}\{\cdot\}$.

The number of degrees of freedom (DoF) in isoBEM is equivalent to the number of vertices; consequently, the three tests have 642, 2562, and 10242 DOFs, respectively. By
comparing those obtained using isoBEM with analytic series approach, the relative $L_{2}$ errors in surface pressure are $0.0591,0.0180$ and 0.00750 , respectively, for these three different discretizations. As is evident, the accuracy in the potential in the $L_{2}$ norm is excellent and it is convergent.

Finally, Fig. 4.8 makes a direct comparison between farfield data obtained using isoBEM, on the sphere of one level of refinement corresponding to 5120 unknowns, and flatBEM on the sphere of two level of refinement corresponding to 20480 unknowns, and analytical solutions. We find there to be excellent agreement between all three data sets.


Figure 4.9: Scattering cross section of a $8.1 \lambda$ by $8.1 \lambda$ by $2.3 \lambda$ torus ( $\phi=0$ cut).

### 4.4.2 Analysis of non-conical geometries

Next, to demonstrate the viability of using isoBEM we compare results obtained using this method against those obtained using flatBEM. In all cases analyzed here, the discretization of objects used for analysis via flatBEM is such that its surface area is approximately identical to that used for isoBEM (within $99 \%$ ). Note, to achieve this agreement, one needs a higher number of flat tesselations to mimic the higher order nature


Figure 4.10: Scattering cross section of a $5.71 \lambda$ by $11.66 \lambda$ by $5.71 \lambda$ Cone ( $\phi=0 \mathrm{cut}$ ).


Figure 4.11: Scattering cross section of a $4.57 \lambda$ by $13.80 \lambda$ by $4.57 \lambda$ warhead ( $\phi=0 \mathrm{cut}$ ).
of subdivision surfaces. Finally, we also remind the reader that the number of degrees of freedom for flatBEM corresponds to the triangles whereas those for isoBEM corresponds to vertices (more precisely, control points).

We start with analyzing scatter from a torus that fits within a box of size $8.1 \lambda$ by $8.1 \lambda$ by 2.3 $\lambda$. The number of degrees of freedom for flatBEM is 61312 whereas those for isoBEM is 7664. As is evident from Fig. 4.9 the agreement between the two is excellent.

Next, we consider a cone that fits in a $5.71 \lambda$ by $11.66 \lambda$ by $5.71 \lambda$ bounding box. Again, flatBEM uses 59424 degrees of freedom while the isoBEM has 7430 degrees of freedom; Fig. 4.10 demonstrates the agreement between the two.

Finally, we consider a warhead that fits in a $4.57 \lambda$ by $13.80 \lambda$ by $4.57 \lambda$ bounding box. The flatBEM uses 85504 degrees of freedom whereas that using isoBEM uses 10690. As in all the previous cases, the two sets of data is shown in Fig. 4.11 where we see that they agree very well with each other.

### 4.5 Conclusion

In this chapter, we detail an implementation of an isogeometric anlaysis tool for scattering from rigid bodies using the Burton-Miller formulation. The basis sets we have chosen arise from subdivision representation of the geometry; the benefits of this representation are that the resulting representation are $C^{2}$ almost everywhere. Unfortunately, this high degree of regularity implies that high order functions are used for representing both the geometry and physics. This translates to high numerical quadrature that can overwhelm overall costs. Indeed this has been a persistent challenge for all higher order methods. Our secondary contribution in this chapter is extension of the wideband multi-level fast multipole method to efficiently evaluate both components of the matrices and inner products with them. Through numerous numerical results, we have shown the efficacy of this approach in terms of accuracy against analytical data, comparison against piecewise flat triangulation for non-conical objects, and cost complexity for acoustically large objects. Overall, isogeometric analysis tools with the necessary mathematical augmentation permit efficient analysis
directly from a CAD representation.
This chapter, ©2020 JASA, is reprinted, with permission, from A. M. A. Alsnayyan, J. Li, S. Hughey, A. Diaz, and B. Shanker, "Efficient isogeometric boundary element method for analysis of acoustic scattering from rigid bodies," The Journal of the Acoustical Society of America on, May 2020, with slight modifications to fit in this dissertation.

## CHAPTER 5

## AN EFFICENT ELECTROMAGNETIC ISO-GEOMETRIC INTEGRAL EQUATION SOLVER

### 5.1 Maxwell's Equations

Over the past six decades, the state of the art boundary integral equation solvers have grown by leaps and bounds to become a powerful tool for electromagnetic analysis. A sequence of advancements have enabled this transition, starting from the development of integral equations (see [127] and references therein for a more complete historical background), to methods to appropriately discretize them [130], to higher order representations [71], to overcoming computational bottlenecks [161, 147, 51, 112], to well-conditioned formulations [30, 40, 48], and more recently, to preconditioning techniques [13, 2]. However, despite the significant recent progress made, the technological drivers demand a more sophisticated and more feature rich solver, albeit at reduced cost.

Computational analysis typically proceeds in three stages: (a) construct a geometric model using a computer aided design (CAD) tool, (b) define a discrete representation of the model, and (c) finally, choose a representation of the physics on the discrete representation of the geometry. Geometry is typically represented using bi-variate splines (Bezier splines, B-splines, or non-uniform rational B-splines (NURBS)) that can provide higher order continuity on the surface. From this surface representation, a mesh is generated that typically provides low order continuity on the manifold. As an example, piecewise flat Lagrangian elements are $C^{0}$, i.e., continuous at interfaces between triangular tesselations of control nodes, or patches, but with discontinuous normals. Furthermore, even higher order meshes are higher order within a patch/subdomain, but still $C^{0}$ across patches. As a result, basis functions defined on these meshes must impose additional constraints. In this framework, a number of different approaches to electromagnetic analysis tools have been developed, including: RWG basis sets [130], its higher order variants [71], Buffa-Christansen basis [35]. In addition, there exists an in-depth analysis and study into
computational bottlenecks such as ill-conditioning, low-frequency breakdown, dense-mesh breakdown, topological breakdown, etc [48, 78, 13].

Two more relatively recent methods take a different approach; they still seek to obtain a higher order parameterization of the geometry and thereby, higher order basis for physics. The first overcomes item (a) above, and directly models the object using higher order polynomials [120]. Another approach, the generalized method of moments (GMM), starts with (b) and builds a framework that accommodates both large $(>4 \lambda)$ and small patches as well as different functions on each patch [51, 97] all stitched together within a partition of unity framework. This is done using a non-watertight representation of standard meshes. Other methods rely on different techniques to enrich function spaces to represent physics (for instance, macro-basis sets [158]). All seek to achieve an efficient representation of geometry, physics, or both.

An alternative approach that is gaining currency is equipped with the infrastructure to do physics using the same basis function used to construct the geometry; this is known as isogeometric analysis (IGA). The advantages of such an approach are as follows: they (a) eliminate the error in translating between geometry and the mesh, (b) the number of degrees of freedom is limited to that used for geometry representation which is significantly smaller than a corresponding mesh, and (c) the rules used for adaptation and refinement are identical for both geometry and physics; a vivid illustration can be found in [35, 146, 97, 98]. One must highlight that in isogeometric methods, basis functions are co-located on control nodes used to describe the geometry. This is in contrast with parametric methods that require additional infrastructure-for an example of using subdivision for geometry and GMM basis sets, see [97].

The genesis of IGA methods started with using NURBS for solid mechanics [79], and more recently, in electromagnetics [35,56] and acoustics [146]. NURBS are geometric descriptions that are topologically either a disk, a tube or a torus. As a result, one of the major difficulties that arise with NURBs is that the patches have to be seamlessly sewed
together in order to handle complex surfaces which is time-consuming and complicated. Furthermore, stitching together these patches can result in surfaces that are not watertight and sometimes discontinuous. These complexities have proven to be quite a hindrance when handling complex geometries [23]. Other modalities that have gained currency in geometry representation are T-splines and Loop subdivision. While T-splines have been used in an IGA setting (see $[23,59]$ and references therein) our focus in this paper will be on Loop subdivision.

Loop subdivision have been extremely popular in the computer graphics industry due to the ease with which one can represent complex topologies, its scalability, inherently multiresolution features, efficiency and ease of implementation. More importantly, the surface representation is $C^{2}$, or continuous twice differentiable surface, almost everywhere making it an attractive candidate for defining physical basis sets as it avoids the requirement of defining additional mathematical framework that is commonplace in other low order basis set $[78,130,37]$. There has been a concerted effort to develop IGA methods on subdivision surfaces in a number of fields, including electromagnetics [97, 98, 67], acoustics [ 6,146 ] and shape reconstruction/optimization $[9,18,20,155,39]$

This chapter builds on our earlier body of work on Loop subdivision based IGA for the electric field integral equations [98] and construction of Debye sources [67]. In both these cases, the objects analyzed were simply connected and electrically small. Further, they only discretized the electric field integral equation. The key bottleneck is the number of quadrature points required to evaluate all necessary inner products on higher order geometry $\left(4^{\text {th }}\right)$ and $3^{r d}$ order basis. A principal goal of this paper is to alleviate this bottleneck for all methods that use higher order surface representation and higher order basis for physics. It is illustrated here for subdivision basis. To do so, we exploit wideband multilevel fast multipole algorithm to evaluate all interactions (self, near, and far) with leaf boxes as small as $0.025 \lambda$. Next, we introduce the MHB, for electromagnetic field computation; here we briefly highlight some of the features found in chapter 3. The MHB
defined on the Loop subdivision surface is attractive as it inherits properties that are of interest when representing physical quantities on a surface: high-order continuity and multiresolution. For instance, given that a hierarchy of subdivision meshes point to same limit surface, it follows that if a function is associated with control points, then this will follow the refinement rules of subdivision. That is, one can compose a MHB on the limit surface via a composition of those computed on a series of refined control meshes. Of course, one needs the prolongation and restriction operators [144, 19] for communication of data defined on different levels of refinement. Furthermore, the MHB provides a smooth, orthogonal global basis set. While this does provide an excellent representation on objects that are sufficiently smooth, the number of basis sets can be high if on desires higher fidelity near sharp features (say tips). But it is possible to incorporate localised enrichment based on known local physics or heuristics, in tandem with the standard basis set. Such examples have been shown for polynomial basis sets [140, 17]. Here we explore development of both these types of basis sets and application to problems in electromagnetics, specifically to compress systems resulting from discretization of boundary integral equations in electromagnetics, and demonstrate its numerous benefits.

Lastly, our previous work on IGA on subdivision surfaces has taken two different paths: (a) defining currents via a Helmholtz decomposition on simply connected surfaces [ 98,7 ] and (b) defining a div-conforming basis sets [101]. Using the former, we have been able to demonstrate numerous benefits of smoothness and thereby a complete Helmholtz decomposition on simply connected surfaces. This permits seamless implementation of Calderón operators [98, 7], Debye sources [67, 62] and scalar integral equations [100]. They show excellent promise due to their accuracy. Exact Helmholtz decomposition on simply connected surfaces together with Calderon preconditioner[98,7]. What is critically missing from this suite is analysis of multiply connected structures. The harmonic basis functions or global loops on multiply connected structures are not easily handled within the purview of defining basis sets via surface derivatives, as they are both divergence-free and curl-free.

One alternative is to avoid the need to define these decompositions by using divergence conforming basis [101]. But, we no longer will be able to take advantage of the properties described in the previous paragraph. Alternatively, we could use divergence conforming functions together with exact Helmholtz decomposition in a manner akin to that prescribed in [13] (i.e., use projectors), but at the expense of the number of degrees of freedom. In this paper, we present an alternate method for defining a harmonic basis by using vector fields wherein each component is a randomized polynomial [4]. In chapter 3 we demonstrated that (a) the representation is exact in that the basis sets are divergence-free, curl-free, and both divergence-free and curl-free, (b) they are orthogonal to each other, and (c) the representation captures analytical fields defined on a torus. Here, we will we will use this basis to discretize a regularized CFIE formulations for analysis of electromagnetic scattering.

To this end, the principal contributions of this chapter are as follows: we present (a) scattering analysis on simply connected and multiply connected Loop subdivision surfaces using a Helmholtz decomposition, (b) formulate and implement the H-MHB for multi-resolution scattering analysis on complex Loop subdivision surfaces, and (c) formulate and implement the L-MHB for scattering analysis on Loop subdivision surfaces with challenging features; furthermore, we pair these approach with a well-conditioned combined field integral equation to analyze objects as large as $120 \lambda$ using the wideband multilevel fast multipole algorithm.

### 5.2 Electromagnetic Boundary Integral Equations

We consider the analysis of scattered fields $\left\{\mathbf{E}^{s}, \mathbf{H}^{s}\right\}$, from a perfect electrically conducting (PEC) object $\Omega$, due to fields $\left\{\mathbf{E}^{i}, \mathbf{H}^{i}\right\}$ incident on its boundary $\Gamma \in \Omega$. It is assumed that this surface is equipped with a unique outward pointing normal denoted by $\hat{\mathbf{n}}(\mathbf{r}), \mathbf{r} \in \Gamma$. The region external to this volume $\left\{\mathbb{R}^{3} \backslash \Omega\right\}$ is occupied by free space. In the exterior region $\left\{\mathbb{R}^{3} \backslash \Omega\right\}$, the total fields $\{\mathbf{E}, \mathbf{H}\}=\left\{\mathbf{E}^{s}+\mathbf{E}^{i}, \mathbf{H}^{s}+\mathbf{H}^{i}\right\}$, are subject to the Maxwell equations

Instead of solving Maxwell's equations directly, we use a mixed potential formula
and solve for the surface current density $\mathbf{J}$. The scattered wave $\left(\mathbf{E}^{s}, \mathbf{H}^{s}\right)$ is obtained using equivalence theorems leading to the following:

$$
\begin{align*}
\hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{E}^{S}(\mathbf{r}) & =\mathcal{T}_{\mathcal{K}} \circ \mathbf{J}(\mathbf{r})  \tag{5.1}\\
\hat{\mathbf{n}}(\mathbf{r}) \times \mathbf{H}^{S}(\mathbf{r}) & =\mathcal{K}_{\mathcal{K}} \circ \mathbf{J}(\mathbf{r}),
\end{align*}
$$

where,

$$
\begin{align*}
\mathcal{T}_{\mathcal{K}} \circ \mathbf{J}(\mathbf{r}) & =-j \eta \kappa \hat{\mathbf{n}}(\mathbf{r}) \times \int_{\Gamma} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}  \tag{5.2a}\\
& +j \frac{\eta}{\mathcal{K}} \hat{\mathbf{n}}(\mathbf{r}) \times \nabla \int_{\Gamma} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \nabla^{\prime} \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \\
\mathcal{K}_{\kappa} \circ \mathbf{J}(\mathbf{r}) & =\hat{\mathbf{n}}(\mathbf{r}) \times \nabla \times \int_{\Gamma} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{5.2b}
\end{align*}
$$

where $G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\exp \left[-j \kappa\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right] /\left(4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right), \kappa$ is the free space wavenumber, $\eta$ is the free space impedance, and $\mathbf{J}\left(\mathbf{r}^{\prime}\right)$ is the equivalent current that is induced on the surface. In the above expressions, and what follows, we assume and suppress $\exp [j \omega t]$ time dependence. Now utilizing the property that the tangential component of the electric field is continuous using and the tangential component of the magnetic field is discontinuous, we arrive at the requisite electric field and magnetic field integral equations (EFIE/MFIE) as

$$
\begin{align*}
& \text { EFIE: }=\hat{\mathbf{n}}(\mathbf{r}) \times \hat{\mathbf{n}}(\mathbf{r}) \times\left(\mathbf{E}^{i}(\mathbf{r})+\mathbf{E}^{s}(\mathbf{r})\right)=0,  \tag{5.3a}\\
& \text { MFIE: }=\hat{\mathbf{n}}(\mathbf{r}) \times\left(\mathbf{H}^{i}(\mathbf{r})+\mathbf{H}^{s}(\mathbf{r})\right)=0 . \tag{5.3b}
\end{align*}
$$

For so-called irregular frequencies both the EFIE and MFIE suffer from non-unique solutions, but their linear combination yields a uniquely solvable formulation throughout the frequency spectrum denoted as the combined field integral equation (CFIE):

$$
\begin{align*}
& (1-\alpha)\left(\mathcal{I}-\mathcal{K}_{\kappa}\right) \circ \mathbf{J}+\alpha \hat{\mathbf{n}} \times \mathcal{T}_{\mathcal{K}} \circ \mathbf{J}=  \tag{5.4}\\
& \quad(1-\alpha) \hat{\mathbf{n}} \times \mathbf{H}^{i}-\alpha \hat{\mathbf{n}} \times \hat{\mathbf{n}} \times \mathbf{E}^{i},
\end{align*}
$$

where $\alpha$ is a positive constant. It is well known that CFIE suffers from several breakdowns (low frequency, dense mesh, topology, etc.) [32,30,48]. There has been an extensive body of literature addressing these bottlenecks [98, 13]. In the next section we aim to employ our basis that completely satisfy Helmholtz decomposition to be used in a Calderón setting. We introduce a regularized CFIE formulation that overcomes several of these breakdowns including the non-uniqueness problem. In what follows, we detail this regularized CFIE.

### 5.2.1 Regularized Combined Field Integral Equations

A regularized reformulation of (5.4) is typically based on the construction of the regularizing operators dervied from Calderón identities and complexification techniques. Such operators $\mathcal{R}_{\mathcal{K}}$ have been proposed and analyzed in the literature [48,32,30,50,114,54]. This body of work the CFIER written as follows:

$$
\begin{equation*}
\left(\frac{\mathcal{I}}{2}-\mathcal{K}_{\kappa}\right) \circ \mathbf{J}+\mathcal{R}_{\kappa} \circ \mathcal{T}_{\mathcal{K}} \circ \mathbf{J}=\hat{\mathbf{n}} \times \mathbf{H}^{i}-\mathcal{R}_{\kappa} \circ\left(\hat{\mathbf{n}} \times \mathrm{E}^{i}\right) \tag{5.5}
\end{equation*}
$$

Here, $\mathcal{R}_{\kappa}$ is chosen as a regularizing operator for $\mathcal{T}_{\mathcal{K}}$ such that the integral operators on the left hand side of (5.5) are second kind Fredholm operators. In particular, the choice of regularization operators is provided in [30]. This formulation was found to showcase the superior performance of solvers based on the novel Calderón-Complex CFIER (CC-CFIER) formulations that involve the boundary integral operators

$$
\begin{equation*}
\left(\frac{\mathcal{I}}{2}-\mathcal{K}_{\kappa}\right) \circ \mathbf{J}-2 \mathcal{T}_{\mathcal{K}^{\prime}} \circ \mathcal{T}_{\mathcal{K}} \circ \mathbf{J}=\hat{\mathbf{n}} \times \mathbf{H}^{i}+2 \mathcal{T}_{\mathcal{K}^{\prime}} \circ\left(\hat{\mathbf{n}} \times \mathbf{E}^{i}\right) \tag{5.6}
\end{equation*}
$$

where $\kappa^{\prime}=\kappa-j 0.4 \varsigma^{2 / 3} \kappa^{1 / 3}$ and $\varsigma$ is the maximum of the absolute values of mean curvatures on surface $\Gamma$.

### 5.2.2 Field Solvers on Loop subdivision surfaces

In this section we will detail the discretization of (5.6) on multiply connected Loop subdivision surfaces. We note that all basis function are defined for all values of $\mathbf{r} \in \Gamma(\mathbf{r})$ and the harmonic basis have global support. In particular, we use a Galerkin scheme to
discretize these equations. We note that efficient evaluation of inner products is discussed in the next section. Note that discretizing Calderón type operators requires intermediate spaces, effected through a Gram matrix. We define the required Gram-matrix [G] using

$$
\begin{gather*}
{[G]=\left[\begin{array}{cccc}
\mathcal{G}^{11} & 0 & 0 & 0 \\
0 & \mathcal{G}^{22} & 0 & 0 \\
0 & 0 & \mathcal{G}^{33} & \mathcal{G}^{34} \\
0 & 0 & \mathcal{G}^{43} & \mathcal{G}^{44}
\end{array}\right]}  \tag{5.7a}\\
G_{n m}^{l k}=\left\langle\mathbf{J}_{n}^{l}(\mathbf{r}), \mathbf{J}_{m}^{k}(\mathbf{r})\right\rangle=\int_{\Gamma} \mathbf{J}_{n}^{l}(\mathbf{r}) \cdot \mathbf{J}_{m}^{k}(\mathbf{r}) d \mathbf{r} \tag{5.7b}
\end{gather*}
$$

where $l, k \in\{3,4\}$ and $G_{n m}^{33}=G_{n m}^{44}, G_{n m}^{34}=-G_{m n}^{43}$. Using (2.7) in (5.6) and Galerkin testing results in a matrix system that can be written as

$$
\begin{equation*}
[Z][I]=[V] \tag{5.8a}
\end{equation*}
$$

where,

$$
\begin{equation*}
[Z]=[G]^{-1}[[L]+[K]] \tag{5.8b}
\end{equation*}
$$

with

$$
\begin{gather*}
{[K]_{n m}^{l k}=\left\langle\mathbf{J}_{n}^{l}(\mathbf{r}), \frac{\mathbf{J}_{m}^{k}}{2}(\mathbf{r})-\mathcal{K}_{\kappa} \circ \mathbf{J}_{m}^{k}(\mathbf{r})\right\rangle_{\Gamma_{n}},}  \tag{5.8c}\\
{[T]_{\widetilde{\kappa}, n m}^{l k}=\left\langle\mathbf{J}_{n}^{l}(\mathbf{r}), \mathcal{T}_{\widetilde{\kappa}} \circ \mathbf{J}_{m}^{k}(\mathbf{r})\right\rangle_{\Gamma_{n}},} \tag{5.8d}
\end{gather*}
$$

where $\widetilde{\kappa} \in\left\{\kappa^{\prime}, \kappa\right\}$, and, as defined earlier $\mathcal{K}^{\prime}=\kappa+0.4 \varsigma^{2 / 3} \mathcal{K}^{1 / 3}$, and $\varsigma$ is the maximum of the magnitude of the mean curvature of the object, and

$$
\begin{equation*}
[L]=-2[T]_{\mathcal{K}^{\prime}}[G]^{-1}[T]_{\mathcal{K}} . \tag{5.8e}
\end{equation*}
$$

Furthermore, we have

$$
\begin{gather*}
{[I]_{m}^{k}=a_{m}^{k}}  \tag{5.9a}\\
{[V]_{n}^{k}=[G]^{-1}\left[-2[T]_{\mathcal{K}^{\prime}}[G]^{-1}\left[V_{T}\right]_{n}^{k}+\left[V_{K}\right]_{n}^{k}\right]} \tag{5.9b}
\end{gather*}
$$

with

$$
\begin{gather*}
{\left[V_{T}\right]_{n}^{k}=\left\langle\mathbf{J}_{n}^{k}(\mathbf{r}), \mathbf{E}^{i}(\mathbf{r})\right\rangle_{\Gamma_{n}},}  \tag{5.10a}\\
{\left[V_{K}\right]_{n}^{k}=\left\langle\mathbf{J}_{n}^{k}(\mathbf{r}), \hat{\mathbf{n}} \times \mathbf{H}^{i}(\mathbf{r})\right\rangle_{\Gamma_{n}},} \tag{5.10b}
\end{gather*}
$$

Here, we have defined $l, k \in\{1,2,3,4\}$. Lastly, we note that the stabilizing properties of the Calderón preconditioner are local [1], which allows the use of a localized version of the preconditioner $[T]_{\mathcal{K}^{\prime}}$. As such, we choose to omit all interactions of a distance greater than $1.25 \lambda$.

### 5.2.2.1 Manifold Harmonic Transform

Now we turn our attention to discretizing (5.6) using the MHB; this basis would be excellent candidate to create a reduced order representation of currents. Consider a reduced $M$ orthogonal MHBs that span $W^{M H}(\Gamma) \subset \Psi(\Gamma)$. This is tantamount to using $M<n_{v}$ for both the representation and measurement space in (3.14). As a result, one obtains a compressed impedance matrix. As such we can reconstruct (5.8a) as

$$
\begin{equation*}
[H]\left[Z_{H}\right]\left[I_{H}\right]=[H]\left[V_{H}\right] \tag{5.11}
\end{equation*}
$$

where,

$$
\begin{gather*}
{\left[Z_{H}\right]=\left[L_{H}\right]+\left[K_{H}\right]}  \tag{5.12a}\\
{\left[I_{H}\right]=[H]^{T}[I]}  \tag{5.12b}\\
{\left[V_{H}\right]=[H]^{T}\left[-2[T]_{\mathcal{K}^{\prime}}[H][H]^{T}\left[V_{T}\right]+\left[V_{K}\right]\right]} \tag{5.12c}
\end{gather*}
$$

and,

$$
\begin{gather*}
{\left[L_{H}\right]=-2[H]^{T}\left[T_{\kappa^{\prime}}\right][H][H]^{T}\left[T_{\kappa}\right][H]}  \tag{5.12d}\\
{\left[K_{H}\right]=-2[H]^{T}[K][H]} \tag{5.12e}
\end{gather*}
$$

Here $[H]^{T}$ denotes the transpose of $[H]$.

### 5.3 Wideband MLFMA for Evaluation of Inner Products

The evaluation of the aformentioned inner products and matrix vector products are challenging due to the domain of support of each loop basis function being electrically large and are on average $\approx 0.9 \lambda$. Furthermore, we note that the basis functions are third order and the geometry is fourth order. Both serve to exacerbate costs as one needs higher order quadrature rules over both test and source domains. To ameliorate these, we exploit the wide-band FMM introduced by the authors in $[112,51]$. The framework we propose has been used to accelerate matrix evaluations as well as matrix vector products for the Generalized Method of Moments (GMM) wherein patch sizes can be several wavelengths long [51] using a mixed potential formulation.

In order to motivate this framework we begin by briefly examining the fundamental rubrics involved in evaluating all inner products. As has been shown in [101], expected convergence rates for for the EFIE are obtained, albeit with RWG type basis functions, provided one uses an adaptive quadrature based on subdividing each parent triangle. This implies that it is possible to choose a refinement level such that one can use a piecewise flat approximation for evaluation of singular integrals. But the downside is clear; the cost of evaluating the inner-products is high. Indeed, if there are $N_{p}$ quadrature points per basis, the cost for evaluation of of matrix interactions scale as $O\left(4 N_{p}^{2} N_{v}^{2}\right)$. Our goal is to reduce this to $O\left(2 N_{p} N_{v} \log \left(N_{p} N_{v}\right)\right)$.

In order to mitigate the high computational cost we employ MLFMA. We note that the following is true for all methods that use higher order modeling. To set the stage for the discussion, consider a matrix element $[T]_{\tilde{\kappa}, n m}^{l k}$. It comprises contributions from both the magnetic vector potential and electric scalar potential. Let us focus on the latter, specifically, just evaluating the scalar potential due to $\mathbf{J}_{n}^{1}$,

$$
\begin{equation*}
\Phi(\mathbf{r})=\frac{-j}{\omega \varepsilon} \int_{\Gamma_{n}} \nabla^{\prime} G_{\tilde{\kappa}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{5.13}
\end{equation*}
$$

Consider a 1-level MLFMA prescription for an alternative evaluation of (5.13). We denote the center of a leaf box by $\mathbf{r}_{s}$; at observations points sufficiently far away, where
$\mathbf{X}=\mathbf{r}-\mathbf{r}_{s}$, the potential $\Phi(\mathbf{r})$ can also be evaluated using

$$
\begin{equation*}
\Phi(\mathbf{r})=\frac{-j \tilde{\kappa}^{2}}{16 \pi^{2} \omega \varepsilon} \int_{S^{2}} \hat{\mathbf{k}} \cdot \mathcal{M}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}_{S}\right) \mathcal{T}(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{X}) d^{2} \hat{\mathbf{k}} \tag{5.14a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{M}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}_{s}\right)=\int_{\Gamma_{n}} \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) e^{-j \tilde{\kappa} \hat{\mathbf{k}} \cdot\left(\mathbf{r}_{s}-\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime} \tag{5.14b}
\end{equation*}
$$

is the source to multipole map, and

$$
\begin{equation*}
\mathcal{T}(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{X}) \doteq \sum_{n=0}^{\infty}(-j)^{n}(2 n+1) h_{n}^{(2)}(\tilde{\kappa} X) P_{n}(\hat{\mathbf{k}} \cdot \hat{\mathbf{X}}) \tag{5.14c}
\end{equation*}
$$

is the translation operator. Here, $S^{2}$ denotes the unit sphere, parametrized by $(\theta, \phi) \in$ $[0, \pi] \times[0,2 \pi]$. We note that $\hat{\mathbf{k}}=\hat{\mathbf{k}}(\theta, \phi)$. Note, the gradient on the Green's function is evaluated spectrally; furthermore, a traditional approach to using MLFMA would ensure that the entire support domain $\Gamma_{n}$ lies within a leaf box, i.e., for loop basis functions the size of the leaf box is $\Delta_{0} \approx 0.9 \lambda$. This means that that each leaf box has approximately $N_{p}$ quadrature points, and the cost of computing the near field interactions in the MLFMA scheme is $O\left(4 N_{p}^{2} N_{v}^{2}\right)$. As $N_{p}$ is relatively high, this still untenable. We would like $\Delta_{0}$ to be as small as possible, such that it contains far fewer quadrature points.

Consider instead Fig. 5.1 which shows three leaf level boxes within $\Gamma_{n}$. Furthermore, assume that we have to compute the self interaction of basis $n$ using MLFMA, boxes $(1,3)$ are in the far field of each other, and $(2,3)$ and $(1,2)$ are in the near field of each other. Lets re-examine the evaluation of $\Phi(\mathbf{r})$ for $\mathbf{r} \in \Gamma_{3, n}$. Using (5.13)

$$
\begin{align*}
\Phi(\mathbf{r}) & =\frac{-j}{\omega \varepsilon} \int_{\Gamma_{1, n}} \nabla^{\prime} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \\
& -\frac{j}{\omega \varepsilon} \int_{\Gamma_{2, n}} \nabla^{\prime} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}  \tag{5.15}\\
& =\Phi_{13}(\mathbf{r})+\Phi_{23}(\mathbf{r})
\end{align*}
$$

Here, $\Gamma_{i, n}$ denotes the intersection of box- $i$ with $\Gamma_{n}$. There are two possible ways of evaluating the farfield interaction, $\Phi_{13}(\mathbf{r})$, using a variation of (5.14) with the understanding
that the the domain of integration in (5.14b) is confined to $\Gamma_{1, n}$. Specifically,

$$
\begin{align*}
\Phi_{13}(\mathbf{r}) & =\frac{-j \tilde{\kappa}^{2}}{16 \pi^{2} \omega \varepsilon} \int_{S^{2}} \hat{\mathbf{k}} \cdot \mathcal{M}_{1}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}_{S}\right) \mathcal{T}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}-\mathbf{r}_{S}\right) d^{2} \hat{\mathbf{k}} \\
& =\frac{\tilde{\kappa}}{16 \pi^{2} \omega \varepsilon} \int_{S^{2}} \mathcal{M}_{2}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}_{S}\right) \mathcal{T}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}-\mathbf{r}_{S}\right) d^{2} \hat{\mathbf{k}} \tag{5.16a}
\end{align*}
$$

where

$$
\begin{gather*}
\mathcal{M}_{1}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}_{s}\right)=\int_{\Gamma_{1, n}} \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) e^{-j \tilde{\kappa} \hat{\kappa} \cdot\left(\mathbf{r}_{s}-\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime},  \tag{5.16b}\\
\mathcal{M}_{2}\left(\tilde{\kappa} \hat{\mathbf{k}}, \mathbf{r}_{s}\right)= \\
 \tag{5.16c}\\
+\int_{\partial \Gamma_{1, n}} \nabla^{\prime} \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) e^{-j \tilde{\kappa} \hat{\mathbf{k}} \cdot\left(\mathbf{r}_{s}-\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime} \\
\hat{\mathbf{r}}_{1, n}\left(\mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) e^{-j \tilde{\kappa} \hat{\mathbf{k}} \cdot\left(\mathbf{r}_{s}-\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime},
\end{gather*}
$$

and $\hat{\mathbf{u}}_{\partial \Gamma}$ is outward pointing normal to the boundary $\partial \Gamma$. Consider next, the near field evaluation of $\Phi_{23}(\mathbf{r})$. As we want the leaf box size to be small, the minimum distance between the box centers becomes very small, and as such the order of singularity, due to the gradient on the Green's function, introduces near-singular integration challenges. The remedy that is typically taken is to transfer the derivative onto the basis function. Specifically,

$$
\begin{align*}
\Phi_{23}(\mathbf{r}) & =\frac{j}{\omega \varepsilon} \int_{\partial \Gamma_{2, n}} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \hat{\mathbf{u}}_{\partial \Gamma_{2, n}}\left(\mathbf{r}^{\prime}\right) \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \\
& -\frac{j}{\omega \varepsilon} \int_{\Gamma_{2, n}} G_{\kappa}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \nabla^{\prime} \cdot \mathbf{J}_{n}^{1}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{5.17}
\end{align*}
$$

The lessons we take from the above equations are as follows: (a) the aforementioned line integrals have to be accounted for in (5.17) as they are implicitly included in (5.16b) and should cancel on the shared interface; (b) unfortunately, finding intersections between higher order surfaces and boxes is non-trivial; (c) with all challenges considered, we have to use (5.17) to evaluate $\Phi_{23}(\mathbf{r})$ and not (5.15); Alternatively, it can be proven that interior line integral should vanish. This implies that an ideal choice would be to use (5.16c) and (5.17) sans line integrals in both to evaluate $\Phi_{13}(\mathbf{r})$ and $\Phi_{23}(\mathbf{r})$, respectively. Note, this example is illustrative. Further complication arises in the evaluation of the electric field, as it calls for the gradient of the scalar potential. As a result, one needs additional line integrals to
reduce the singularity. As is evident from the above discussion, using a mixed potential formulation together with wideband MLFMA permits evaluation of all integrals, near and far, without the consideration of the troublesome line integrals, but at the cost of more tree traversals [112]. Indeed, the size of the leaf box can now be as small as computationally expedient. Leaf box sizes can be chosen such that it contains $O(1)$ quadrature points, reducing the cost of near field evaluation to $O\left(2 N_{p} N_{v}\right)$.

We elucidate this process by applying it to equation (5.8d), as depicted in Fig. 5.1; (5.8d) contains four independent terms that must be computed in the inner integral: three corresponding to the vector potential, and one corresponding to the scalar potential. It follows that any matrix element can be computed in terms of its partial contributions such that

$$
\begin{align*}
{[T]_{\widetilde{\kappa}, n m}^{l k}=} & \sum_{\zeta} \sum_{\gamma}-j \omega \mu\left\langle\mathbf{J}_{n}^{l}, \hat{\mathbf{n}}(\mathbf{r}) \times \mathcal{S}_{\widetilde{\kappa}}^{\gamma} \circ \mathbf{J}_{m}^{k}\right\rangle_{\Gamma_{n}^{\zeta}}  \tag{5.18}\\
& +\frac{j \delta_{l 2} \delta_{1 k}}{\omega \epsilon}\left\langle\nabla_{\Gamma} \cdot \mathbf{J}_{n}^{1}, \mathcal{S}_{\widetilde{\kappa}}^{\gamma} \circ \nabla_{\Gamma} \cdot \mathbf{J}_{m}^{1}\right\rangle_{\Gamma_{n}^{\zeta}}
\end{align*}
$$

where,

$$
\begin{equation*}
\mathcal{S}_{\widetilde{\kappa}}^{\gamma} \circ \mathbf{J}_{m}^{k}=\int_{\Gamma_{m}^{\prime}} G_{\tilde{\kappa}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \mathbf{J}_{m}^{k}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{5.19}
\end{equation*}
$$

and the indices $\zeta$ and $\gamma$ are subpatches of $\Gamma_{m}$ and $\Gamma_{n}$; subpatches within each other's farfield are constructed via MLFMA whereas nearfield patches are constructed via direct integration, see Fig. 5.1.

### 5.3.1 Accuracy of wideband MLFMA for adaptive interactions

Herein, we study the the accuracy of using wideband MLFMA is to alleviate the computational complexity associated with nearfield computations. To test the controllable accuracy of the aforementioned scheme, we conduct a controlled test. As an aside, the support of a basis function is a one-ring associated with a control vertex, three basis functions are defined on a patch. The most efficient assembly of interactions is computing these in a patchwise manner. To that end, consider two patches that share an edge. The edge length of each patch is approximately $0.25 \lambda$. We compute the patch to patch interaction by


Figure 5.1: The support of two basis (no. 7 and no. 8) is shown in green and purple, respectively. In computing the interaction between the two, patch (triangular tesselation of control nodes) is partitioned into sub-patches (shown in red) to create an adaptive quadrature. The entire object is embedded in an MLFMA tree, and the size of a leaf box (shown within the green region) is about the size of a sub-patch.
using an integration rule developed by subdividing each patch into 16 sub-patches and using a 3-point rule in each. Note, we are not computing self-patch interactions. Next, we compute the same interaction, but through an MLFMA tree with leaf box sizes $\Delta_{0}=0.125 \lambda$ and $\Delta_{0}=0.0625 \lambda$ which results in 1-level and 2-level computation of the interactions. The standard tree partitioning of interactions is used; the leaf box of size $0.125 \lambda$ has about 4 subpatches, whereas $0.0625 \lambda$ has approximately 1 subpatch. Given the size of leaf box, interactions are computed using wideband MLFMA which invokes Accelerated Cartesian Expansions (ACE) for leaf box sizes smaller than $0.2 \lambda$. Fig. 5.2 demonstrates the controllable accuracy of computing these interactions as a function of $p$, the expansion coefficient for our wideband MLFMA scheme. As is evident from this figure, one can control the accuracy to very fine precision.

### 5.4 Numerical Examples

In this section, we present a collection of numerical results to demonstrate the efficacy of the proposed approach. The first two main contributions are (a) subdivision based isogeometric formulation for simply connected objects, and (b) employing manifold


Figure 5.2: Convergence in relative $l_{2}$ error of partial matrix element using wideband MLFMA versus the direct fill algorithm, where $p$ is the expansion coefficient.
harmonics for EM analysis. To this end, the data presented in this section highlights the following: (i) the accuracy of the two proposed approaches when compared against analytical data; (ii) the improved spectral properties of the CC-CFIER by means of the reduced numbers of iterations required for convergence of the GMRES iterative solver for Loop and MHB, (iii) the high-accuracy and reduced DOF under the MHB, and (iv) application of both to analyzing complex targets.

In following set of examples, we focus on numerical examples to demonstrate the convergence and effectiveness of the presented numerical scheme to electromagnetic analysis for (a) application of our wideband MLFMA scheme for analyzing complex multiply connected structures; (b) timings and iteration count for overall GMRES iterative solve.

Lastly, we seek to employing the H-MHB and L-MHB for EM analysis on Loop subdivision surfaces through numerical examples. We begin with (a) scattering anaylsis from complex targets using H-MHB and L-MHB, and (b) the high-accuracy, reduction in number of degrees of freedom, and improved computational efficiency using H-MHB and L-MHB, relative to MHB.

Unless otherwise stated, we compute scattering due to a plane wave field propagating in $\hat{\kappa}=-\hat{z}$ and polarized along $\hat{x}$ axis. Furthermore, we compare radar cross sections (RCS) in the $\phi=0$ plane, using the proposed methods against either analytical data or a validated method of moments code that is based on RWG basis functions, otherwise referred to as RWG-CFIE. For every scattering experiment presented in the tables, the maximum relative far-field error, denoted by $\epsilon_{\infty}$, is defined as

$$
\begin{equation*}
\epsilon^{\infty}=\frac{\max _{\hat{\mathbf{x}}}\left|\mathbf{E}_{\infty}^{\text {calc }}(\hat{\mathbf{x}})-\mathbf{E}_{\infty}^{r e f}(\hat{\mathbf{x}})\right|}{\max _{\hat{\mathbf{x}}}\left|\mathbf{E}_{\infty}^{r e f}(\hat{\mathbf{x}})\right|} \tag{5.20}
\end{equation*}
$$

where the reference solutions $\mathbf{E}_{\infty}^{r e f}$ was computed by Mie series in the case of spherical scatterers, otherwise, by a Loop subdivision based CC-CFIER. All of the numerical results presented in the tables and graphs in this section were obtained by prescribing a GMRES residual tolerance equal to $10^{-4}$ for the overall system and $10^{-10}$ for inverting the gram matrix with a diagonal preconditioner. Finally, we note that for electrically larger scatterers, we provide the iteration count to reach the specified GMRES tolerance, the time taken to reach the prescribed tolerance, and the error relative to the benchmark data.

### 5.4.1 Accuracy of Regularized Combined Field Integral Equation

In the first set of numerical results, we aim to compare the accuracy and high order nature of the proposed approaches for the analysis of EM scattering against an analytical solution, as well as the number of iterations required by the GMRES solver to reach the prescribed tolerance. To this end, we consider a sphere of diameter $8 \lambda$ that is modeled using an initial control mesh comprising of 642 vertices and 1280 faces. We consider two meshes generated by refining the initial control mesh once and thrice, respectively, using Loop subdivision. Note, unlike typical mesh refinement, under the rules of subdivision, the limit surface that all meshes point to is identical. More to the point, all the required numerics are carried out on the limit surface, NOT the Lagrangian geometric approximation. This refinement process leads to a coarser sphere of 2,562 vertices and 5,120 faces and a finer
one composed of 40,482 vertices and 80,960 faces. The main benefits in refining a mesh is better approximation of the physics on the limit surface.

In the experiments discussed next, the finer discretization was used with RWG basis (together with a Lagrangian geometry description). We ensured that the surface areas of the Lagrangian mesh agree within $99 \%$ to the subdivision mesh. In Figure 5.3, we compare RCS data on an $8 \lambda$ sphere. The degrees of freedom are as follows: for CC-CFIER: MH we use 1200 MHs , leading to 2400 DoF; RWG-CFIE results in 122,880 DoF, and CC-CFIER: Loop contains 5124 DoF. As is evident from Fig. 5.3, the agreement between the three sets of numerical data to analytical solutions is excellent. In addition, we have analyzed a series of electrically larger spheres. These geometries are obtained via refinement of the initial mesh, such that at any frequency, the edge length is approximately $0.3 \lambda$. The details of these experiments are presented in Table.5.1. As is evident from this table, there is excellent agreement between the proposed methods and analytic data. The convergence of Loop and MH implementations of CC-CFIER is approximately the same as is the total solve time. The approximately four fold compression is not sufficient to affect the overall solve time due to the well-conditioned gram matrix for the sphere.


Figure 5.3: Radar cross section of the sphere ( $\phi=0 \mathrm{cut}$ ).

| Size | $N_{L} / N_{M H}$ |  | CC-CFIER-Loop |  |  | CC-CFIER-MH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\epsilon^{\infty}$ |  | It./Total Time | $\epsilon^{\infty}$ |  |  |
| $8 \lambda$ | $5124 / 2000$ | $7 / 0 \mathrm{~m} 35 \mathrm{~s}$ | $599 \mathrm{E}-4$ |  | $7 / 0 \mathrm{~m} 33 \mathrm{~s}$ | $6.32 \mathrm{E}-4$ |  |
| $16 \lambda$ | $20484 / 6000$ | $8 / 4 \mathrm{~m} 31 \mathrm{~s}$ | $5.99 \mathrm{E}-4$ |  | $8 / 4 \mathrm{~m} 26 \mathrm{~s}$ | $9.29 \mathrm{E}-4$ |  |
| $32 \lambda$ | $81924 / 24000$ | $9 / 25 \mathrm{~m} 42 \mathrm{~s}$ | $2.26 \mathrm{E}-4$ |  | $9 / 25 \mathrm{~m} 47 \mathrm{~s}$ | $2.33 \mathrm{E}-3$ |  |

Table 5.1: Convergence data for a spheres of different diameters: $8 \lambda-32 \lambda$.

### 5.4.2 EM Scattering from Complex Objects

In this section, we provide several examples to demonstrate the viability of using the formulations presented here for EM scattering on complex objects. We do so by comparing our results obtained from CC-CFIER: MH against those obtained using the CC-CFIER: Loop and RWG-CFIE.

First, we consider the bumpy cube shown in Fig. 5.4, that fits in a $8 \lambda \times 8 \lambda \times 8 \lambda$ box. The number of DoFs for the RWG-CFIE is 122880, whereas for the CC-CFIER: Loop it is 5124 and

2400 for the CC-CFIER: MH formulation; Fig. 5.4 illustrates excellent agreement between all three. As before, we use mesh refinement to generate electrically larger structures. The results of these runs are presented in Table. 5.2, specifically, iteration count for CC-CFIER: Loop and CC-CFIER: MH formulation.


Figure 5.4: Radar cross section of the bumpy cube ( $\phi=0 \mathrm{cut}$ ).

| Size | $N_{L} / N_{M H}$ | CC-CFIER-Loop |  |  | CC-CFIER-MH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | It./Total Time |  | It./Total Time | $\epsilon^{\infty}$ |
| $8 \lambda$ | $5124 / 2400$ | $11 / 1 \mathrm{~m} 4 \mathrm{~s}$ |  | $11 / 1 \mathrm{~m} 2 \mathrm{~s}$ | $2.13 \mathrm{E}-3$ |  |
| $16 \lambda$ | $20484 / 7200$ | $12 / 7 \mathrm{~m} 0 \mathrm{~s}$ |  | $12 / 6 \mathrm{~m} 37 \mathrm{~s}$ | $5.13 \mathrm{E}-3$ |  |
| $32 \lambda$ | $81924 / 28000$ | $12 / 38 \mathrm{~m} \mathrm{29s}$ |  | $13 / 36 \mathrm{~m} 10 \mathrm{~s}$ | $4.44 \mathrm{E}-3$ |  |

Table 5.2: Convergence data for a bumpy cube of sizes varying from $8 \lambda-32 \lambda$.

We report that the iteration count is low, approximately the same for both Loop and MH, and both took approximately the same time for the matrix solve. The agreement between Loop and the compressed MH system is also excellent.


Figure 5.5: Radar cross section of the shuttle ( $\phi=0 \mathrm{cut}$ ).

|  |  |  | CC-CFIER-Loop |  | CC-CFIER-MH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Size | $N_{L} / N_{M H}$ |  | It./Total Time |  | It./Total Time | $\epsilon^{\infty}$ |
| $20 \lambda$ | $7942 / 4000$ | $78 / 11 \mathrm{~m} 24 \mathrm{~s}$ |  | $39 / 5 \mathrm{~m} 15 \mathrm{~s}$ | $2.43 \mathrm{E}-3$ |  |
| $40 \lambda$ | $31684 / 12000$ | $38 / 30 \mathrm{~m} 57 \mathrm{~s}$ |  | $29 / 19 \mathrm{~m} 46 \mathrm{~s}$ | $2.00 \mathrm{E}-3$ |  |
| $80 \lambda$ | $126724 / 36000$ | $28 / 187 \mathrm{~m} 30 \mathrm{~s}$ |  | $29 / 105 \mathrm{~m} 47 \mathrm{~s}$ | $2.70 \mathrm{E}-3$ |  |

Table 5.3: Data for shuttle geometries from $20 \lambda-80 \lambda$.

Next, we consider a shuttle that that fits in a $20 \lambda \times 12.22 \lambda \times 7.22 \lambda$ box. The number of DoFs for the RWG-CFIE is 190080 whereas for the CC-CFIER: Loop is 31684 and for CC-CFIER: MH we have 6000 . From Fig. 5.5 shows excellent agreement between all three. Again, we refine the geometry to consider electrically larger scatterers, in this case up to 80 $\lambda$. Table. 5.3 reports the iteration count, for CC-CFIER: Loop and CC-CFIER: MH basis, as we increase the frequency. We find that the iteration count is stable for both formulation, and they are in excellent agreement. Further, we note the significant compression achieved
via MHBs.


Figure 5.6: Radar cross section of the jet airliner ( $\theta=90 \mathrm{cut}$ ).

|  |  | CC-CFIER-Loop |  |  | CC-CFIER-MH |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Size | $N_{L} / N_{M H}$ |  | It./Total Time |  | It./Total Time | $\epsilon^{\infty}$ |
| $30 \lambda$ | $12132 / 7000$ | $57 / 14 \mathrm{~m} 59 \mathrm{~s}$ |  | $39 / 9 \mathrm{~m} 45 \mathrm{~s}$ | $3.97 \mathrm{E}-3$ |  |
| $60 \lambda$ | $48516 / 21000$ | $42 / 82 \mathrm{~m} 12 \mathrm{~s}$ |  | $39 / 52 \mathrm{~m} 10 \mathrm{~s}$ | $4.78 \mathrm{E}-3$ |  |
| $120 \lambda$ | $194052 / 63000$ | $41 / 739 \mathrm{~m} 46 \mathrm{~s}$ |  | $40 / 275 \mathrm{~m} 28 \mathrm{~s}$ | $1.34 \mathrm{E}-2$ |  |

Table 5.4: Data for jetliner geometries from $30 \lambda-120 \lambda$.

Finally, we consider a Jet airliner that fits in a $18 \lambda \times 17 \lambda \times 5 \lambda$ box. In this example, the plane wave propagating in the $\hat{y}$ direction (incident on the nose) and polarized along $\hat{x}$ direction. The number of DoFs for the RWG-CFIE is 72768 whereas for the CC-CFIER:Loop is 12132 and the CC-CFIER: MH is 5000. It is evident from Fig. 5.6 that all three data sets agree well with each other. In Table. 5.4, we report the iteration count, for CC-CFIER: Loop and CC-CFIER: MH basis, as we increase the electrical size of the object. We find that the
iteration count is stable for both formulation, as well as excellent agreement. Also, note the excellent compression produced by MHBs.

### 5.4.3 Scattering from Multiply connected Complex Objects

In what follows, we analyze the performance of two different cases of the proposed approach for studying the radar cross section (RCS) and compare it with a conventional MoM CFIE solution technique that relies on RWG basis functions, otherwise referred to as RWG-CFIE. These two cases are (a) the prescribed formulation in this paper, which we refer to as CC-CFIER: Loop + GL and (b) the same prescribed formulation, but we omit the harmonic component of the surface current, which we refer to as CC-CFIER: Loop; in other words we set $\mathbf{J}_{i}^{k}=0$, for $k \in\{3,4\}$ and $i \in\{1, \ldots, g\}$. In particular, we compare all three generated RCSs against each other, we report the iteration count to reach the specified GMRES solver tolerance and the time taken to reach the prescribed tolerance. Unless otherwise stated, we are comparing RCS in the $\phi=0$ plane, due to a plane wave field propagating in $\hat{\kappa}=-\hat{z}$ and polarized along $\hat{x}$ axis. Furthermore, in the experiments discussed next, the finer discretization was used with RWG basis (together with a Lagrangian geometry description). We ensured that the surface areas of the Lagrangian mesh agree within $99 \%$ to the subdivision limit surface. All of the numerical results presented in the graphs in this section were obtained by prescribing a GMRES residual tolerance equal to $10^{-7}$ for the overall system and $10^{-11}$ for inverting the gram matrix.

The first example we consider is a double torus of genus 2, see Fig. 5.7a, that fits in a $10 \lambda \times 4.81 \lambda \times 2.06 \lambda$ box. The number of DoF for the CFIE: RWG is 36864 , CC-CFIE: Loop + GL results in 6146 DoF, and lastly the CC-CFIE: Loop has 6142 DoF, respectively. The CFIE: RWG converges in 77 iterations after 2 m 7 s , CC-CFIE: Loop + GL converges in 17 iterations after 1 m 8 s , and CC-CFIE: Loop reaches tolerance within 22 iterations, for a total of 1 m 7 s . From Fig. 5.8, we report excellent agreement between both the CC-CFIE: Loop + GL and the RWG-CFIE and we have highlighted the glaring disparity when omitting the


Figure 5.7: Comparison of interactions between FMM and wideband MLFMA. (a) Double torus with 2 global loops. (b) Chmutov surface with 28 global loops.


Figure 5.8: Radar cross section of the double torus ( $\phi=0 \mathrm{cut}$ ).
harmonic component in CC-CFIE: Loop between the other methods in the inset.
The second example is a Chmutov surface, see Fig. 5.7 b , that fits in a $5 \lambda$ box with a genus of 28. The number of DoF for the CFIE: RWG is 144000, CC-CFIE: Loop + GL has 23950 DoF, and lastly the CC-CFIE: Loop results in 23894 DoF, respectively. The CFIE: RWG converges after 350 iterations in $26 \mathrm{~m} \mathrm{25s}$, CC-CFIE: Loop + GL converges after 36
iterations in 3 m 48 s , and lastly, the CC-CFIE: Loop converges after 104 iterations in 10 m 20 s. Fig. 5.9 shows excellent agreement between both the CC-CFIE: Loop + GL and the RWG-CFIE and lastly, we highlight the glaring disparity when omitting the harmonic component in CC-CFIE: Loop between the other methods in the inset.


Figure 5.9: Radar cross section of the Chmutov ( $\phi=0 \mathrm{cut}$ ).

### 5.4.4 Scattering analysis with Localized Manifold Harmonics



Figure 5.10: Localized manifold harmonics for the red region shown on the left. We show a couple localized manifold harmonics.

Next, we demonstrate the utility of the combination of MHB and L-MHB to an electromagnetic scattering problem. The currents can be defined in a manner identical
to (3.14) with both MHB and L-MHB used as the basis set in (5.8a) [6]. In this example, we consider scattering from a cone sphere, see Fig. 5.10, that fits in a $24 \lambda \times 6.78 \lambda \times 6.78 \lambda$ box. We compare three sets of far-field data, those obtained from (i) CC-CFIER: Loop, (ii) CC-CFIER: MHB and (iii) CC-CFIER: MHB + L-MHB. The aim of these comparisons is to demonstrate the efficiency and accuracy of the MHB + L-MHB basis set relative to MHB and Loop subdivision. The region near the tip is enriched with L-MHB as shown in Fig. 5.10. The rationale for doing so exploits the knowledge that near tips currents tend to be localized and are smoother away; hence, the need for enrichment via singular basis or dense discretization near tips [116, 52, 70].


Figure 5.11: Radar cross section of the cone sphere ( $\phi=0$ cut).


Figure 5.12: Radar cross section of the tetrahedron ( $\phi=90 \mathrm{cut})$.


Figure 5.13: The eigenvalues at different levels for the tetrahedron (Fig. 3.10), note the similar trends. The ratio $\Lambda^{l+1} / \Lambda^{l}$ for the different levels, note that the similarity breaks later for higher levels, and the ratio is very close to 1.

The reference solution, CC-CFIER: Loop, has 24198 DoF and the solution converges in 302 iterations for 7.7 seconds per iteration. For comparison, we begin with 3000 MHB
in CC-CFIER: MHB 1, which leads to 6000 DoF, converges in 17 iterations for 7.9 seconds per iteration; the maximum relative far-field error, $\epsilon^{\infty}$, here is $6.47 \mathrm{E}-4$. For the CC-CFIER: MHB + L-MHB there are 2474 MHB and 526 L-MHB for a total 6000 DoF. Overall, the system reaches tolerance after 29 iterations for 7.8 seconds per iteration. For this case, the maximum relative far-field error, $\epsilon^{\infty}$, is $9.69 \mathrm{E}-5$. We find that while the convergence rate suffers slightly for MHB + L-MHB, the system is significantly compressed and far more accurate in the given metric. In order to achieve the same level of accuracy between the two methods, we increase the size of the MHB basis to 10000 , resulting in 20000 DoF; we report this data as CC-CFIER: MHB 2. The solution converges in 18 iterations for 8.7 second per iteration. Lastly, we plot the RCS generated from all methods discussed above in Fig. 5.11. We see excellent agreement between CC-CFIER: Loop, CC-CFIER: MHB 2, and CC-CFIER: MHB + L-MHB. The main discrepancy between all the methods is highlighted in the inset; it is apparent that the L-MHB resolves the information at the tip far better than the stand alone MHB.

### 5.4.5 Scattering from a Multi-resolution Manifold

Next, we provide details on using this framework for electromagnetic analysis of scattering from a simply connected object. Consider a tetrahedron that fits in a $8 \lambda \times 8 \lambda \times$ $8 \lambda$ box, as shown in Fig. 3.10. The surface $\Gamma$ is parametrized by a series of three sequentially refined control meshes. We follow a hierarchical multiplicative projection procedure [138] in Alg. 2 to solve (5.8a).

We compare three sets of results: CC-CFIER: Loop, CC-CFIER: MHB and CC-CFIER: H-MHB. For H-MHB, the three levels of refinement are used starting with 514 DoF Fig. 3.10a, 2050 DoF Fig. 3.10a, and lastly 8194 DoF Fig. 3.10a. We defined H-MHB over all 3 meshes starting with the first 100 MHB on Fig. 3.10a, the next 900 on Fig. 3.10b, and the last 2000 on the Fig. 3.10a for a total of 3000 MHB . The eigenspectrum of this basis is illustrated in Fig 5.13. The remaining proposed methods are solved on the finiest control mesh, with CC-CFIER: Loop having 16390 DoF and CC-CFIER: MHB having 6000 DoF.

```
Algorithm 3: Hierarchical Multiplicative Projection Procedure Algorithm.
    input : A series of Loop subdivision meshes \(T^{l}, l \in\{0, \ldots, f\}\)
                H-MHB \(H^{l}, l \in\{0, \ldots, f\}\)
                Control error \(\epsilon\)
    output:Surface current \(\mathbf{J}\) defined on \(T^{f}\)
    / /Initialization
    while \(\epsilon^{\infty} \leq \epsilon\) do
        for \(i:=1\) to \(f-1\) do
            \(\mathbf{w}=\left[R^{i}\right] \cdots\left[R^{f-1}\right]\left[G^{f}\right]^{-1}\left(\left[V^{f}\right]-\left[Z^{f}\right]\left[I^{f}\right]\right)\)
            Solve \(\left[Z^{i}\right] \mathbf{y}=\left[H^{i}\right]^{T}\left[G^{i}\right] \mathbf{w}\)
                \(\left[I^{f}\right]=\left[I^{f}\right]+\alpha\left[P^{f-1}\right] \cdots\left[P^{i}\right]\left[H^{i}\right] \mathbf{y}\)
            end
            Solve \(\left[Z^{f}\right] \mathbf{y}=\left[H^{f}\right]^{T}\left[G^{f}\right]\left(\left[V^{f}\right]-\left[Z^{f}\right]\left[I^{f}\right]\right)\)
            \(\left[I^{f}\right]=\left[I^{f}\right]+\alpha\left[H^{f}\right] \mathbf{y}\)
        compute \(\epsilon^{\infty}\)
    end
```

We plot the RCS generated from all methods discussed above in Fig. 5.12. As is evident, there is excellent agreement between CC-CFIER: Loop, CC-CFIER: MH, and CC-CFIER: H-MHB. The reference solution, CC-CFIER: Loop, reaches the prescribed GMRES tolerance after 82 iterations. The maximum relative far-field error CC-CFIER: H-MHB is 6.93E-4 converging after 3 iterations; GMRES tolerance for the first band is reached after 3 iterations, 12 iterations for the second band, and 7 iterations for the last. The CC-CFIER: MHB has a maximum relative far-field error of 7.40E-5 and reaches GMRES tolerance after 13 iterations. As is evident from this experiment H-MHB permits reusability of data from coarser meshes.

### 5.5 Conclusion

In this chapter, we have presented an integral equation based isogeometric analysis method for electromagnetic scattering from subdivision surfaces; in presenting this approach, we assumed a multiply connected structure, used a complete surface Helmholtz decomposition to effect a Calderón operator. In particular, this work extends the previous numerical infrastructure on to existing Loop subdivision IGA methods to enable analysis of
multiply connected structures with the help of random vector projections onto subdivision surfaces. As a result, we are able to prescribe a complete Helmholtz decomposition on the surface wherein orthogonality of different components is preserved. Furthermore, we address the main bottleneck of evaluating inner-products for higher order basis functions on higher order surface by employing a wideband MLFMA to evaluate "all" interactions. Finally, we introduce the notion of MHB as a means to represent the currents on the surface. These geometry basis can be used for compression of both the manifold and physics on the manifold. In addition, we have explored the benefits of MHB; specifically, we have demonstrated that (a) it is possible to use MHB for multiply connected objects, (b) it is possible to locally enrich MHB leading to better capture of localized behavior, and (c) using a composition of data from a hierarchy of refined geometries to compute results from the finest geometry. All aforementioned attributes have been demonstrated in numerous results using both the subdivision and MH basis, on a collection of electrically large geometries.
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## CHAPTER 6

## SHAPE OPTIMIZATION

### 6.1 Introduction

Research into inverse scattering dates back decades and has found applications in a number of wide ranging fields, including areas such as medical diagnostics, detection of buried objects, tomography, and non-destructive evaluation [42, 154, 166, 115, 64, 94]; in these problems, the goal is to retrieve the distribution of constitutive properties in a domain and/or geometry given a set of measured scattered field data. Along these lines of an inverse scattering problem, there are two subclasses of problems that can be considered: (a) can one modify shapes such that one obtains desired scattered fields, or (b) reconstruct the shape of a object given scattered field data (and boundary conditions on the surface). As is evident, both problems are closely related. The former is commonly referred to as shape optimization; it has a number of applications ranging from acoustics [21, 21, 102, 87, 81] to electromagnetics [ 141,28 ] to medical imagining [ 166,115 ] to design of horns [21], and a number of other applications [167,61]. The computational techniques used therein have been integrated with local based optimization methods [19, 28, 81] as well as global optimization methods [129, 66].

This chapter is devoted to the latter problem - the recovery of the shape of scattering obstacles from phaseless far-field data. Interest in this class of problems is widespread as it finds application in a number of different disciplines [47]. The main challenges that arise in this problem are (a) the ill-posed nature of the problem, (b) the number of degrees of freedom in the optimization problem, and (c) the optimal minimization method used for reconstruction. In this chapter, the aim is to address challenge (b) as it arises in a shape reconstruction routine that is constrained by the forward scattering problem, with the goal of minimizing the geometrical parameters that define the boundary of the scatterer, or in other words minimizing the search space. In particular, we look at
constructing and then modifying a compressed parameterization of some starting surface until we reach a prescribed minimization of a cost functional that measures the discrepancy between the prescribed far-field data and the far-field pattern corresponding to the current approximation of the paramterized scatterer. As is apparent, the geometry parameterisation and its interplay with the analysis plays a crucial role in shape optimisation/reconstruction. When a geometric representation, distinct from the computer-aided design (CAD) model is used to represent the shape, additional errors are incurred as well as a large parameterisation space is needed to represent high fidelity shapes, drastically increasing the difficulty of the optimization scheme. In addition, it leads to non-physical oscillations in the optimised geometry [75] as well as severely distorted mesh requiring auxiliary mesh smoothing, further complicating the problem. To remedy these difficulties, the shape optimisation/reconstruction can be constructed in a high-order isogeometric framework. The effects of geometry representation and analysis on piecewise constant meshes are exacerbated when involved in shape reconstruction. Our approach. Specifically, with flat tesselation, both the number of degrees of freedom necessary to represent (and perturb) the geometry is significant as is the number of basis functions necessary to model the physics. In what follows, our approach is to use a higher order smooth representation of our initial guess as well higher order basis within a framework of isogeometric methods. Elsewhere [6], we have shown that these methods are effective and agree well with those computed using piecewise constant tesslations and basis (with the latter at higher cost).

Isogeometric methods use the same underlying basis sets to represent both the geometry and physics on the geometry. This class of techniques was pioneered by Hughes [79], and has since been adapted for a number of different types of problems in structural mechanics [45, 102], electromagnetics [98, 100, 97, 67, 5, 6] and acoustics $[6,105,39]$. The research in using isogeometric analysis has treaded along two paths: use of non-unifrom B-splines and subdivision surfaces; our focus is on subdivision. Subdivision is a powerful geometric modelling technique for generating smooth surfaces on arbitrary connectivity meshes
which are the generalization of splines to arbitrary connectivity meshes. Specifically, we use the Loop scheme based on triangular meshes and quartic box-splines [106]. Subdivision surfaces are perhaps the ideal candidate for IGA shape reconstruction as one can exploit other facets of subdivision-hierarchical refinement, higher order continuity, and arbitrary topology, i.e., no other restricting assumptions on the geometry need be considered (starshaped domains, for example), see [160, 45, 27] and references therein for examples on IGA shape optimization. The general approach in these papers is to exploit the hierarchy of the control mesh underlying a subdivision surface to do multiresolution editing [108, 145, 19]. The coarse control mesh vertex positions are modified to perform large-scale editing and the fine control mesh vertex positions are modified to add localized changes. This allows for a relatively compressed representation of geometry, allowing for a smaller search space and thus computationally feasible shape reconstruction problem. This approach works well. But, one of the questions that we ask is whether we can construct a better compression scheme. An inspiration for the answer to this question can be found in computer graphics $[134,157,122,96]$. The nub of these ideas is to develop a mechanism that enables compression and morphing of manifolds in an efficient manner.

These techniques rely on the manifold harmonic basis (MHB) set; a basis set constructed from the eigenfunctions of the Laplace-Beltrami operator (LBO). As is well known, LBO is a self-adjoint linear surface operator that captures all the intrinsic properties of the shape and is invariant to extrinsic shape transformations such as isometric deformations. Its eigenfunctions or the MHBs can be understood as a generalization of the Fourier spectrum for functions defined on a general surface manifold. They provide a unique, compact, elegant, and multi-resolution basis for spectral shape processing that is independent of the actual shape representation and parameterization. Several successful applications have been proposed that take advantage of these desirable properties, such as spectral geometry filtering, compression, and surface deformation [157, 29]. As subdivision basis are higher order and smooth it (a) enables further compression (of both the surface and
physics) and (b) has better convergence rates when used for analysis [121, 98]. Together, these features result in fewer degrees of freedom in an optimization setting. Indeed, while manifold harmonics can be defined on piecewise tesselation, additional geometric degrees of freedom required and the number of manifold harmonics required (due to lack of smoothness) make it a poor choice.

Finally, we will leverage our earlier work on subdivision-based isogeometric methods for acoustics to develop a framework that carries over the benefits of subdivision meanwhile maintaining the favorable properties of MHs for use in both analysis and morphing the manifold for shape reconstruction. The specific contributions of this chapter are as follow:

1. develop a MHB based compression scheme for representation of and analysis on manifolds,
2. develop an inverse source based initial estimate for shape,
3. develop a multi-resolution framework for shape reconstruction,
4. and demonstrate the viability of this technique on a number of challenging targets. Note, the synthetic data is obtained using an isogeometric method based on subdivision surfaces. We have also shown elsewhere (for both acoustic and electromagnetic scattering) that the difference between data obtained using a subdivision based isogeometric method and basis defined on piecewise triangulation is not significant but the latter comes at significantly higher cost. The methods developed herein are agnostic to the specific optimization technique used in the reconstruction process. In other words, the novelty / contributions of this work do not lie in the optimization scheme chosen, but the multi-resolution framework used to systematically update and refine the geometry and physics throughout the reconstruction process. And as such, we have used readily available libraries for the optimization procedure (Method of Moving Asymptotes (MMA) [82]) and use the straight-forward finite difference method to implement the necessary gradient. We note that there exists the more efficient adjoint based methods that can be implemented [93, 90, 128, 166, 95].

The remainder of this chapter is organized as follows: In Section 6.2, the forward scattering constraint and the shape reconstruction problem are posed. In Section 6.3, we propose a backprojection scheme that initialize our shape reconstruction algorithm. In Section 6.4, we present a number of results on structurally challenging objects to demonstrate the salient features of our reconstruction algorithm. Finally, in Section 6.5, we summarize our contribution in this body of work.

### 6.2 The forward scattering and shape reconstruction problems

Consider a soft scatterer embedded in $\Omega \in \mathbb{R}^{3}$, whose boundary is denoted by $\Gamma_{0}$ with a uniquely defined outward pointing normal $\hat{\mathbf{n}}$, as depicted in Fig. 6.1.


Figure 6.1: The shape reconstruction problem.

The objective of this experiment is to determine the shape of the scatter $\Gamma_{0}$ such that the measured scattered fields $\Phi_{m}^{s}(\mathbf{r})$ at $\Gamma_{s}$, obtained for a collection of directions and wavenumber, $\left(\mathbf{d}_{i}, \kappa_{j}\right)$ satisfy $\Phi_{m}^{s}(\mathbf{r})=\Phi_{G}^{s}(\mathbf{r})$. This is equivalent to minimizing the following objective function

$$
\begin{equation*}
\text { find } \underset{\Gamma \in \mathbb{R}^{3}}{\operatorname{argmin}} J(\Gamma):=\frac{1}{2} \int_{\Gamma_{s}}\left|\Phi_{G}^{s}(\mathbf{r})-\Phi_{m}^{s}(\mathbf{r})\right|^{2} d \mathbf{r} \tag{6.1}
\end{equation*}
$$

As stated, this is a constrained shape reconstruction problem with $\Gamma$ as the design variable and the forward far-field scattering problem as the constraint on the admissible exterior phaseless far-field data $\Phi_{m}^{s}$. In this case the objective function is defined in the
limiting case in which $\Gamma_{s}$ goes to infinity; following standard practice, fields are normalized by distance.

On $\Gamma_{s}$, data due to fields scattered by the obstacle, $\Phi_{G}^{s}(\mathbf{r})_{\left(\mathbf{d}_{i}, \kappa_{j}\right)}$, is available for a combination of incident waves propagating in direction $\mathbf{d}_{i} \in \mathbf{D}$, where $\mathbf{D}=\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \cdots, \mathbf{d}_{n}\right\}$, with wavenumbers $\kappa_{j} \in \mathbf{K}$, where $\mathbf{K}=\left\{\kappa_{1}, \kappa_{2}, \cdots, \kappa_{k}\right\}$, denoted as $\Phi^{i}(\mathbf{r})_{\left(\mathbf{d}_{i}, \kappa_{j}\right)}$ (in the what follows, the subscripts will be omitted for notational simplicity). For each incident field, the resulting total field $\Phi^{t}(\mathbf{r})=\Phi^{s}(\mathbf{r})+\Phi^{i}(\mathbf{r})$ satisfies the following boundary value problem

$$
\begin{align*}
\nabla \Phi^{t}(\mathbf{r})+k^{2} \Phi^{t}(\mathbf{r}) & =0 & & \mathbf{r} \in \Omega  \tag{6.2a}\\
\Phi^{t}(\mathbf{r}) & =0 & & \mathbf{r} \in \Gamma_{0}  \tag{6.2b}\\
\lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial \Phi^{s}}{\partial n}-i \kappa \Phi^{s}\right) & =0 & & \mathbf{r} \in \Omega \tag{6.2c}
\end{align*}
$$

Here, $\Phi^{s}$ denotes the scattered field, (6.2b) defines the sound-soft boundary condition and (6.2c) imposes the Sommerfeld radiation condition.

### 6.2.1 Boundary Element Formulation

In this section, we will provide a general outline on applying boundary element method to solve (6.2) and obtain the measured far-field scattered fields $\Phi_{m}^{s}(\mathbf{r})$, where $\mathbf{r} \in \Gamma_{s}$, in order to compute the objective function and its gradient. In particular, the Burton-Miller formulation [36] provides a unique solution, and is expressed as:

$$
\begin{align*}
\mathcal{L}_{B M}[\Lambda, \Gamma](\mathbf{r}) & =V^{i}(\mathbf{r}) & \mathbf{r} \in \Gamma, \\
\mathcal{L}_{B M}[\Lambda, \Gamma](\mathbf{r}) & \doteq(1-\alpha) \mathcal{S}[\Lambda, \Gamma](\mathbf{r})+\alpha \beta \mathcal{D}^{\prime}[\Lambda, \Gamma](\mathbf{r}) & \mathbf{r} \in \Gamma,  \tag{6.3}\\
V^{i}(\mathbf{r}) & \doteq(1-\alpha) \Phi^{i}(\mathbf{r})+\alpha \beta \hat{\mathbf{n}} \cdot \nabla \Phi^{i}(\mathbf{r}) & \mathbf{r} \in \Gamma .
\end{align*}
$$

where $\Lambda(\mathbf{r})$ denotes $\partial_{\mathbf{n}} \Phi(\mathbf{r}), \hat{\mathbf{n}}$ is the outward unit normal vector to $\Gamma, 0 \leq \alpha \leq 1$ is a coupling factor that makes the solution unique at all frequencies [36], and $\beta$ is the constant weighting factor. Note, setting $\alpha=0$ or $\alpha=1$ introduces a non-trivial null space at frequencies that correspond to the interior resonance of the structure; the reader is referred to [150] for a theoretical explanation. Here, $\mathcal{S}: H^{-1 / 2}(\Gamma) \longrightarrow H^{1 / 2}(\Gamma)$ denotes the single layer boundary
integral operator

$$
\begin{equation*}
\mathcal{S}[\Lambda, \Gamma](\mathbf{r}) \doteq \int_{\Gamma} \Lambda\left(\mathbf{r}^{\prime}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}, \mathbf{r} \in \Gamma \tag{6.4a}
\end{equation*}
$$

and $\mathcal{D}^{\prime}: H^{-1 / 2}(\Gamma) \longrightarrow H^{-1 / 2}(\Gamma)$ denotes the adjoint double layer operator

$$
\begin{equation*}
\mathcal{D}^{\prime}[\Lambda, \Gamma](\mathbf{r}) \doteq\left[\int_{\Gamma} \Lambda\left(\mathbf{r}^{\prime}\right) \frac{\partial G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)}{\partial \mathbf{n}} d \mathbf{r}^{\prime}\right], \mathbf{r} \in \Gamma \tag{6.4b}
\end{equation*}
$$

where $G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=e^{-i \kappa\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} / 4 \pi\left|\mathbf{r}-\mathbf{r}^{\prime}\right|$ is the free-space Helmholtz kernel in $\mathbb{R}^{3}, \kappa$ is the wavenumber, and $\beta=i / \kappa$. An $e^{i \omega t}$ dependence is assumed and suppressed. We introduce the far-field operator $\mathcal{L}_{f a r}: H^{-1 / 2}(\Gamma) \longrightarrow L^{2}\left(\Gamma_{s}\right)$ given by

$$
\begin{gather*}
\Phi_{m}^{S}(\hat{\mathbf{r}}) \doteq \mathcal{L}_{f a r}[\Lambda, \Gamma](\hat{\mathbf{r}})  \tag{6.5a}\\
\mathcal{L}_{f a r}[\Lambda, \Gamma](\hat{\mathbf{r}}) \doteq \frac{1}{4 \pi} \int_{\Gamma} \Lambda\left(\mathbf{r}^{\prime}\right) e^{i \kappa \hat{\mathbf{r}} \cdot \mathbf{r}^{\prime}} d \mathbf{r}^{\prime}, \hat{\mathbf{r}} \in \Gamma_{s} \tag{6.5b}
\end{gather*}
$$

The exact solution of (6.3) is generally not available. The numerical solution of the integral equations is effected in a discrete setting using an isogeometric method based on Loop subdivision; the exact details are provided in Chapter 4.

### 6.2.2 The objective function

The strategy we use to minimize the cost functional (6.1) is a gradient-based approach which requires the derivative of the cost functional (6.1) with respect to the domain


Figure 6.2: The perturbed shape according to design perturbation $\mathbf{h ( r )}$.
perturbations. The domain perturbation, defined by $\Gamma \rightarrow \Gamma^{h_{\tau}}$ is described by a vector displacement field $\mathbf{h}(\mathbf{r})$ such that $\mathbf{r} \rightarrow \mathbf{r}+\tau \mathbf{h}(\mathbf{r})$, where $\mathbf{r} \in \Gamma$ and $\tau$ is a scalar parameter that denotes the amount of shape change, as illustrated in Fig. 6.2. The reader is referred to $[16,84]$, and references therein for a more detailed definition of shape perturbation as we have only outlined a brief sketch here. To this end, we define the gradient of the cost functional (6.1) as

$$
\begin{equation*}
J^{\prime}(\Gamma)=\lim _{\tau \rightarrow 0} \frac{J\left(\Gamma^{h_{\tau}}\right)-J(\Gamma)}{h} . \tag{6.6}
\end{equation*}
$$

Where $J(\Gamma)$ and $J\left(\Gamma^{h_{\tau}}\right)$ are the cost functional evaluated for the reference and perturbed domain.

A critical step of this shape reconstruction algorithm is the evaluation of both the objective function and it's gradient which are required for minimizing the objective function. In this case, the objective function is dependent on the shape of the boundary and the perturbation vector field $\mathbf{h}$ is represented using shape coefficients $\beta=\left\{\beta_{i}\right\}$, wherein $\Gamma(\beta)$ described by a linear combination of manifold harmonics (see chapter 3). Therefore, we can now repose the reconstruction problem as

$$
\begin{equation*}
\text { find } \beta \text { such that } J(\Gamma(\beta)):=\min \frac{1}{2} \int_{\Gamma_{s}}\left|\Phi_{G}^{s}(\mathbf{r})-\Phi_{m}^{s}(\hat{\mathbf{r}})\right|^{2} d \mathbf{r} \tag{6.7}
\end{equation*}
$$

where $\Phi_{m}^{s}(\hat{\mathbf{r}})$ is the modulus of the far-field scattered data for some object $\Gamma$, described by a set of shape coefficients $\beta$. The gradient of the objective function $J$ with respect to the geometrical parameter $\beta_{i}$ can be done using a finite-difference method [159]

$$
\begin{equation*}
\frac{\partial J(\beta)}{\partial \beta_{i}}=\frac{J\left(\beta_{1}, \cdots, \beta_{i}+\tau_{i}, \cdots, \beta_{N_{v}}\right)-J\left(\beta_{1}, \cdots, \beta_{i}, \cdots, \beta_{N_{v}}\right)}{\tau_{i}} . \tag{6.8}
\end{equation*}
$$

This finite-difference scheme is the most straightforward implementation, given that it still enables us to highlight the main objective of this implementation: the use of multiresolution MHB in shape optimization. The reader is turned to [166, 159] for more efficient approaches that can be adopted to this scheme. The evaluation of $\Phi_{m}^{s}$ in effect, the objective function $J$, for some shape is done by discretizing our forward problem (6.2) by the boundary element method.

### 6.2.3 Multi-resolution shape reconstruction

In this application, we aim to utilize the natural multi-resolution framework of MHB detailed above for the shape reconstruction problem. Specifically, we denote the set of coefficients in (6.9) using $\{\beta\}=\left[\beta_{1}, \cdots, \beta_{N_{v}}\right]$. It is apparent that one can group these in a collection of spatial frequency bands. In effect, $\{\beta\}=\left[\mathcal{B}_{1}, \cdots, \mathcal{B}_{K}\right]$ where $\mathcal{B}_{i}=\left[\beta_{i, 1}, \cdots, \beta_{i, n_{i}}\right]$, where there are $n_{i}$ coefficients in each set. Note, the sets are a contiguous partition of $\{\beta\}$. It follows, that one can implement a multi-resolution analysis/optimization scheme by updating collection of $\mathcal{B}_{i}$ one at a time, as opposed to the entire set.

Thus, the magnitude of $\beta_{i}$, dictate the relative importance of a given eigenfunction at a given spatial "frequency". This transformation makes it possible to define equivalent signal processing operations: this includes under/over sampling, filtering, multi-resolution, windowing, and so on. To wit, this representation makes it possible to enrich shapes (and functions defined on the shape) systematically. To illustrate, the effectiveness of this approach, consider the manifold $\Gamma(\mathbf{r})$ again. Equation (6.9) can be rewritten as

$$
\begin{equation*}
\Gamma(\mathbf{r})=\underbrace{\sum_{i=1}^{M} \beta_{i} H_{i}(\mathbf{r})}_{\text {Low Frequency }}+\underbrace{\sum_{i=M+1}^{N_{v}} \beta_{i} H_{i}(\mathbf{r})}_{\text {High Frequency }} . \tag{6.9}
\end{equation*}
$$

In this expression, we have designated some cutoff coefficient $\beta_{M}$, or correspondingly, $\sqrt{\lambda_{M}}$ to be a maximum cutoff "frequency". This effectively is a versatile tool for shape reconstruction that enables us to enrich data at different levels of fidelity.

### 6.3 Back-projection Based Initialization

In cases of interest, a random guess to this shape reconstruction algorithm will unlikely return a satisfactory solution. As such, we need to obtain a good initial guess for $\Gamma_{0}$ solely from the target scattered far-field data. In particular, we turn to a volume source reconstruction method to obtain a point cloud that can then be used to construct a subdivision mesh. Let $\Phi^{s}\left(\kappa_{n}, \hat{\kappa}_{m}, \hat{\mathbf{r}}\right)$ represent the target far-field data, where $\kappa_{n}=\omega_{n} / c$
is the wave number, $\hat{\kappa}_{m}$ is an incident wave direction and $\hat{\mathbf{r}}$ is the unit-vector along the direction of observation (alternatively defined in terms of $\theta$ and $\phi$ ). Following [10], the boundary of the object can be approximated by assuming there exists some source distribution $\Lambda_{e q}\left(\kappa_{n}, \hat{\kappa}_{m}, \mathbf{r}\right)$ in a volume $V$ that satisfy the following minimization problem,

$$
\begin{equation*}
\min _{n, m}\left\|\Phi^{s}\left(\kappa_{n}, \hat{\kappa}_{m}, \hat{r}\right)-\mathcal{L}_{f a r}\left[\Lambda_{e q}\left(\kappa_{n}, \hat{\kappa}_{m}, \mathbf{r}\right), V\right]\right\| . \tag{6.10}
\end{equation*}
$$

Here, $\mathcal{L}_{f a r}\left[\Lambda_{e q}, V\right]$ is a far-field projector similar to (6.5b); the domain of integration is defined over $\Gamma_{s}$ and the function is defined over the volume $V$. We then coherently combine these volume equivalent sources in a manner following [111],

$$
\begin{equation*}
\tilde{\Phi}_{e q}(\mathbf{r})=\sum_{m=1}^{M_{i n c}} \sum_{n=1}^{N_{\text {freq }}} \Phi_{e q}^{m, n}(\mathbf{r}) e^{i \kappa_{n}\left(\mathbf{r} \cdot \hat{\mathbf{k}}_{m}\right)}, \quad \mathbf{r} \in V \tag{6.11}
\end{equation*}
$$

Now, we consider the cow in Fig. 6.3a as a candidate for constructing an initial Loop subdivision mesh using the volume source reconstruction method. We are given a set of target far-field scattering patterns obeying (6.2) due to 16 incident waves operating at a range of 200 Hz to 1200 Hz in 50 Hz increments. The reconstruction domain $V$ is a cubic region of $4 \mathrm{~m} \times 4 \mathrm{~m} \times 4 \mathrm{~m}$ discretized into $50 \times 50 \times 50$ grid points.

At each point in the reconstruction domain we evaluate the coherent summation of back propagated fields. The points that are of the highest intensity are closest to the boundary of the object $\Gamma$; this can be interrupted as an equivalent acoustics pressure in the volume. At this stage, we prescribe some threshold such that we isolate the points nearest to the boundary of the target object. This effect can be seen in Fig. 6.3b, wherein a cross-section of the reconstructed equivalent acoustic pressure along the $z$ axis is plotted. The points that are left can be interrupted as a point cloud of the boundary, see Fig. 6.3d, which is used to construct the initial mesh, see Fig. 6.3c.

### 6.3.1 Shape Reconstruction Algorithm

Thus far, we have developed/described a comprehensive set of tools that we employ for shape optimization. The reconstruction proceeds as follows: given initial farfield data,


Figure 6.3: Initial guess pipeline: VSRM.
we (a) obtain an initial mesh, (b) construct MHs for this initial guess, i.e. the intial set of coefficients $\beta_{0}$, and (c) use a optimization routine to find the set of coefficients that minimizes the constrained optimization problem in (6.1) wherein (6.2) is the constraint on the admissible fields. The steps for our shape reconstruction algorithm are outlined in Alg. 4. In addition, we note that the optimization method used in this paper is MMA presented from the NLopt library [82]. However, the infrastructure presented is agnostic to the specific optimization methodology used.

### 6.4 Numerical Examples

In this section, we present a series of examples that validate the approach presented in this body of work. Our goal is to reconstruct complex simply-connected Loop subdivision surfaces from synthetic data. As stated, we will assume that far field data is available for a set of incident illuminations and frequencies. An incident illumination, $\mathbf{d}_{i}$, is identified by

```
Algorithm 4: Shape reconstruction algorthim.
    Define:
            D: Directions of propagation
            K: Wavenumbers
            \(\Phi^{i}\) : Incident fields for a set \(\{\mathbf{D}, \mathbf{K}\}\)
            \(\Gamma\) : The boundary to be determined
            \(\Phi_{G}^{s}\) : Goal fields at \(\Gamma_{s}\) due to incident fields \(\Phi^{s}\) impinging on \(\Gamma\)
            Termination tolerance \(\epsilon\) for optimization routine
    Method:
            VSRM: The Initial Guess
            Given \(\Phi_{G^{\prime}}^{s}\), construct the volumetric acoustics source \(\Phi_{e q, V}\) using Eq. 6.11
    e Generate an analysis-ready subdivision mesh \(\mathcal{M}_{0}\), from the \(\Phi_{e q, V}\) point
    cloud using [?]
            Solve Eq. 3.5 on \(\mathcal{M}_{0}\) to generate the MHs
            Construct \(\beta_{0}\) by performing a MHT on \(\mathcal{M}_{0}\)
            Optimization routine:
    while \(J\left(\beta_{i}\right) \geq \epsilon\) do
                    Solve the forward problem (Eq. 6.2) on \(\mathcal{M}_{i}\)
                    Compute objective function \(J(\beta)\) and corresponding sensitivity analysis
                    Update design variables using an optimization algorithm: \(\{\beta\}_{i} \rightarrow\{\beta\}_{i+1}\)
                    Update the subdivision mesh: \(\mathcal{M}_{i} \rightarrow \mathcal{M}_{i+1}\)
    end
```

the pair $\left(\theta_{i}, \phi_{i}\right)$. The frequency of the incident field with wavenumber $\kappa_{j}$ is denoted using $f_{j}$. In all cases presented, the solution outline is as follows: (a) we obtain synthetic data, or goal fields, from a subdivision description of the scatterer, (b) we add noise to this data defined by

$$
\begin{equation*}
\hat{\Phi}_{G}^{s}(\mathbf{r})=\Phi_{G}^{s}(\mathbf{r})+\delta \Phi_{G}^{s}(\mathbf{r}) \tag{6.12}
\end{equation*}
$$

where $\hat{\Phi}_{G}^{s}(\mathbf{r})$ is the set of perturbed goal fields. The term $\delta>0$ is related to the signal-to-noise ratio (SNR) by the equation

$$
\begin{equation*}
\delta=\frac{10^{-S N R / 20}}{\sqrt{M}} \tag{6.13}
\end{equation*}
$$

and is a unit vector with $M$ random Gaussian entries. The $S N R$ (in dB ) typically fluctuates in real applications between $10 \mathrm{~dB}-40 \mathrm{~dB}$. For all our experiments, we choose a noise level of $10 \mathrm{~dB} S N R$ to demonstrate the robustness of our algorithm to noise; a $S N R$ of 10 dB is
considered a high level of noise. Once we have our new perturbed goal fields, we employ our shape reconstruction routine following the steps presented in Fig. ??.

Recall that at every iteration of this shape reconstruction algorithm we are physically perturbing the scatterer's surface. Therefore, we must account for large deformations of the surface throughout the evolution of the algorithm. In order to do so, we require a high fidelity mesh. Given that we are using subdivision surface, we have $\approx \lambda / 7$ patches per wavelength. Furthermore, we note that in the case of a good initial guess, large mesh deformation will be far less prevalent and therefore easing the restriction on the fidelity of the mesh. Recall, that the goal is to achieve a reduction in the cost functional and not to find the global minimum of the non-convex optimization problem. Lastly, in all examples we provide both the surface area error, $S_{e r r}\left(\Gamma_{G}, \Gamma_{n}\right)$, the Hausdorff measure $H\left(\Gamma_{G}, \Gamma_{n}\right)$ and the value of the cost functional at the given iteration count. Furthermore, to illustrate the difference between the reconstructed and the goal surfaces we added to the figures their projections onto the $x-z, y-z$, and $x-y$ planes, which are indicated as black meshed and gray solid regions, respectively.

### 6.4.1 Shape Reconstruction of a Bean

In the first example, we consider a bean that fits in a $2.71 \mathrm{~m} \times 1.27 \mathrm{~m} \times 1.18 \mathrm{~m}$ bounding box as our target shape, see Fig. 6.4e. The main point of this example is to highlight the comparison between an arbitrary starting point against a VSRM initial guess for our shape reconstruction algorithm. In particular, we conduct two different experiments: the first is to reconstruct the target shape starting from an arbitrary starting point, in this case a sphere of radius 1.0 m and the second, is to use VSRM to generate an initial guess, see Fig. 6.4a. When starting with a sphere, our goal fields are generated using the procedure described earlier using 9 incident fields at a set of directions $\mathbf{D}_{1}=\left\{\left(\theta_{1}, \phi_{1}\right)\right\}$. The frequency of these fields are $f_{1}=540 \mathrm{~Hz}$. The initial starting mesh for the sphere is constructed using 1802 vertices and 3600 faces. The reconstruction is performed using 10 MHs .

The second experiment is to start from a VSRM guess; we use 16 incident plane
waves defined by $\mathbf{D}_{2}=\left\{\left(\theta_{2}, \phi_{2}\right)\right\}$, and frequencies $\{100 \mathrm{~Hz}, 125 \mathrm{~Hz}, 150 \mathrm{~Hz}, \cdots, 700 \mathrm{~Hz}\}$ to generate this initial guess. The starting mesh using the initial guess is discretized at 1202 vertices and 2400 faces. Similarly, the goal field used for the reconstruction process is generated from a single field operating at $f_{2}=540 \mathrm{~Hz}$ traveling in the $-\hat{\mathbf{y}}$ direction. Lastly, we use 20 MHs for the reconstruction routine.

As seen in Figs. 6.4c and 6.4d, the algorithm was able to reconstruct the object and its features accurately from noisy data; notably the concavity of the object were successfully recovered in both cases. It should be noted that the algorithm was able to recover the correct size and width of the scattering object. Their relative placement and generic dimensions agree very well with those of the target.

| No. of iter. | Initial | 10 | 20 | 25 | 33 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $H\left(\Gamma_{G}, \Gamma_{n}\right)$ | $5.37 \mathrm{E}-1$ | $1.96 \mathrm{E}-2$ | $8.21 \mathrm{E}-2$ | $4.23 \mathrm{E}-2$ | $4.87 \mathrm{E}-2$ |
| $S_{e r r}\left(\Gamma_{G}, \Gamma_{n}\right)$ | $5.75 \mathrm{E}-1$ | $8.06 \mathrm{E}-2$ | $3.15 \mathrm{E}-2$ | $5.15 \mathrm{E}-3$ | $8.97 \mathrm{E}-3$ |
| $J\left(\beta_{n}\right)$ | 6.08 | $6.04 \mathrm{E}-1$ | $1.42 \mathrm{E}-2$ | $9.15 \mathrm{E}-2$ | $3.96 \mathrm{E}-3$ |

Table 6.1: Evolution of the error metrics with respect to iteration for the bean (Fig. 6.4e) starting from a sphere (Fig. 6.4b).

| No. of iter. | Initial | 10 | 20 | 25 | 33 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $H\left(\Gamma_{G}, \Gamma_{n}\right)$ | $1.91 \mathrm{E}-1$ | $1.73 \mathrm{E}-1$ | $8.26 \mathrm{E}-1$ | $8.49 \mathrm{E}-2$ | $8.03 \mathrm{E}-2$ |
| $S_{\text {err }}\left(\Gamma_{G}, \Gamma_{n}\right)$ | $1.24 \mathrm{E}-1$ | $8.28 \mathrm{E}-2$ | $3.45 \mathrm{E}-2$ | $3.07 \mathrm{E}-2$ | $2.28 \mathrm{E}-2$ |
| $J\left(\beta_{n}\right)$ | $2.57 \mathrm{E}-1$ | $1.09 \mathrm{E}-1$ | $1.06 \mathrm{E}-2$ | $8.14 \mathrm{E}-2$ | $6.60 \mathrm{E}-3$ |

Table 6.2: Evolution of the error metrics with respect to iteration for the bean (Fig. 6.4e) starting from the initial guess (Fig. 6.4a).


Figure 6.4: Shape reconstruction of a bean (6.4e): starting from the initial guess (6.4a) it converges to the reconstructed shape (6.4c) after 33 iterations; starting from a sphere (6.4b) it converges to the reconstructed shape (6.4d) after 33 iterations.

### 6.4.2 Shape Reconstruction of a Bumpy Cube

Next, we examine the performance of this algorithm on a more complex/challenging target illustrated in Fig. 6.5c. This geometry contains both convex and non-convex features which demonstrates the efficiency of MHs representation as well present an overall challenging reconstruction problem. In this case, we only use VSRM to obtain an initial
guess. This is done using 16 incident planes waves in directions $\mathbf{D}_{2}=\left\{\left(\theta_{2}, \phi_{2}\right)\right\}$ and frequencies $\{100 \mathrm{~Hz}, 125 \mathrm{~Hz}, \cdots, 800 \mathrm{~Hz}\}$. The goal fields are generated for a set of 9 incident fields $\mathbf{D}_{1}=\left\{\left(\theta_{1}, \phi_{1}\right)\right\}$ operating at $f_{1}=400 \mathrm{~Hz}$. As such, the initial mesh is discretized with 1202 vertices and 2400 patches. The reconstruction routine was done using 40 MHs . The final result is shown in Fig. 6.5b; the algorithm was able to reconstruct the object and its features accurately from noisy data. Notably, the concave features of the object, i.e., the protruding lobes, were successfully recovered. Furthermore, the algorithm was able to recover the correct size and width of the scattering object. Again, we find their relative placement and generic dimensions agree very well with the target.

| No. of iter. | Initial | 5 | 10 | 15 | 19 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $H\left(\Gamma_{G}, \Gamma_{n}\right)$ | $2.48 \mathrm{E}-1$ | $1.68 \mathrm{E}-1$ | $9.96 \mathrm{E}-2$ | $5.72 \mathrm{E}-2$ | $4.18 \mathrm{E}-2$ |
| $S_{e r r}\left(\Gamma_{G}, \Gamma_{n}\right)$ | $1.15 \mathrm{E}-1$ | $2.76 \mathrm{E}-3$ | $1.90 \mathrm{E}-2$ | $2.17 \mathrm{E}-2$ | $1.41 \mathrm{E}-2$ |
| $J\left(\beta_{n}\right)$ | 3.21 | 1.63 | $1.45 \mathrm{E}-1$ | $7.36 \mathrm{E}-2$ | $4.44 \mathrm{E}-2$ |

Table 6.3: Evolution of the error metrics with respect to iteration for the bumpy cube (Fig. 6.5c) starting from the initial guess (Fig. 6.5a).

### 6.4.3 Multiresolution Shape Reconstruction

In this final example, we consider the reconstruction of a cow that fits into a $1.7 \mathrm{~m} \times 1.7$ $\mathrm{m} \times 1.0 \mathrm{~m}$ box, see Fig. 6.6c. This geometry is multi-scale, implying there are fine-scale surface features as well as coarse features, which can be utilized for demonstrating the efficacy of the multi-resolution feature of our reconstruction scheme. Furthermore, given the multi-scale surface features, both the initial guess and the reconstruction routine require a richer set of data relative to the previous examples. In this case, the initial guess, see Fig. 6.6a, is constructed from 16 incident plane waves in directions $\mathbf{D}_{2}=\left\{\left(\theta_{2}, \phi_{2}\right)\right\}$, for the frequencies $\{100 \mathrm{~Hz}, 150 \mathrm{~Hz}, \cdots, 1200 \mathrm{HzHz}\}$. The shape is optimized at two independent frequencies, 550 Hz and 900 Hz . Again, to maintain the prescribed number of samples over the mesh as $\lambda / 7$, we discretize the mesh at 1102 vertices and 2200 faces for the first frequency and and then 2402 vertices and 4800 faces for the second frequency. Furthermore,


Figure 6.5: Reconstruction of the bumpy cube (Fig. 6.5c) starting from an initial guess (Fig. 6.5a) converging to the reconstructed surface (Fig. 6.5b) after 19 iterations.
at 550 Hz , we use 100 MHs and at 900 Hz we use 150 MHs . At each of these frequencies, we optimize in bands of 50 MHs . This implies that we choose $\operatorname{dim}\left\{\mathcal{B}_{i}\right\}=50$ for any $i$.

Reconstruction is done sequentially, in that we choose a threshold error for $\mathcal{B}_{1}$ and once that is reached, we optimize $\mathcal{B}_{2}$ and so on. Once we reach a local minima for the last band, we take our current optimized shape and refined it, such that we can optimize for the next frequency at the proper sampling rate and so on. As is evident from Fig. 6.6b, the algorithm recovers the major significant features of the object. While it does recover all features, locations and shape, it does not completely capture the legs or ear to high fidelity. This is largely due to reconstruction at two frequencies only that are not sufficient to resolve rather small features.

| No. of iter. | Initial | 29 | 39 | 52 | 63 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $H\left(\Gamma_{G}, \Gamma_{n}\right)$ | $1.20 \mathrm{E}-1$ | $1.09 \mathrm{E}-1$ | $1.01 \mathrm{E}-1$ | $1.29 \mathrm{E}-1$ | $9.00 \mathrm{E}-2$ |
| $S_{\text {err }}\left(\Gamma_{G}, \Gamma_{n}\right)$ | $3.41 \mathrm{E}-2$ | $1.05 \mathrm{E}-2$ | $5.84 \mathrm{E}-3$ | $2.95 \mathrm{E}-2$ | $7.87 \mathrm{E}-3$ |
| $J\left(\beta_{n}\right)$ | $6.69 \mathrm{E}-1$ | $3.15 \mathrm{E}-2$ | $1.93 \mathrm{E}-2$ | $5.10 \mathrm{E}-1$ | $2.44 \mathrm{E}-1$ |

Table 6.4: Evolution of the error metrics with respect to iteration for the multiresolution target surface (Fig. 6.6c) starting from the initial guess (Fig. 6.6a).

### 6.5 Conclusion

In this chapter, we proposed a novel optimization scheme for shape reconstruction; the crux of our contributions rely on using manifold harmonics as a foundation for shape reconstruction. We have exploited the compression and multi-resolution framework that these harmonics provide to address every facet of the reconstruction process; from representing geometry to physics on the manifold. These harmonics rely on an underlying isogeometric analysis framework built on subdivision basis sets. A number of results demonstrate the viability and efficiency of the proposed approach on a set of challenging targets. MHB proves to be a robust tool with a number of applications for inverse design; these include developing maps directly between geometry and far-fields, multi-resolution editing, integration with machine learning, and so on.

(b) Final Shape.

(c) Target Shape.

Figure 6.6: Reconstruction of target surface (Fig. 6.6c) starting from an initial guess (6.6a) converging to the reconstructed surface (Fig. 6.6c) after 63 iterations.

This chapter, @2022 JASA, is reprinted, with permission, from A. M. A. Alsnayyan and B. Shanker, "Laplace-Beltrami based multi-resolution shape reconstruction on subdivision surfaces," The Journal of the Acoustical Society of America on, March 2022, with slight modifications to fit in this dissertation.
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