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ABSTRACT 

ERAP1 has long been appreciated for its role in antigen presentation during the adaptive 

immune response. It is a peptidase in the endoplasmic reticulum that trims peptide antigens prior 

to their loading onto awaiting MHC-1. However, ERAP1 has also been shown to play an 

important role in innate immune responses, although the mechanisms underlying these 

associations have been unclear. The ERAP1 gene has also been linked to a number of 

autoimmune diseases including, but not limited to Multiple Sclerosis, Ankylosing Spondylitis, 

and Ulcerative Colitis. In addition, it is known to be altered in various tumor types as a means of 

immune evasion, and inhibitors for ERAP1 have shown promising results against tumors in 

vitro. Therefore, ERAP1’s significance in the susceptibility to diverse diseases is vast, and 

further study into how this protein participates in both innate and adaptive immune response 

mechanisms is justified. Our lab has previously published that immune cells and animals 

deficient in ERAP1 display proinflammatory phenotypes. In this dissertation, the mechanism as 

to how disruptions in normal ERAP1 function leads to proinflammatory phenotypes is studied. 

First, proinflammatory mechanisms within a critical innate immune cell, macrophages, are 

discerned using both ex vivo models and an in vivo inducible colitis mouse model. ERAP1 

deficiency in the setting of a murine model of autoimmunity is also evaluated, revealing both 

disturbances in B cell development and function as dependent on normal ERAP1 activity, and 

that these disturbances can lead to exaggerated neuroinflammation in several murine models of 

MS. ERAP1 dependent proinflammatory mechanisms within B cells are further studied ex vivo 

using global RNA sequencing technology along with flow cytometry-based methods. Together, 

the results of these studies reveal that loss of ERAP1 function causes enhanced ER stress within 

the cell, leading to UPR activation, increased inflammasome activity, and evidence of increased 



pyroptosis. Given the broad spectrum of ERAP1 functions on immune cell functions, we 

capitalized on these insights to determine how ERAP1 inhibition might impact diseases such as 

cancer. Specifically, our results confirmed that that ERAP1 inhibition promoted NK cell directed 

tumor killing, a modality that had never been attempted until now. In conclusion, this 

dissertation capitalizes upon insights gained from human genetic studies associating ERAP1 with 

a variety of human disease susceptibilities, identifying the molecular mechanisms underlying 

these associations, and also illuminates possible new therapies for human diseases derived from 

study of ERAP1. 
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Chapter 1: Introduction 
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The role of the immune system is to rapidly and specifically identify foreign invasion of 

the host and respond accordingly. It is no wonder that the immune system has evolved to 

encompass a vast landscape of coordinated intracellular and extracellular signaling, fostering 

cell-cell interactions to eliminate infection and return the host to baseline as rapidly as possible. 

As a result, it can be predicted that even mild perturbations in normal immune system functions 

would have significant consequences, resulting in a myriad of diseases. Specifically, the balance 

between initiating pro-inflammatory and anti-inflammatory innate immune and adaptive immune 

responses is an intricate process, that requires a variety of molecular checks and balances to 

maintain homeostasis even in the face of overwhelming infection. However, when these immune 

regulatory responses go unchecked, are inherently unstable due to genetic predisposition, or are 

overwhelmed, problematic diseases can occur, including autoimmunity and cancer. In general, 

autoimmune diseases involve the hyper-activity of proinflammatory cells such as B and T 

lymphocytes (1). In relatively common autoimmune diseases such as the neurodegenerative and 

currently incurable neuroinflammatory disease Multiple Sclerosis (MS), it is primarily thought 

that autoreactive T and B cells can cause proinflammatory cytokine secretion, immune 

recruitment, and damage to surrounding neuronal tissue (1).  In contrast, cancers many times 

downregulate the surveillance capacity of immune cells (i.e.: T lymphocytes and Natural Killer 

(NK) cells) to identify cancer cells as abnormal, promoting cancer cell survival and spread (2). 

Cancer cells can alter the immune microenvironment and cause reduced immune surveillance, 

such as upregulating exhaustion markers on T lymphocytes triggering early cell death, as a 

means of avoiding immune recognition and destruction of tumor cells (2). Therefore, 

autoimmune responses and cancer immunology reflect two extremes of a dysregulated immune 

system, i.e.: two sides of a double-edged sword. Many processes governing autoimmunity are 
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implicated in cancer immunology as well, and many molecules have been identified as 

contributing to both processes, most notably Endoplasmic Reticulum Aminopeptidase 1 

(ERAP1).  

Autoimmunity and genetic associations 

 The definition of autoimmune disease is the attack of healthy cells by an individual’s own 

immune system (1). Autoimmune diseases affect 3-5% of the human population, with significant 

effects on human mortality and morbidity (1). Most, if not all autoimmune diseases often require 

lifelong treatment and cause significant costs on the healthcare system. Therefore, new, more 

sustainable treatments for autoimmune disease are of vital importance for study. The attack of 

autoimmunity on healthy tissues is diverse and therefore causes a wide variety of symptoms, 

from joint pain in rheumatoid arthritis to neurological deficits in multiple sclerosis.  

To identify possible therapies and interventions to either minimize or fully prevent the 

tissue destruction caused by autoimmunity, it is essential to identify common factors found in 

individuals affected by such diseases.  Known contributors to autoimmunity including sex, age, 

geographical location, and genetics to name a few (1). For example, multiple sclerosis is very 

rare in tropical climates, but more common in temperate climates (1, 3). MS affects women twice 

as much as men, whereas inflammatory bowel disease affects both men and women equally (1). 

These are just a few of the myriad associations identified in those affected by autoimmune 

diseases. 

 Various monozygotic twin studies and genome wide associated studies (GWAS) have 

revealed the correlation between genetics and autoimmunity. GWAS are a technique to identify 

markers in specific patient populations, identifying mutations associated with a specific disease 

in humans. There are two types of mutations: synonymous and nonsynonymous. Synonymous 
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mutations are evolutionarily neutral and do not change the amino acid sequence of a protein, 

where non-synonymous mutations do. Thus, most disease related variants associated with protein 

function are non-synonymous.   

The most well documented genetic association with autoimmune disease is with the 

MHC-1 genes. Indeed, many studies have demonstrated specific MHC-1 polymorphisms being 

associated with increased susceptibility to specific autoimmune diseases (1, 3–5). The gene 

products of the MHC locus are the human leukocyte antigens (HLA) and the presence of specific 

HLA variants are recurrently altered in a multitude of autoimmune diseases. Specifically, HLA-

II: DQ2 and DQ8, HLA-I: HLA-A and DQB1*0602 have been associated with type 1 diabetes 

and HLA-II: DR4; HLA-III: TNF have been associated with rheumatoid arthritis (1, 4), as some 

specific examples.  

Although variants in the HLA genes are the most commonly associated gene associated 

with risk for autoimmune disease, a large number of other genes have been associated with 

susceptibility to autoimmune diseases as well. For example, variants of the cytokine genes IL-17 

and IL-23 can be associated with spondylarthritis diseases (6, 7). In ankylosing spondylitis (AS), 

more than 10% of patients do not express the common HLA mutation HLA-B*27, although this 

marker is commonly used for diagnosis of the illness. In multiple sclerosis, over 100 genes have 

been associated with genetic MS risk (3, 8), and HLA mutations make up only a small 

percentage of these, supporting the notion that there is involvement of other genes beyond the 

HLA cluster in these same diseases. For example, the second most common gene mutation 

associated with risk for development of AS, and other autoimmune diseases, is in the 

Endoplasmic Reticulum Aminopeptidase 1 (ERAP1). ERAP1 has been linked to a wide range of 

autoimmune diseases and has been found in epistasis with HLA mutations as well, although the 
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reason as to why it does this is not fully understood. This dissertation will explore the impact of 

ERAP1 polymorphisms on human disease further.   

ERAP1 

The ERAP1 gene is a highly polymorphic gene located on human chromosome 15 (9). It 

is composed of 47379 base pairs arranged in 20 exons, encoding a protein. ERAP1 is an 

aminopeptidase belonging to the M1 zinc metallopeptidase family, which is localized to the ER 

(38, 39). ERAP1 acts as a “molecular ruler” in the cell, processing antigenic peptides at their N-

terminus prior to major histocompatibility complex 1, or MHC-1, loading and antigen 

presentation (38, 39). In review, during antigen processing for subsequent MHC I presentation, 

peptides are selected by transporter associated with antigen presentation 1 (TAP1) after 

proteasome processing and targeted to the endoplasmic reticulum (ER). TAP1 selects peptides 

which are 9-16 residues long specifically (10). ERAP1 then further modifies these peptides and 

trims them to 8-13 residues (11). These processed peptides can then bind to the peptide-binding 

domain on an HLA molecule and HLA associates with β2 microglobulin (β2m). This molecule is 

now called MHC-I, and ready to interact with CD8+ T-cells and NK cells at the cell surface. 

These pathways involving ERAP1 are represented in Figure 1. 
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Figure 1: The mechanism of action of ERAP1 within antigen presenting cells. 

 

As ERAP1 mediates antigenic peptide trimming, it regulates the immunopeptidome of a 

cell, thus driving the presentation of various peptides to the immune system which will 

ultimately determine immune response. Indeed, our group and others have shown that ERAP1 

modulation alters the immunopeptide and T effector responses (12). In fact, a completely unique 

peptidome was present on the cell surface of ERAP1 modified splenocytes, which caused a shift 

in the peptide immunodominance and altered T cell memory responses (12). Furthermore, mice 

with ERAP1 variants developed unique T cell clones, due to this unique immunopeptidome, in 

response to vaccination (13). In mice with deficient ERAP1 or ERAP1 variants, MHC-1 surface 

expression was also reduced, due to inactive peptide trimming and therefore reduced loading (12, 
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13). This deficient ERAP1 activity led to cellular ER stress within immune cells and 

proinflammatory consequences (14). 

ERAP1 deficient mice also have altered amounts of adaptive immune cell types. Notably, 

type 1 regulatory (Tr1) T cells were reduced in ERAP1-/- mice (15). Tr1s are a less well-studied 

cousin of the T regulatory (Treg) cell, carrying the same immunosuppressive function. 

Furthermore, we discovered that ERAP1-/- mice have altered B cell responses to recombinant 

MOG (1-125) during experimental autoimmune encephalitis (EAE) (16). This altered B cell 

response caused enhanced EAE phenotype in ERAP1-deficient mice.  Tr1s and B cells have 

been implicated in a number of diseases, which have also been correlated with ERAP1 

polymorphisms, supporting the translational power of our studies.   

ERAP1 and innate immunity 

In addition to ERAP1’s role in antigen presentation, it is also a direct regulator of innate 

immune responses (17, 18). Our lab has extensively shown that ERAP1 modulation affects 

cytokine production in multiple cell types and animal disease models. Indeed, ERAP1 is a known 

cleavage enzyme for receptor shedding for various cytokines including TNF-R1 and IL-6, and is 

therefore a “receptor sheddase” (19). In addition to its role within the ER, ERAP1 can also be 

secreted. Goto et al. discovered that secreted ERAP1 causes the activation of macrophages, 

enhancing their phagocytic activity in response to lipopolysaccharide (LPS) and  interferon 

(IFN)-y (20). This group further outlined TLR stimulation as causing ERAP1 secretion and 

thereby IFN-b and TNF-a induction, in a mechanism dependent on the calmodulin pathway (21). 

Our lab used a unique ERAP1-deficient mouse model to explore the innate immune 

activity within these mice. We published that ERAP1-/- mice demonstrated enhanced innate 

immune activity, characterized by NK and NKT activation and proinflammatory cytokine 
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production such as IL-12 and MCP-1 (13). This increased IL-12 production correlated with more 

phagocytic activity of dendritic cells (DCs) and macrophages (17). Within human cells, ERAP1 

variants can also cause innate immune activation. For example, our group demonstrated that 

human PBMCs treated with human ERAP1 variants had enhanced cytokine production and cell 

activation (18). Furthermore, PBMCs with ERAP1 overexpression show similar enhancement of 

innate immune responses, supporting the notion that ERAP1 modulation affects innate 

immunity.  

Other than through cytokines, ERAP1 is also known to affect NK cells directly. For 

example, mice with deficient ERAP1 show increased amounts of terminally mature and licensed 

NK cells (13). Furthermore, stimulated splenocytes from ERAP1-deficient mice have enhanced 

NK cell activity, represented by elevated NK cell activation markers and proinflammatory 

cytokine secretion (13). Notably, IL-1β and IL-6 were both upregulated in ERAP1-/- 

splenocytes, supporting a proinflammatory phenotype. Furthermore, NK cells with either absent 

ERAP1 or an ERAP1 over-trimming variant, show enhanced activity and can even target and kill 

tumor cells significantly more than WT NK cells (13). This biology may in part be explained by 

ERAP1 controlling NK cell function, through perturbing the ability for cells to engage NK 

Inhibitory receptors (22).  

We published that ERAP1-deficient bone marrow derived macrophages (BMDMs) were 

increasingly sensitive to inflammasome activation, and had increased secretion of IL-1β, IL-18, 

and other proinflammatory cytokine production in response to various inflammasome stimuli 

(14). This increased inflammasome activity was also seen in vivo in a mouse model of colitis 

(14). Altogether, this data proves that ERAP1 modulation is directly associated with innate 
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immune responses. The elevated innate immune activation we see may in part explain why 

ERAP1 variants are associated with so many immune-based diseases. 

ERAP1 SNPs and associations with human diseases 

More than a decade ago, genome wide associated studies (GWAS) revealed various 

polymorphisms within the ERAP1 gene as being genetically linked with susceptibility to a 

multitude of diseases (23, 24). As previously mentioned, ERAP1 is a highly polymorphic gene 

with common non-synonymous mutations. In humans, there is an ERAP2 gene in addition to 

ERAP1 (9), however, unlike ERAP1, ERAP2 SNPs and their correlation to human disease is not 

a major topic of study. This is because although ERAP2 is polymorphic as well, most mutations 

in ERAP2 are synonymous, and therefore ERAP2 SNPs have not been linked with many human 

diseases (9).    

There are multiple published ERAP1 SNPs associated with autoimmune disease, with the 

top most common being rs27044, rs17482078, rs10050860, rs30187, and rs2287987 (25–27). All 

of these variants within ERAP1 exchange one amino acid for another in the coding region of the 

gene (27).  ERAP1 activity can be both enhanced as well as reduced based on certain 

polymorphisms, resulting often in an “over-trimming” effect on peptides and therefore improper 

antigen presentation (28–30). This is in fact a common precursor to tumor immune evasion, a 

topic which will be discussed later in this dissertation. In general, the “over-trimming” of ERAP1 

is more commonly associated with immune evasion by tumors while “loss-of-function” in 

ERAP1 enzymatic activity is associated more so with autoimmune disease development. 

Many of these non-synonymous genetic polymorphisms in ERAP1 are known to alter the 

aminopeptidase activity, and they are located at key enzymatic sites of the ERAP1 protein. 

Interestingly, all of the SNPs found in ERAP1 that are associated with certain diseases were 
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found at the interdomain junction or a peptide binding area of ERAP1, thereby all theoretically 

affecting the trimming ability of ERAP1. The location of these SNPs along within the ERAP1 

protein can be appreciated in Figure 2. Although over 40,000 ERAP1 SNPs have been found, 

two (rs30187 and rs27044) are the most common in the human population (31). The SNP 

rs30187 involves the exchange of lysine for arginine at amino acid 528 (Table 1), and is the most 

common single variant in ERAP1 that has been linked with multiple autoimmune diseases. In 

functional studies, this SNP was found to reduce the peptide trimming ability of ERAP1. The 

SNP rs27044 also showed altered peptide trimming specificity in functional studies. The 

combination of such SNPs is additive as well, where multiple SNPs in combination reduce 

ERAP1 trimming activity to a greater extent (23, 27, 32).   

 

 



 

 

11

 

 

Figure 2:  The ribbon protein structure of ERAP1 and location of SNPs. This figure 

represents a ribbon model of a proposed ERAP1 structure and the location of various non-

synonymous SNPs. The red central atom represents the active site of the enzyme (33). This 

figure is from an Open access journal which allows for unrestricted non-commercial use, 

distribution, and reproduction in any medium. Hum Mol Genet, Volume 18, Issue 21, 1 

November 2009, Pages 4204–4212, https://doi.org/10.1093/hmg/ddp371 

 

ERAP1 SNPs are spread across the protein, and where they occur dictates downstream 

implications the SNP has on enzyme activity. For example, the rs2287987 variant causes a 

switch from methionine to valine at amino acid 349, which is located at the active site on ERAP1 
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and thus presumably affects direct enzyme activity (Table 1). Whereas ERAP1 SNPs rs27044 

and rs17482078 are located at the internal surface of ERAP1, likely influencing substrate 

specificity. Furthermore, the SNPs rs30187, rs10050860, and rs26653 all occur at the junctional 

domain which can influence either enzyme activity or specificity. Table 1 illustrates the locations 

of these various ERAP1 SNPs, the diseases correlated with each specific polymorphism, and the 

variant’s possible impact on enzyme activity.  

 

SNP Amino acid 

change 

Disease 

correlation 

 

Enzyme location on 

ERAP1 and possible 

effect 

rs2287987 (34) M349V AS, Behçet's 

disease 

 

Active site, influencing 

direct enzyme activity 

rs27044 (35) Q730E AS, HPV-

associated 

cervical 

carcinoma, 

Psoriasis 

 

Internal Surface, 

influencing substrate 

specificity 

rs17482078 (23) R725Q AS, Behçet's 

disease 

Internal Surface, 

influencing substrate 

specificity 

rs30187 (36) K528R AS, MS, 

Psoriasis, 

essential 

hypertension 

 

Junction domain, 

influencing either enzyme 

activity or specificity 

rs10050860 (37) D575N AS, Behçet's 

disease 

Junction domain, 

influencing either enzyme 

activity or specificity 

rs26653 (24) R127P AS, HPV-

associated 

cervical 

carcinoma, 

psoriasis 

 

Junction domain, 

influencing either enzyme 

activity or specificity 

 

Table 1: Characteristics of ERAP1 SNPs. Adapted from Babaie et al. (31)   
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Our lab previously created and published a mouse model expressing the combination of 5 

of these SNPs (rs27044, rs17482078, rs30187, rs10050860, rs2287987), which are the ones most 

altered in AS, a disease which will be discussed later in this introduction (13). We labeled this 

animal model “ERAP1 High”, as the combination of these SNPs caused a high risk of AS 

development. Studies on these immune cells showed similarities between ERAP1 deficient cells, 

supporting that these variants are loss of function mutations in enzyme activity. Importantly, 

these ERAP1 deficient cells had loss of protein function and enzymatic activity, albeit a 

truncated ERAP1 protein was still present. These cells also showed significant alterations in 

innate immune activity as well as the immunopeptidome.  

As one can appreciate, ERAP1 SNPs have been associated with a wide range of immune-

based diseases. However, ERAP1 variants have also been genetically associated with other 

diseases as well, including hypertension and most recently, severe acute respiratory syndrome 

coronavirus 2 (SARS-CoV-2). Polymorphisms in ERAP1 were even discovered to be linked to 

more advanced SARS-CoV-2 infection, likely due to its regulatory role in the renin-angiotensin 

system (38). ERAP1 mediates the metabolism of angiotensin II, and loss of function variant in 

humans (rs30187) is associated with essential hypertension (39). This could in part explain worse 

SARS-CoV-2 outcomes, as the infectious disease also upregulates the renin-angiotensin-

aldosterone system (RAAS) (40). Furthermore, there appears to be sex differences between 

biological male and biological female mice with ERAP1 deficiency in the way their RAAS 

responds to aldosterone (41). Similarly, ERAP1 may also play an important role is preeclampsia 

during pregnancy, as ERAP1 protein levels were increased on placental tissue in patients with 

preeclampsia, likely in part due to its role in angiotensin II metabolism (42, 43). Together, these 

associations implicate ERAP1 in having diverse roles in normal human physiology at a variety of 
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levels, and illustrate that ERAP1 has been linked to a wide variety of immune based human 

pathologies. This further highlights the central role ERAP1 plays in normal functions of the 

human immune system. 

ERAP1-related autoimmune diseases 

Ankylosing Spondylitis 

Ankylosing Spondylitis (AS) is a debilitating spondylarthritis affecting mostly young adults 

(44). The disease is characterized by early onset inflammation at the sacroiliac joint, sacroiliitis, 

and can progress to bony fusions in the entirety of the spine, causing both lack of flexibility and 

pain. In addition to these symptoms, AS patients also have enhanced susceptibility to  

inflammation of the colon, or colitis (44). AS is therefore a multi-system inflammatory disorder. 

The disease is mainly treated first line with nonsteroidal anti-inflammatory medications 

(NSAIDs), followed by TNF-α inhibitors if needed. Other possible therapies include IL-17 

inhibitors and disease modifying drugs such as methotrexate and sulfasalazine (45). 

Unfortunately, these treatments can help the symptoms of AS and pain, but there is no known 

cure for the disease. 

The main genetic contributor to AS disease risk is presence of the HLA-B*27 variant, which 

is present in 88% of the AS patient population (7). Specifically, HLA-B*27 increases the risk of 

developing AS to 5-10% in individuals with the HLA-B*27 mutation (44). However, this 

mutation only accounts for about 20% of the heritability of AS, meaning that a small number of 

people carrying this HLA mutation will actually acquire AS. This suggests that other 

environmental or genetic components may be involved. The second strongest gene association to 

AS is ERAP1. ERAP1 mutation was linked with AS development in 2007, and to date 5 SNPs 

have been appreciated for their association (see Table 1), including rs30187. Indeed, ERAP1 
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mutation confers a 26% risk of developing AS, and in combination with HLA-B*27, the risk for 

AS developments increases even more as ERAP1 and HLA-I often have an epistatic relationship 

in this disease setting (46), whereby mutation in ERAP1 increases the likelihood of mutation in 

HLA-I. There are five associated ERAP1 SNPs with AS (rs27044, rs17482078, rs30187, 

rs10050860, rs2287987). 

Our group published that ERAP1 deficient mice not only have exaggerated immune 

responses when vaccinated (18), but also show phenotypic signs very similar to patients with AS, 

including spontaneous onset of bony fusions and increased susceptibility to a dextran sodium 

sulfide (DSS) inducible colitis model (15). Both colons and sacroiliac joints were also found to 

have present  inflammatory infiltrates in ERAP1 deficient mice (15). Interestingly, lower levels 

of Tr1 cells were also noted in ERAP1-/- mice, in comparison to WT mice (15). Another common 

symptom of AS patients is gut dysbiosis, and often patients with AS also have colitis. We 

discovered that mice with deficient ERAP1 also showed enhanced colitis scoring in comparison 

to WT mice (15). These mice also showed elevated immune infiltration in the colons, and 

elevated proinflammatory cytokine secretion (14, 15). Furthermore, humans with AS have 

enhanced ERAP1 methylation and reduced ERAP1 gene expression, further supporting ERAP1’s 

role in AS pathophysiology and supporting the use of ERAP1-/- mice as a model for studying AS 

(47). Together, this data begins to identify the mechanisms that underlie the genetic association 

of ERAP1 with human AS. 

Behçet's disease 

Behçet's disease (BD) is a multi-system autoimmune disease characterized by recurrent 

genital and oral ulcers, uveitis, and other system involvement such as skeletal, cardiovascular, 

nervous and gastrointestinal systems (48, 49). Disease usually begins around the 3rd or 4th decade 
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of life, with sex and race playing an important role in disease prevalence (50). Patients with BD 

seem to have enhanced proinflammatory cytokine secretion, namely IL-17, IFN-g, and IL-23, 

and enhanced Th1 and Th17 responses, where affected organs have enhanced immune 

infiltration (48–50). Patients with Behçet's disease are treated primarily with corticosteroids, with 

colchicine as first line for mucocutaneous lesions (51). And, despite newer biologics options for 

the lesion treatment, the disease remains incurable (51). 

 Like other autoimmune diseases mentioned here, Behçet's disease also has a significant 

genetic component. The strongest genetic association contributing to BD is HLA-B*51, and is 

specific to non-Caucasian populations (25). However, the ERAP1 variant rs17482078 is also 

linked to BD, and is also known to be in epistasis with this HLA variant (52). Indeed, these two 

variants in conjunction altered the peptidome and reduced peptide binding affinity by HLA-B*27 

in Behçet's disease models (52).  

Multiple Sclerosis 

Multiple Sclerosis (MS) is an autoimmune disease characterized by progressive CNS 

inflammation and deterioration of neurological functions, and is the most common neurological 

disease in young adults. More than 2.5 million people are living with MS worldwide today, and 

despite new therapies for MS, the disease remains incurable and severely debilitating for many 

people (5). The disease is highly heterogenous in its symptoms, course of disease, and prognosis. 

There are four main pathological features of MS: 1) inflammation leading to tissue damage; 2) 

demyelination; 3) axonal damage or loss; and 4) gliosis or the astrocyte reaction to CNS damage 

and scar formation (53).  

The most common form of multiple sclerosis is relapsing-remitting MS (RRMS), which 

is characterized by periods of worsening neurological symptoms with periods of remission and 
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no apparent progression of disease (54). Primary progressive MS (PPMS), on the other hand, is 

consistent worsening of neurological symptoms and disease, without any periods of remissions 

or acute relapses. Secondary progressive MS (SPMS) begins as relapsing remitting, but then 

becomes steadily progressive like PPMS. The final form of MS is progressive relapsing MS 

(PRMS) which is steadily worsening disease and neurological function, with acute relapses as 

well.  

Physicians diagnose and track disease severity with MRI, where white matter lesions are 

visualized. Active lesions or enhancing lesions are signs of disease and are a marker of activity. 

Various biomarkers can be used to assess for disease and subtype, although these are not 

commonly used in the clinic. The most common biomarker seen is IgM bands in the CSF, but 

other biomarkers include CSF C-X-C motif chemokine 13 (CXCL1), CSF chitinase-3-like 

protein 1(CHI3L1), and CSF neurofilament light chain (NfL) (54). Higher levels of IgM bands in 

the CSF were correlated with greater relapse rates and earlier progression to SPMS, and  

increased CHI3L1 levels in the CSF were correlated with more severe disability in RRMS 

patients (54). In addition, serum miR-223 and miR-15b can be used to distinguish PPMS from 

RRMS (54).  

Risk factors known to increase susceptibility of developing MS include both non-genetic 

and genetic causes, with twin studies and GWAS showing 30% of patients to have a genetic 

cause (55). MS is a partially heritable disease, where the risk of disease development increases 

from 1:1000 to 1:4 in identical twins if one twin is affected (56). MS affects biological females 

more than biological males, and disease activity is significantly reduced during pregnancy, 

supporting the important role of male and female sex hormones in disease development (5). In 

addition to genetic susceptibilities, environmental factors also drive MS disease susceptibility. 
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Very recently, a group published a high impact article showing that Epstein Bar Virus (EBV), 

which has been theorized as implicated in MS pathogenesis, does indeed contribute to MS 

development (57). As compelling as this is, it still does not explain all cases of MS and arguably 

more important, does not explain why a majority of people who are infected with EBV do not go 

on to have MS.  

Despite characterizing MS quite well and understanding risk factors, the disease remains 

incurable. Historically, patients were treated with systemic corticosteroids during acute relapses, 

however, the discovery of disease modifying therapies changed the landscape of MS treatment 

greatly in the early 1990’s (58). The first disease modifying therapy to be approved was INF-β, 

which is still used successfully today in many patients. How and why IFN-β therapy exactly 

works is unknown, however it is presumed to reduce anti-inflammatory immune responses (58). 

Today, most patients with MS are treated with a form of immunomodulatory therapy. Given the 

great success of these therapies, the immune aspect to MS disease has been increasingly 

appreciated. 

CD4+ Th cells are a well-studied immune subset which are known to drive MS (55). 

More specifically, Th1 and Th17 cells are found in white matter lesions in patients with MS, and 

are known to be required for EAE development (55). These cells are arguably very important in 

MS and EAE pathogenesis, however depletion of CD4+ specifically does not improve clinical 

MS disease (55). Also, CD8+ T cells are the dominant immune cell subset in MS lesions (55). 

This confusion has led to more study into the immunology of MS, and the role of innate immune 

system has been proven to be ever important (3, 5, 59). Interestingly, patients who were treated 

with anti-CD20 monoclonal antibodies showed reduced inflammatory active lesions and less 

relapses (60). This brought to light the obvious importance of B cells in MS (60). B cells remain 
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understudied in MS today, and they represent a possible immune cell population which could be 

manipulated to better MS therapy.  

Genetics is known to play a strong role in MS onset, and although hundreds of genes 

have been linked to MS, the mechanisms driving them has not been fully studied. ERAP1 is one 

of these associated genes (8, 26). The r30187 SNP in ERAP1 has been linked as a pathologic 

driver in MS with an odds ratio of 1.26 (26). Mutations in HLA class II and HLA class I have 

also been implicated in MS disease, although some mutations are protective and some drive 

disease risk (55), leading to unclear conclusions. We showed that in a mouse model of MS, 

ERAP1-deficient mice have a much more severe EAE phenotype, as will be discussed in the 

following sections of this dissertation (16). We further linked this phenotype with B cells, 

showing that an adoptive transfer of ERAP1-deficient B cells specifically, greatly enhanced EAE 

(16). To note, it remains unclear how or if these variants contribute to biomarkers of the disease. 

Further research into how the ERAP1 SNP impacts MS pathogenesis is therefore needed, and 

will hopefully improve outcomes for individuals living with MS.  

Animal models of induced Autoimmunity 

 Throughout this dissertation, animal models are utilized to gain insights into the genetic 

basis of human autoimmune diseases, and support the translation of experimental results to 

human applications. Specific autoimmune diseases are either spontaneous, such as the onset of 

spinal fusions in ERAP1-/- mice, or induced, the latter using well established protocols. Here, 

several inducible models of autoimmunity and their applications are more closely examined and 

explained.  
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DSS 

 The DSS-induced colitis model is a mouse model commonly used to mimic human 

inflammatory bowel disease (IBD), a disease closely associated with other autoimmune diseases 

such as AS, as well as an individual disease pathology on its own. Dextran sulfate sodium, or 

DSS, is a water soluble drug with a molecular weight of 40-50kDa, and when dissolved in water 

and imbibed by mice, induces an inflammatory colitis (61). It is unknown exactly how DSS 

induces colitis, but it is thought to disrupt the epithelial lining of the large intestine, allowing for 

intestinal bacteria and other contents an entryway into the stroma of the intestinal tissue (61). 

DSS is particularly useful for studying the innate immune system’s role in colitis, as DSS 

induced colitis itself can still occur even in the absence of B and T cells (61, 62). 

 Monitoring colitis after DSS administration in animals is based on the quantification of a 

variety of variables. Disease induction occurs within 3-7 days after DSS administration. Animals 

are visually inspected, and weighed daily, and their stool is examined for blood, and these factors 

influence the clinical score of the colitis. During DSS, mice experience significant weight loss, 

diarrhea and hematochezia, and need to be monitored very closely. Although other models exist 

for studying colitis in mice, DSS is the most widely used due to its ease, reproducibility, and 

reliability.  

 Given the association of IBD with AS, our group previously published that in the absence 

of normal ERAP1 functions , ERAP1-/- mice experienced a significantly worsened colitis 

subsequent to DSS treatment, (weight loss, diarrhea and hematochezia) relative to identical DSS 

treatments of WT mice (15). Upon histological examination, the colons of DSS treated ERAP1-/-  

mice had significantly more inflammatory infiltrates. Also, colon homogenates from ERAP1-
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deficient mice were found to contain increased levels of several  overall proinflammatory 

cytokines, including the  inflammasome-derived  cytokines IL-1β and IL18 (14).  

EAE models of autoimmunity 

 There are two animal models most widely utilized to study  MS pathogenesis, causation, 

and potentially treatment: the Theiler’s Virus-Induced Demyelinating Disease (TMEV-IDD) 

model for MS, and the Experimental Autoimmune Encephalomyelitis (EAE) model for MS (63). 

TMEV-IDD is a useful model for studying viral etiologies that underlie induction of 

neuroinflammation, while the EAE model allows for intricate analysis of how innate and 

adaptive immune responses contribute to MS pathogenesis. EAE pathology itself is highly 

similar to CNS pathology in MS patients, because both show demyelinated lesions in white 

matter with immune infiltration. Also, IgG bands are found in the cerebral spinal fluid of both 

humans and mice.  

Within EAE, there are several methods utilized to initiate EAE and neuroinflammation, 

but they all are initiated by the immunization of mice with a single antigen (myelin 

oligodendrocyte glycoprotein, or MOG) resembling the human myelin and thus initiate a disease 

in mice similar to EAE (63).  Specifically, a protein or peptide for myelin is injected into the 

mouse, in addition to an immune adjuvant and pertussis toxin to make the blood brain barrier 

unstable (63).  Although EAE can be stimulated with different types of protein and peptides, the 

MOG35-55 peptide and MOG1-125 protein will be focused on during this dissertation and are most 

commonly utilized in the field. The MOG1-125 is a full length MOG protein, while the MOG35-55 

is the most immunogenic peptide within the full length protein. Most EAE research uses the 

peptide form of MOG, although the differences in their actions to induce EAE is important to 

highlight. Specifically, the MOG peptide initiates a CD4+ T cell dependent EAE model, while 
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the full length MOG protein is a B cell-dependent EAE model, likely due to the ability for B 

cells to be antigen presenting cells (64). Some studies have shown that other cell types, namely 

CD8+ T cells, also drive MOG peptide-based EAE, for example, after their adoptive transfer into 

naïve mice (64).  However, EAE is generally accepted as a CD4+ T cell mediated 

neuroinflammatory disease of the CNS, in part due to the vast amount of research on MOG 

peptide (63). However, more recent studies have demonstrated that B cells can also drive 

induction of EAE as well (64) and have brought to light the important role for other immune cell 

subtypes in neuroinflammation. Outside of MOG, EAE can also be induced by adoptive transfer 

of encephalotiogenic MOG-specific T cells derived from MOG peptide immunized mice (63, 

64).  

 Upon induction of EAE, mice are monitored closely and scored for disease development. 

A scale of 0-5 is assigned corresponding to disease severity, and are graded as follows. Grade 0 

is healthy and no signs of paralysis or muscle weakness in mice. Grade 1 is tail weakness. Grade 

2 is hind limb weakness. Grade 3 is hind limb paralysis, and Grade 4 is front limb paralysis. 

Grade 4 is a humane endpoint for all of our studies. Grade 5 is death by EAE. This grading scale 

comes with the possibility of bias, so it is of the upmost importance for studies to be blinded 

when assessing different genotypes or treatments. Also, the same individual should score the 

mice each day to ensure scoring is consistent and reproducible from day to day, and study to 

study. Upon scoring, less subjective methods for assessing the experiment include 

histopathology and flow cytometry, in addition to many others.  

 Despite its vast use in MS research, EAE does bring some challenges unique to the 

model. First, it represents a monophasic disease process without relapses and remissions, unlike 

the most common form of human MS (65). Also, the spinal cord is mainly affected in EAE, 
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whereas the brain is mainly affected in MS (53). EAE also is unable to study remyelination, an 

important parameter of human MS. In addition, EAE elicits a CD4+ T cell specific response, 

where most human MS lesions are dominated by CD8+ T cells (53). However, despite, these 

important distinctions, EAE has been invaluable for studying the incurable disease MS. This 

model has directly brought drugs to market for MS, such as glatiramer acetate, an 

immunomodulator who’s exact mechanism remains understudied, although a very common 

clinical therapy for MS.  

Mechanisms underlying Autoimmunity 

Despite the many known risk factors for autoimmune disease, much research has focused 

on studying the cellular and molecular mechanism underlying the causation of autoimmunity. 

More specifically, what drives the immune response to recognize formerly “self” antigens as 

“foreign” and what mechanisms are causing a shift to the proinflammatory nature of 

autoimmunity. While there are many facets to autoimmunity, in this thesis we are focused upon 

those mechanisms linked to ERAP1 functions, including inflammasome activation, the unfolded 

protein response, and autophagy.  

ER stress and the UPR 

Within the ER, proteins are post-translationally processed and folded prior to their release 

to other organelles, and displayed on the cell’s surface or secreted. However, in certain disease 

states such as cancers, infection, neurodegeneration and inflammation, the protein folding 

capacity of the ER can be either disturbed or overwhelmed, leading to an increase in unfolded 

proteins (66). This accumulation of unfolded proteins can then lead to ER stress (66). This stress 

stimulates an unfolded protein response (UPR), fundamental cellular stress response evolved to 

rapidly reduce unfolded protein levels in the cell, avoiding cell death and therefore returning the 
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cell back to homeostasis. The initiation of UPR responses can be induced via activation of at 

least three different signaling pathway initiated by the PERK, IRE1a, and ATF6 proteins (66).  

At baseline cellular conditions, glucose regulated protein 78 (Grp78), a chemical 

chaperone which facilities protein folding, is bound to PERK, IRE1a and ATF6 (67). However, 

when abnormal, and/or large amounts of unfolded proteins are present, Grp78 binds to the 

unfolded proteins rather than the PERK, IRE1a and ATF6 proteins, allowing each to initiate their 

signaling cascades (67), which all result in UPR target gene translation. IRE1a activity processes 

XBP1 which upregulates UPR genes related to maintaining homeostasis such as ER-associated 

protein degradation (ERAD), protein folding, quality control, and organelle biogenesis (68). 

PERK signaling reduces protein synthesis by phosphorylating eukaryotic translation initiator 

factor 2a (eIF2a) (68). eIF2a also allows for ATF4 translation, which induces genes involved in 

antioxidant responses, autophagy, and apoptosis, as well as controlling GADD34 and CHOP 

(68). ATF6 is activated in cells undergoing ER stress and controls the induction of other UPR 

target genes, similar ones to sXBP1 and ATF4 (68).  

In the setting of acute stress, either or all of these pathways trigger other cellular 

processes such as autophagy, lipid biogenesis, and degradation of the unfolded proteins through 

ERAD (66). However, in the setting of chronic stress, these pathways are often overwhelmed 

and the UPR begins to drive cell death instead of survival, activating the inflammatory cascade 

and proinflammatory cytokine release. Dysregulation of these pathways have been linked with 

multiple human diseases, including autoimmunity. For example, ER stress in beta cells was 

found to drive type 1 diabetes, likely due to it creating neo-antigens after abnormal folding and 

post translational modifications, activating autoreactive T cells (69). In addition, UPR signaling 

is known to induce a variety of proinflammatory cytokines including IL-1β, IL-6, IL-23 and 
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TNF-a (69). Induction of IRE-a can lead to an assortment of immune changes causing 

autoimmunity including: a decrease in MHC-1 antigen presentation, an increase in ERAD, 

neoantigen creation, and increased Th1 immune responses (66, 69). Interestingly, these 

occurrences are also found in the setting of ERAP1 inhibition. Similarly to ERAP1 

polymorphisms, enhanced IRE1a signaling has been linked with multiple autoimmune diseases 

such as Type 1 Diabetes, rheumatoid arthritis, and inflammatory bowel disease (66).  

The NLRP3 Inflammasome and pyroptosis 

The inflammasome is an important innate immune regulator or immune responses to 

various triggers such as microbes, danger signals, etc. The inflammasome has sensors which are 

triggered in response to such signals. It is a complex composed of a sensor, an adaptor protein, 

and pro-caspase 1 (70). The recognition receptor is either of the nucleotide oligomerization 

domain (NOD)-like receptor (NLR) nucleotide-binding domain (NBD) and leucine-rich repeat 

(LRR)-containing family, or the absent in melanoma 2 (AIM2)-like receptor (ALR) family (70). 

The adaptor protein is the apoptosis-associated speck-like (ASC) protein with a caspase 

recruitment domain (70). Together these different sensors and ASC make up the diverse family 

of inflammasomes. 

The best characterized inflammasomes include NOD-, LRR- and pyrin domain–

containing 1 (NLRP1), NOD-, LRR- and pyrin domain–containing 1 (NLRP3), NOD-, LRR- and 

caspase recruitment domain–containing 4 (NLRC4), and AIM2 (70). AIM2 is a sensor of nucleic 

acids and is thus stimulated by pathogen double stranded DNA (70). NLRP1 and NLRC4 are 

stimulated by PAMPs (70). NLRP3 is unique because it is stimulated by a wide variety of signals 

including but not limited to reactive oxygen species, DAMPs monosodium urate crystals, 

nigericin and ATP (70).  
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Although there are multiple inflammasomes, much focus of the immunology field has 

been studying the NLRP3 inflammasome. Activation of the inflammasome, including NLRP3, 

involves two steps: priming and activation (71). Priming is done through low doses of TLR4 

agonist LPS, and activation is done through small molecules specific for various inflammasomes, 

such as Nigericin for NLRP3. Upon activation, an ASC speck molecule is formed which triggers 

the release of caspase 1 from pro-caspase 1 (71). Once caspase 1 is released, it can cleave pro- 

IL-1β  and pro-IL-18 to form IL-1β and IL-18, releasing these proinflammatory cytokines from 

the cell (71). It can also cleave gasdermin D (GSDMD) which then forms pores in the 

membrane, allowing proinflammatory cytokines to escape, and potassium ion efflux from the 

cell (71, 72). Indeed, potassium efflux from the cell is a necessary upstream event of NLRP3 

activation as it allows for the maturation of IL-1β (73), although the mechanism by which this 

occurs is not fully understood. GSDMD pore formation leads to a specific form of cell death. 

 Pyroptosis is a form of inflammatory cell death, which is heavily linked with the NLRP3 

inflammasome (72). Specifically, GSDMD is a critical mediator of pyroptosis, a mechanism that 

is also characterized by IL-1β and IL-18 release and downstream cell death (73). This 

mechanism is reliant on Caspase 1 for cleavage of GSDMD, similar to the NLRP3 

inflammasome pathway. Distinct to GSDMD, caspase 8 can also induce the maturation and 

downstream release of IL-1β and IL-18 through a non-canonical NLRP3 pathway or completely 

independent of NLRP3 (74). The release of K+ is downstream of the pyroptosis pathway as well, 

and a marker of cellular demise. 

The UPR, inflammasome, and human disease 

The inflammasome has been linked with many human diseases. Specifically, gain of 

function mutations in NLRP3 are known to cause cryopyrin-associated periodic syndrome 
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(CAPS), a disease characterized by autoimmunity (75). The NLRP3 inflammasome has been 

implicated in many other autoimmune diseases as well, although likely not in a causal manner. 

To this point, multiple NLRP3 inhibitors have been developed as autoimmune treatment. Some 

are monoclonal antibodies blocking IL-1β cytokines while others inhibit the inflammasome 

itself. MCC950 for example, is a specific NLRP3 inhibitor and is efficacious in treating multiple 

autoimmune diseases including CAPS, EAE, diabetes, and colitis (76, 77). This drug indeed was 

studied in Phase II clinical trials but due to toxicity, failed clinical study.   

AS has also been linked with the inflammasome. Indeed, inflammasome activation was 

increased in both patients with AS and rodent models of AS with increased IL-1β cytokine 

secretion (78). This inflammasome activation was also linked with gut dysbiosis (76). The 

inflammasome was linked with other ERAP1 associated diseases as well. BD pathogenesis may 

be due to many immune changes such as Th1, Th17, or IL-10 dysregulation, but also, BD 

patients have variants of unknown significance in the inflammasome pathway, mainly in NOD2 

and NLRP3 (79). BD-like diseases were also found to have activated inflammasomes by 

macrophages. Although it is unknown whether these variants directly contribute to the disease, it 

is intriguing that ERAP1 deficient macrophages have enhanced inflammasome, namely NLRP3, 

activation as well (14). In addition, macrophages from BD patients have also shown enhanced 

UPR activation (80). Perhaps this is why ERAP1 genetic variations are associated with Behçet's 

disease, through a mechanism dependent on the inflammasome.  

MS has also been associated with the inflammasome, in addition to the UPR, signifying 

the close relationship between the UPR and the inflammasome. Studies have shown the UPR to 

be upregulated in both human MS and mouse EAE diseases models in various cell types (81). 

Specifically, UPR mediator ATF4 as well as ER stress genes BiP and CHOP are increased in MS 
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lesions in MS patients. Furthermore, these markers and others, such as the UPR regulator p-

PERK, are upregulated in immune cells and neuronal cells during EAE. However, the impact of 

ER stress and UPR activation in B cells, specifically, has not been fully studied in the context of 

neuroinflammation.  

Not only are UPR and ER stress upregulated in MS, but the inflammasome is as well. In 

the early 2000’s, markers of inflammasome activation such as IL-1β and IL18 cytokine secretion 

and caspase 1 cleavage were identified in peripheral blood mononuclear cells (PBMCs) from 

patient samples with MS never treated with disease modifying drugs (82). Recently, NLRP3 

activation was recognized as an important marker of primary progressive MS (83). Although the 

inflammasome has been in part addressed for inducing neuroinflammation, its role remains 

murky and its influence on specific cell types important for MS pathogenesis, such as B cells, as 

not been fully studied. Furthermore, specific gene involved in the inflammasome network and 

reactive oxygen species production from ER stress remain plausible options as stimuli, but more 

study into the exact mechanism remains to be explored. 

Autophagy 

Autophagy is a supporting mechanism for the cell to maintain homeostasis by processing 

unfolded proteins, defective organelles, or infectious agents. It is a mechanism both induced, as 

well as inhibited, by inflammatory cytokines and it is involved in both innate and adaptive 

immune responses (84). The process involves the formation of an autophagosome, which fuses 

with the lysosome. The contents within the autophagosome are then degraded by lysosomal 

enzymes. Essentially, this process involves cell contents and intracellular pathogens being 

recycled to make new proteins. SNPs within autophagy-related genes have been linked with 

multiple autoimmune diseases such as rheumatoid arthritis, IBD, and multiple sclerosis (84). In 
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MS specifically, autophagy related gene (Atg) 5 increases are linked with worsened EAE in mice 

(85), and autophagy gene knockout mouse models show much improved phenotypes. 

Autophagy is closely linked with other cellular mechanisms discussed here. Indeed, it is a 

regulator of inflammasome complexes (70). Autophagy and the inflammasome are inversely 

related, whereby autophagic action reduces inflammasome components and cytokines. Likewise, 

the inflammasome can regulate autophagy. Specifically, Atg5 is lost during caspase 1 activation 

and IL-1β production in macrophages (70). Atg7 is also lost during caspase 1 activation and IL-

1β production, but in response to different stimuli than Atg5 (70). Conversely, during starvation, 

IL-1β production and caspase 1 activation is reduced in various cell types. While multiple 

sources demonstrate that autophagy reduced IL-1β production (86), another source has actually 

found that autophagy induced IL-1β production (87). Therefore, autophagy clearly represents a 

multifaceted mechanism with multiple contributors and various outputs, with an obvious but 

muddy association with the inflammasome. 

Studies have supported the link between autophagy and the UPR as well. Data shows that 

autophagy can alleviate the UPR, and that the UPR can trigger autophagy (67). Specifically, the 

IRE-1/XBP1 axis has been characterized as an inducer of autophagy (67). Upon activation of 

IRE-1 signaling and downstream activation of sXBP1, multiple UPR genes are induced. But, in 

addition to the UPR genes, autophagy is indirectly induced by sXBP1 upregulation of BCL-2 

(88). sXBP1 can also induce expression of beclin-1, an important autophagy related gene (89). 

Thus, the impact of sXBP1signaling on autophagy mechanisms occurs in a pro-survival manner. 

On the other hand, other sources have found that sXBP1 deficiency in neurons, specifically, 

causes induction in autophagy (90). Furthermore, patients with ALS were found to have better 

neuronal survival when IRE1a/sXBP1 was deficient (90). This once again represents an unclear 
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association between autophagy and other cellular processes, whereby survival or cell death due 

to autophagy varies greatly. 

Potential mechanisms underlying ERAP1 associations  

Multiple theories exist as to why variants in the ERAP1 gene have been associated with 

susceptibility to human diseases. Namely, the influence of ERAP1 aminopeptidase function on 

the unfolded protein response has been a promising theory, and parallels prior theories similarly 

attempting to address the long-known association of HLA alleles with human diseases.  

Specifically, these theories suggest that upon improper folding of HLA alleles such as HLA-

B*27  due to mutation, misfolded HLA molecules can aggregate in the cell, leading to ER stress 

and UPR responses (68, 81, 91). Likewise, improper action of ERAP1 could cause reduced 

MHC-1 molecule generation in the ER, leading to the same unfolded protein responses.  As has 

been discussed earlier, ERAP1 and HLA can potentially epistatically interact to hypothetically 

exacerbate these effects. 

Indeed, the UPR is found to be activated in human macrophages with AS (92). Also, ER 

stress and IL-23 production was upregulated in human M1 macrophages from AS patients (93). 

Although not from AS patients directly, we discovered that ERAP1-deficient macrophages also 

had enhanced ER stress and IRE1a phosphorylation. Together, this supports that HLA processing 

is an important player in AS pathophysiology, and may be through UPR pathway dysregulation 

by ER stress. However, how all of this translates into the triggering of an overall 

proinflammatory state in an individual inheriting high risk ERAP1 variants remains unknown.  

A double-edged sword to autoimmunity: tumor immunology      

In contrast to my previous discussions regarding heightened immunity leading to pro-

inflammatory states and autoimmunity, the inability of the immune system to recognize and/or 
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respond to the presence of damaged or abnormal cells can also lead to human diseases, in 

particular, cancer. The cancer cell/tumor microenvironment (TME) is a complex and diverse 

landscape into which a host’s immune cells migrate to, and if they can enter, interact with 

tumorigenic cells to hopefully promote tumor cell clearance and return to homeostasis. These 

interactions can either be direct or indirect and involve many different non-cancer cell types 

including T cells, natural killer cells, macrophages, neutrophils, B cells, and fibroblasts, to name 

a few. The impact of immune cell dysregulation in the tumor microenvironment has been ever 

more appreciated in the past decade, in part due to the success of immune checkpoint inhibitors 

for cancer treatment.  

Checkpoint inhibitors harness the T cell exhaustion mechanism. Specifically, in settings 

of chronic inflammation or cancer, T cells can become terminally exhausted and upregulate 

inhibitory receptors which reduce their efficacy, as a means of reducing inflammation (94). Such 

inhibitory receptors and exhaustion markers include T-lymphocyte-associated protein 4 

(CTLA4), Programmed cell death protein 1 (PD-1), T-cell immunoglobulin and mucin-domain 

containing-3 (TIM-3), and lymphocyte-activation protein 3 (LAG-3) (94). The first checkpoint 

inhibitor utilized in oncology was an anti-CTLA4 therapy. CTLA4 is a protein with inhibits T 

cell functions, and thus by inhibiting this protein’s signaling, early cell death and immune 

suppression could be overcome. More recently, other checkpoint inhibitors have been developed, 

namely anti-PD1 therapy. PD-1 is involved in inhibitory immune signaling and is upregulated in 

chronic inflammatory states, and like CTLA4, is upregulated on T cells in tumor 

microenvironments as means of cancer immune evasion (94). Both CTLA-4 and PD-1 

checkpoint inhibitors have proven efficacious in multiple cancer types clinically, including 

advanced stage melanoma and relapsed/refractory Hodgkin’s lymphoma (94). These therapies 
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proved that tumor control, and disease eradication in some cases, can be achieved by targeting 

the immune system, and not the tumor directly (95). Although an incredible success for the 

cancer field, many patients still fail to respond or develop resistance to these immune checkpoint 

inhibitors. Therefore, the need for understanding the immunological and genetic changes in 

responder patients, as well as developing new immunotherapies with different immune targets, 

are still greatly needed.  

Cancer and ERAP1 

As ERAP1 seems to play important roles in in susceptibility to autoimmunity, it also would 

make sense that ERAP1 also play a role in the immune system’s ability to mitigate tumor 

progression in some cancers. ERAP1 functioning has been implicated in multiple cancers, and 

specific SNPs have even been linked with HPV driven cancers, mainly cervical carcinoma (32). 

Indeed, it has been discovered that human cancer cells have altered ERAP1 and MHC-1 

expression, thereby altering the immunopeptidome on tumor cells and promoting immune 

evasion (96). In cervical carcinoma, ERAP1 polymorphism can increase risk of tumor 

development and metastasis, especially when other genetic SNPs in TAP2 and LMP7 are 

present. These proteins are also active in the peptide processing and antigen presentation 

pathways (32).  

How can loss of normal ERAP1 functions in one instance cause a pro-inflammatory state, but 

then in another be associated with cancer cell evasion of the immune system? One possible 

mechanism may be that when variant of ERAP1 over-trims peptides prior to presentation on 

MHC-1, incorrect antigens are presented and therefore neoantigens, the antigens specific for 

tumors, are ineffectively displayed to the immune system. Thus, T cells do not recognize tumor 

specific antigens because they are not present, and MHC-1 surface molecules are downregulated 
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as well. Cifaldi et al. determined that when ERAP1 was silenced in tumor cells, the tumors were 

subsequently rejected by NK cells (97). This is likely because when MHC-1 downregulation 

occurs on cancer cells as means of immune evasion, NK cells sense this downregulation and kill 

cancer cells on the spot. Overexpression of ERAP1 causes enhanced ERAP1 trimming activity, 

and this has been linked with cancers from HPV infection (98). Furthermore, reducing this 

ERAP1 expression to normal levels led to better tumor killing. ERAP1 function has also been 

correlated with tumor infiltrating lymphocyte (TIL) CD8+ numbers as its role in peptide 

presentation affects CD8+ infiltration at tumor sites (99). This affects prognosis of HPV driven 

cancer, by an anti-HPV T-cell response.  

Therefore, efforts have been made to block this ERAP1 over-trimming activity as a 

means of cancer therapy. By inhibiting the over-trimming capability of ERAP1, more 

neoantigens are able to be presented to T cells for tumor destruction. Studies have shown that 

ERAP1 inhibitors alter the immunopeptide of cancer cells, inducing a greater T cell response 

towards such cancer cell (100). Furthermore, the combination of an ERAP1 inhibitor with a T 

cell checkpoint inhibitor, anti-PD1, resulted in dramatically less tumor growth in a xenograft 

melanoma mouse model (101). Other groups have identified ERAP1 inhibitors through large 

drug screens and optimized molecules for better safety and efficacy. DG013A, for example, has 

been used by various groups including ours, and has shown efficacy in reducing ERAP1-driven 

proinflammatory signals. Thimerosal was even discovered as a potent ERAP1 inhibitor. 

Although these drugs have not transitioned into clinical practice, they present a promising 

avenue for both autoimmune disease and cancer therapy.   
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Conclusion 

 With this background, the mechanisms underlying why variants that cause loss of normal 

ERAP1 functions may lead to human disease will be explored. In Chapter 2, we investigate 

innate immune modulation in ERAP1 deficient BMDMs, and will unveil a possible cause of 

enhanced innate immune activation: ER stress and inflammasome activity. Then in Chapter 3, 

we will examine the role of ERAP1 in a specific autoimmune disease using the murine model of 

MS, EAE. We will show that B cells, specifically, are responsible for driving elevated EAE 

disease in ERAP1 deficient animals. In Chapter 4, we will explore the mechanisms at play in 

these B cells, and again find elevated ER stress and inflammasome activation, by utilizing 

genomic based profiling techniques. Chapter 5 we will expand upon these findings, and 

demonstrate that use of an ERAP1 inhibitor may be capitalized upon as a possible new cancer 

immunotherapy, in that ERAP1 modulation in NK cells can lead to enhanced tumor cell 

targeting and death. Chapter 6 will review the unique methods developed for collection of the 

data presented in Chapter 2-5, and Chapter 7 will summarize the overall findings as well 

consider next steps of investigation and application. Together, this work contributes to the 

published understanding on the role of ERAP1 modulation in innate and adaptive immunity, and 

the mechanisms as to why ERAP1 polymorphisms have been repeatedly associated with risk for 

human disease.  

 Throughout this dissertation, we address the problem of how ERAP1 dysfunction impacts 

immune responses and causes autoimmune phenotypes in human disease models. We 

hypothesize that ERAP1 dysfunction impacts important intracellular mechanisms which drive 

proinflammatory responses including the inflammasome and UPR. Our aims are to first, study 

why ERAP1 dysfunction causes proinflammatory responses. Next, examine whether or not we 
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see similar immune dysregulation by ERAP1 modification in neuroinflammation. Then, we will 

try to identify molecular mechanisms driving the immune dysregulation during 

neuroinflammation. Finally, we will study apply this knowledge towards cancer where ERAP1 

dysfunction promotes more immune surveillance towards tumor cells.  
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Chapter 2: ERAP1 is a critical regulator of inflammasome-mediated proinflammatory and 

ER stress responses 

Authors: Maja K. Blake, Patrick O'Connell, Yuliya Pepelyayeva, Sarah Godbehere, Yasser A. 

Aldhamen, Andrea Amalfitano 

 

This chapter is an adapted version of a manuscript published in BMC Immunology 2022, 23, 9. 
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Introduction 

Polymorphisms in endoplasmic reticulum aminopeptidase 1 (ERAP1) have been linked to 

several important autoimmune diseases such as Ankylosing Spondylitis (AS), Type I diabetes, 

Multiple Sclerosis, and Behçet's disease, suggesting that causation of these conditions may share 

a common mechanism due to dysfunctions in ERAP1 (102). ERAP1 not only plays a canonical 

role in the adaptive immune system via its role in the ER as an aminopeptidase processing 

peptides destined for MHC I presentation to CD8+ T cells (29, 103, 104), but ERAP1 functions 

are also required to suppress a number of proinflammatory, innate immune responses (13, 15, 17, 

18).   

We previously demonstrated an important regulatory role for ERAP1 in innate immunity 

by showing that ERAP1-/- mice elicit exaggerated innate immune responses following exposure 

to several pathogen-derived components (17, 18). TLR-stimulated ERAP1-/- mice produced 

significantly higher levels of multiple Th-1 skewing proinflammatory cytokines and chemokines 

such as MCP-1, RANTES, IL-12p40, and IL-12p70, as compared to WT mice (17). These 

exaggerated innate immune responses positively correlated with enhanced activation of innate 

(natural killer (NK) cells and dendritic cells (DCs)) as well adaptive immune cells in ERAP1-/- 

mice (13, 17). Several other independent studies have also indicated a critical role for ERAP1 in 

innate immune cell regulation (97, 105, 106). We have also demonstrated that human ERAP1 

variants caused enhanced IL-1β production from human immune cells (18) in a mechanism that 

involves K+ influx (107), which is a well-known signal of NLRP3 inflammasome activation. 

However, the underlying mechanisms responsible for these ERAP1-dependent immune 

responses remain unknown. 
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Synthesis of inflammatory cytokines and chemokines by the innate immune system is 

primarily initiated by activation of various germline-encoded pattern-recognition receptors 

(PRRs), such as Toll-like receptors (TLRs), RIG-I-like receptors (RLR), and NOD-like receptors 

(NLRs) (108). Activation of these PRRs drive the coordinated activation of intracellular 

signaling pathways that regulate the transcription of inflammatory cytokine and chemokine 

genes, as well as other innate immune defense responses (108). For example, activation of 

caspase-1 by NLRP3, and other caspase-1-activating inflammasomes, results in the processing 

and release of the proinflammatory cytokines IL-1β and IL-18 (109, 110). Upon binding to their 

receptors and following recruitment of the MYD88 adaptor, IL-1β and IL-18 induce the 

expression and production of several proinflammatory cytokines and chemokines (109, 110). 

Interestingly, AS patients are known to have increased proinflammatory cytokine levels, 

including IL-1β (111).   

Notably, inflammatory bowel disease has also been directly and indirectly associated 

with ERAP1 linked diseases, for example gut inflammation was found in 25%- 49% of AS 

patients (111). We previously demonstrated that ERAP1-/- mice not only have exaggerated innate 

and adaptive immune responses to various stimuli, but also demonstrate severe intestinal 

inflammation upon DSS treatment, with a phenotype paralleling patients with AS (15); however, 

the mechanisms underlying responsible for  ERAP1’s role in modulating these inflammatory 

responses have also not been identified.  

Here, we hypothesized that ERAP1 may have an intrinsic immune regulatory function in 

innate immune cells in addition to its normal role in antigen trimming in the ER. We investigated 

the impact that ERAP1 functions have on inflammasome and TLR receptor regulation ex vivo 

using a BMDM-based model for analyzing inflammasome and ER stress responses, and in vivo 
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by utilizing the DSS-induced intestinal inflammation model. Our results suggest that deletion of 

ERAP1 aminopeptidase activity not only impacts cellular display of MHC-I peptides, but is 

correlated with the activation of multiple innate immune pathways and predisposes cells to 

increased ER stress, all phenomenon that are also present in several ERAP1-linked autoimmune 

diseases (68, 112, 113).   
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Results 

ERAP1 dysfunction enhances NLR-dependent inflammasome responses in macrophages    

We wished to determine the mechanism linking ERAP1 to regulation of inflammasome 

pathways; including IL-1β processing and release, using a BMDM-based model. We previously 

demonstrated that ERAP1 is involved in caspase-1-dependent IL-1β production from human 

immune cells (18), however the molecular mechanism(s) and the signaling pathway(s) 

underlying these ERAP1-dependent responses are not understood. To examine if ERAP1 is 

involved in regulating inflammasome responses, BMDMs derived from WT and ERAP1-/- mice 

were LPS-primed and stimulated with multiple inflammasome agonists, and subsequent 

production of IL-1β, IL-18, and caspase-1 activation was evaluated. Consistent with previous 

reports (114), stimulating WT mice-derived BMDMs with AIM-2 inflammasome agonists 

(double stranded DNA (dsDNA) and poly(dA:dT)), significantly enhanced IL-1β production 

(Fig. 3A). Interestingly, we found that stimulation of AIM2 in ERAP1-/- BMDMs produced 

significantly (p<0.001) higher levels of IL-1β, as compared to WT BMDMs (Fig. 3A).  To 

determine if ERAP1 regulates immune responses derived from activation of other 

inflammasomes, LPS-primed WT and ERAP1-/- BMDMs were stimulated with NLRP3 

(nigericin and alum), NLRP1 (MDP), and NLRC4 (flagellin) agonists. We again detected 

significantly (p<0.001) higher levels of IL-1β production from ERAP1-/- derived macrophages 

following nigericin, MPD, flagellin, and alum stimulation, as compared to WT-derived 

macrophages that were similarly treated (Fig. 3B-C). These results suggest that loss of ERAP1 

functions results in exaggerated AIM2, NLRP1, NLRP3, and NLRC4 inflammasome responses. 

Similar to the IL-1β results, ERAP1-/- macrophages produced higher levels of IL-18 following 

poly(dA:dT), nigericin, and alum stimulation (Fig. 3D-F). We then investigated if loss of ERAP1 

also results in increased caspase-1 activation. Indeed, ERAP1-/- macrophages possessed 
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significantly increased levels of caspase-1 activation after MDP, flagellin and alum stimulations, 

as compared to identically treated WT macrophages (Fig. 3G). To verify whether increased 

inflammasome activation was due to mature IL-1β production and not general elevation of 

baseline pro-IL-1β in ERAP1-/-, we evaluated basal levels of pro-IL-1β using flow cytometry. 

We determined that basal levels were not significantly different between WT and ERAP1-/- cells, 

supporting the notion that ERAP1-/- BMDMs have increased inflammasome activation responses 

to agonists and therefore greater cleavage of pro-IL-1β into its active, secreted form (Fig. 3H). 

Although not significant, pro-IL-1β was reduced to a greater extent in ERAP1-/- cells, further 

supporting our data of increased IL-1β processing and release in ERAP1-deficient macrophages 

(Fig. 3I). Together with enhanced inflammasome responses, ERAP1-/- BMDMs also had 

increased surface expression of macrophage activation markers CD80 and CD86 following 

various exposures to inflammasome agonists (Fig. S1).   
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Figure 3: ERAP1 deficient macrophages have increased IL-1β, IL-18, and capsase-1 

activation upon inflammasomes activation.  Bone marrow-derived macrophages (5 × 105 

cells) were plated into 24-well plates. Cells were primed with LPS (20ng/ml) for 16 hours, and 

then stimulated for another 24 hours with alum (1mg/ ml), nigericin (10ug/ml), MDP (10ug/ml), 

flagellin (250ng/ml), and poly(dA:dT) (8μM). Production of IL-1β (A-C) and IL-18 (D-F) in cell 

supernatant was performed.  Caspase-1 activity (G) was evaluated using FLICA flow-based 

assay. Intracellular pro-IL1β was detected by flow cytometry using Cytek Aurora with various 

conditions. Baseline mock levels (H) as well as percent reduction of pro-IL-1β with priming and 

nigericin stimulation was compared in WT and ERAP1-/- (I). Cells were plated in quadruplicate. 

Data are expressed as means ± SEM. These figures are representative of four independent 

experiments.     
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Exaggerated cytokine and chemokine responses occur following inflammasome stimulation 

of ERAP1-/- macrophages  

We next determined the impact that ERAP1 deficiency has on inflammasome-regulated 

cytokine and chemokine responses. Cytokines present in supernatants derived from 

inflammasome-activated WT and ERAP1-/- BMDM cultures were quantified using a 23-plex 

multiplex assay, as previously described (18). We observed significant increases in the 

production of IL-1α (Fig. 4A), G-CSF (Fig. 4B), IL-6 (Fig. 4C), MCP-1 (Fig. 4D), and TNFα 

(Fig. 4E) from ERAP1-/- macrophages, as compared to WT macrophages identically treated with 

MDP, flagellin, nigericin, alum, and poly(dA:dT). IL-10 levels were also significantly increased 

in MDP and flagellin (but not nigericin, alum, and poly(dA:dT)) stimulated ERAP1-/- BMDMs, 

as compared to WT BMDMs (Fig. 4F). It is important to note that ERAP1-/- macrophages were 

also more sensitive to LPS-priming as compared to WT macrophages, suggesting an inherently 

increased sensitivity of ERAP1-/- BMDMs to TLR4 stimulation (Fig 4A-3F). Following nigericin 

stimulation, a potent inducer of the NLRP3 inflammasome, multiplexed assays confirmed 

increased production of several cytokines including IL-1α, MCP-1, TNFα, MIP-1, IL-2, IL-13, 

and IL-9 from ERAP1-/- derived macrophages, as compared to WT-derived macrophages (Fig. 

S2). Together these data suggest that ERAP1 deficient macrophages are inherently more 

susceptible to innate immune stimulation and have exaggerated proinflammatory cytokine 

responses after exposure to inflammasome agonists. 
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Figure 4:  ERAP1 deficiency enhances cytokine and chemokine responses in macrophages 

following inflammasome stimulation.  Bone marrow-derived macrophages (5 × 105 cells) were 

plated into 24-well plates. Cells were primed with LPS (20ng/ml) for 16 hours, and then 

stimulated for another 24 hours with various NLR inflammasome agonists, as indicated. Cell 

supernatants were collected, and a 23-plex multiplex assay was performed. Production of IL-1α, 

G-CSF, IL-6, MCP-1, TNFα, and IL-10 following NLRs stimulation is shown. Cells were plated 

in quadruplicate. Data are expressed as means ± SEM. These figures are representative of four 

independent experiments.           
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The effect of ERAP1 deficiency on TLR signaling pathways 

As ERAP1 deficient cells are highly sensitive to LPS stimulation alone, we tested 

whether ERAP1-/- deficiency modulates TLR signaling, specifically via the NF-κb pathway 

(115). NF-κB is a known activator of proinflammatory cytokines such as IL-2, IL-6, IL-12, and 

TNFα and enhanced NF-κB activity could explain the increased proinflammatory cytokine 

secretion, albeit non-specifically. (116). To assess whether ERAP1-/- BMDMs have enhanced 

NF-κB activation, we evaluated p65 phosphorylation, the active subunit of NF-κB, by a 

phospho-flow-based assay (117). To our surprise, we found that LPS treated ERAP1-/- BMDMs 

had less phosphorylated p65 than identically treated WT BMDMs (Fig. 5A, Fig. 5B) at various 

timepoints. This data suggests that ERAP1 may be regulating proinflammatory responses 

through an NF-κB independent mechanism.  
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Figure 5: ERAP1 deficiency causes enhanced inflammatory responses through an NF-κB 

independent mechanism. Bone marrow derived macrophages (5 x 105 cells) were plated into 24 

well plates, and activated with 100ng/mL LPS for various timepoints (15 minutes, 30 minutes, 1 

hour, 2 hours, 4 hours, 6 hours). Cells were immediately fixed, permeabilized and stained for p-

p65 using BD Phosphoflow Perm Buffer per manufacturer’s guidelines. p-P65 activation was 

assessed with Cytek Aurora followed by analysis in FlowJo (A). Representative images of flow 

cytometry for mock and 1 hour LPS stimulation (B) Data are representatives of two independent 

experiments. Data are expressed as means ± SEM.  

 

MHC-I dysregulation in ERAP1 deficient immune cells  

Lack of ERAP1 functions can lead to deficient peptide loading onto awaiting MHC-I 

molecules, resulting in unfolded protein responses that may lead to ER stress (68, 91, 113, 118, 

119). Prior studies utilizing ERAP1-/- mice transgenically expressing human ERAP1 variants, as 
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well as other studies, have supported that alterations in the enzymatic activity of ERAP1 

diminishes the production of appropriately sized peptides for MHC-I loading, potentially 

resulting in the ER accumulation of empty MHC-I heavy chains (17, 18). Furthermore, HLA-

B27 (the HLA allele most associated with AS, and found to be in epistasis in AS patients) 

misfolding has been linked to activation of the unfolded protein response (UPR) and production 

of proinflammatory cytokines via NF-κB, JNK1/2, p38 and/or Erk1/2 activation (68, 91). This 

may be due to multiple reasons such as lack of appropriate ERAP1 aminopeptidase activity 

reducing the pool of appropriately sized peptides available for MHC-I loading, leading to 

aggregation of incorrectly folded MHC-I molecules within the cell and reduced MHC-I 

expression on the cell surface(13, 30). Indeed, we show here that MHC-I surface expression was 

reduced on various ERAP1-/- immune cells, as compared to similarly assessed WT cells (Fig. 6). 

However, this reduction could be corrected with the provision of supranormal amounts of 

ovalbumin (ova) derived SINFEKL peptide, a procedure that bypasses the need for ERAP1 

dependent processing, and thereby restores surface levels of MHC-I in ERAP1 deficient cells 

(119, 120).    
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Figure 6: MHC-I surface expression is reduced on ERAP1-/- BMDMs. Total splenocytes 

were isolated from WT and ERAP1-/- and incubated with or without 25ug Synficol (Ova). Cells 

were incubated for 18 hours. Cell surface MHC-I (APC) expression was analyzed in CD4+, 

NK1.1+, and CD11b+ cells by flow cytometry (A-C). BMDMs were also cultured in the same 

manner and MHC-I surface expression was assessed (D). This figure is a representative of 3 

independent experiment.  Data are expressed as means ± SEM. * p<0.05, ** p<0.01, **** 

p<0.00001 significantly different from mock.   

 

Increased expression of ER stress genes in ERAP1 deficient macrophages   

It is also well known that a possible downstream effect of protein accumulation in the ER 

is ER stress-dependent NLRP3 inflammasome activation, as the NLRP3 inflammasome is indeed 

a sensor of ER stress (68, 112, 118). Given this, together with decreased surface MHC-I 
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expression in ERAP-/- cells, we hypothesized that increased innate signaling in ERAP deficient 

cells may be due to the presence of ER stress. More specifically, that the increased sensitivity of 

ERAP1-/- macrophages to inflammasome agonists might be associated with the presence of 

increased ER stress precipitated by lack of ERAP1-dependent peptide trimming functions. Using 

LPS-primed WT and ERAP1-/- BMDMs in the presence or absence of the ER stress inhibitor 

tauroursodeoxycholic acid (TUDCA), we quantified ER stress-associated gene expression by 

qRT-PCR. Interestingly, ERAP1-/- BMDMs had significant increases (30-fold) in ER stress 

chaperone BiP mRNA levels, as compared to BiP levels in WT BMDMs cultured under these 

same conditions (Fig. 7A). Also, we detected increased expression of the spliced variant of the 

X-box-binding protein 1(sXBP1) in ERAP1-/- BMDMs, as compared to WT BMDMs (Fig. 7A). 

Importantly, TUDCA significantly decreased these responses (Fig. 7A).  

We further studied associations between ERAP1-dependent inflammatory responses and 

ER stress in additional immune cell types, particularly in subsets found to be altered in ERAP1-/- 

mice such as CD4+ T cells (15). We confirmed that significantly elevated levels of both BiP and 

sXBP1 were present in LPS-stimulated ERAP1-/- CD4+ T cells in comparison to similarly treated 

WT CD4+ T cells (Fig. 7B).  

We next wished to study whether this induction in ER stress genes was linked with 

inflammasome activity. When ER stress was inhibited with TUDCA, this also reverted the 

enhanced IL-1β and IL-1α cytokine production in ERAP1-/- cells to WT levels (Fig. 7C), further 

supporting the importance of ER stress in ERAP1-modulated proinflammatory responses. These 

data suggest that ERAP1’s role in inflammasome regulation is associated with increased ER 

stress.  
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Figure 7: ERAP1 is a regulator of ER stress. Bone marrow-derived macrophages (2 × 106 

cells) were plated into 6-well plates. Cells were either untreated or pretreated with 500ug/mL of 

TUDCA for 48 hours and were then stimulated with LPS (25ng/ml) for 18 hours. Cells were 

harvested for RNA isolation. mRNA levels of ATF6, ATF4, BiP, CHOP, sXBP1 and GAPDH 

were evaluated (A). CD4+ T cells were isolated from total splenocytes, pooled, and plated at 3 × 

106 cells per well into 6-well plates. Cells were stimulated with LPS (20ng/ml) for approximately 

12 hours. Cells were harvested for RNA isolation. Cells were collected from 5 WT and 4 

ERAP1-/- cells and kept separate during the experiment. mRNA levels of ER stress genes BiP 

and sXBP1 was assessed (B). BMDMs were primed with LPS overnight, incubated with 

TUDCA the next day, and then stimulated with nigericin for an additional 16 hrs. Supernatant 

was collected and 23-bead Bioplex was run for cytokine examination of IL-1β and IL-1α (C). 

Data are expressed as means ± SEM. These figures are representative of four independent 

experiments.   
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Increased proinflammatory cytokine and chemokine responses in colon tissues of ERAP1 

deficient mice following DSS administration 

Previously, we demonstrated that ERAP1-/- mice have enhanced susceptibility to DSS-

induced colitis (15). DSS is not only a well-studied induction model for colitis, but DSS can also 

induce caspase-1 cleavage via activation of the NLRP3 inflammasome (62). As expected, colon 

homogenates from DSS-treated ERAP1-/- mice contain significantly higher levels of several 

proinflammatory cytokines and chemokines, as compared to identically treated WT mice (Fig. 

8). Specifically, we observed dramatic increases in the production levels of several CC 

chemokines (MCP-1 (p<0.001), MIP-1α (p<0.01), RANTES (p<0.001), and MIP-1β) (Fig. 8A-

D), Th-17- (IL-17α (p<0.001)) (Fig. 8E), Th-1- (IL-12p40 (p<0.001), IL-1β, and G-CSF) (Fig. 

8F-H), and Th-2-skewing cytokines (IL-10 (p<0.001) and IL-6) (Fig. 8I-J) in colon homogenates 

of DSS treated ERAP1-/- mice, as compared to WT controls. We also noted increased trends 

towards increased production of other proinflammatory cytokines including IL-1α, IL-2, GM-

CSF, and EOTAXIN in colon homogenates of DSS-treated ERAP1-/- mice as compared to DSS-

treated WT controls; however, these trends did not reach statistical significance  (data not 

shown). Together, these results suggest that ERAP1 deficiency also results in exaggerated 

colonic cytokine and chemokine responses during inflammasome (DSS)-induced intestinal 

inflammation. 
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Figure 8: ERAP1 modulates colonic inflammatory cytokines and chemokines during DSS-

induced colitis.   Male WT and ERAP1-/- mice (n=7) were treated with a 3% DSS solution in 

drinking water for 7 days. Colon tissues were collected at day 7 following DSS treatment. Colon 

homogenates were prepared as described in Material and Methods. (A-J) A 23-plex multiplex 

analysis on colon lysate supernatants was used to evaluate the concentration of the indicated 

cytokines and chemokines. Data are expressed as means ± SEM.  

 

Enhanced pro-inflammatory cytokines with Monosodium Urate Crystal 

As ERAP1 polymorphisms have been linked with inflammatory arthritic disease 
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ankylosing spondylitis (48, 102, 121), we wished to study the role of ERAP1 in relation to the 

NLRP3 inflammasome specifically in arthritis-linked disorders. Monosodium urate (MSU) 

crystals are both potent NLRP3 inflammasome inducers as well as mediators of other 

inflammatory diseases such as gout (122). In addition to gout, MSU crystal deposits were 

discovered in the spines of patients with ankylosing spondylitis without gout, and these MSU 

crystals were correlated with more severe sacroiliac joint disease (123). Given that we previously 

published ERAP1 deficient mice have enhanced bony fusions in a phenotype similar to 

ankylosing spondylitis, and our results demonstrating that ERAP1-deficint BMDMs have 

elevated IL-1β production, we wished to study the impact of MSU crystals on ERAP-/- cells. We 

determined that ERAP1-/- BMDMs not only had increased production of IL-1β (Fig. 9A), but 

also increased IL-1α and IL-12 secretion (Fig. 9B, 9C), and conversely less IL-10 production 

(Fig. 9D) after exposure to MSU crystals. This data further supports ERAP1’s important role in 

the inflammasome and innate immune regulation.  
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Figure 9: ERAP1 deficient macrophages are sensitive to NLRP3 activation by MSU 

crystals. Bone marrow-derived macrophages (2 × 106 cells) were plated into 6-well plates. Cells 

were primed overnight with 15ng/mL LPS, and then stimulated with or without 100ug/mL MSU 

crystals for approximately 18 hours. Cell supernatant was collected, and cytokine quantification 

was done by 23-plex Bioplex assay. Data is representative of two independent experiments and 

data are expressed as means ± SEM. 
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Discussion 

Innate immune activation is a common denominator in the pathophysiology of 

autoimmune diseases, and is many times characterized by increases in immune mediators, such 

as cytokines like TNFα and IL6, and exaggerated inflammasome activity (17, 18, 102, 111). 

ERAP1 gene polymorphisms causing improper ERAP1 functions have been linked to several 

autoimmune diseases (102, 124–126); however, the exact molecular mechanisms underlying 

these associations are yet to be defined. Our previous studies illustrated that ERAP1 

polymorphisms in human cells enhance innate signaling, and recognize this as a possible cause 

for enhanced susceptibility to ERAP1 linked autoimmune diseases (18). By utilizing in vitro and 

in vivo murine models, we can further study the role of ERAP1 in autoimmune diseases. Our 

results here confirm that loss of ERAP1 functions resulted in increased sensitivity to 

inflammasome stimulation, a phenomenon that results in exaggerated caspase-1 activation and 

production of proinflammatory cytokines and chemokines following AIM-2, NLRP1, NLRP3, 

and NLRC4 inflammasome activation.   

The NF-κB pathway is one of the most well studied signaling pathways in immunology 

and is an important driver of innate immune responses. Activation of NF-κB can induce multiple 

cytokines, chemokines, and genes all involved in a proinflammatory response (87, 127). TLR4 

activation by LPS can induce NF-κB activity through the adaptor molecule MYD88 (128, 129), 

and since we found enhanced cytokine production in ERAP1-deficient BMDMs with LPS 

priming alone, NF-κB activity was important for us to assess. In our studies we determined that 

NF-κB activation was actually statistically significantly reduced in ERAP1-/- BMDMs as 

compared to WT. This data suggests that although ERAP1-/- cells have enhanced 

proinflammatory cytokine and chemokine secretion, this may be occurring through an NF-κB 
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independent mechanism. As heightened induction of NF-κB in ERAP1-/- cells does not seem to 

be occurring, the potential importance of the inflammasome in these cells became paramount to 

determine.  

One possibility as to why ERAP1 functions may be necessary to modulate the 

multiprotein inflammasome complexes may be that ERAP1 regulates inflammasome responses 

by directly interacting with the inflammasome complex in the ER, or other compartment of the 

cell. Intriguingly, resting NLRs, such as NLRP3, are also known to localize to ER structures, 

providing a direct mechanism as to how these pathways are modulated by lack of appropriate ER 

peptidase functions caused by mutations in ER proteins such as ERAP1 (130).  

ER stress responses activate proinflammatory pathways (130–132) and previous studies 

have linked ER stress as a cause for DSS-induced colitis in vivo specifically, and in the 

pathophysiology of IBD in general (131, 132), both of which also share a strong correlation with 

NLRP3 inflammasome activation (62). Our current results confirm that ERAP1 is important for 

maintaining proper homeostasis of the ER, as evidenced by the increased expression levels of 

important ER stress-associated genes in the absence of a functional ERAP1 protein. Not only 

were ER stress genes elevated in ERAP1-/- BMDMs, but also in ERAP1-/- CD4+ T cells as 

compared to WT cells. Interestingly, prevention of ER stress prevented exaggerated 

inflammasome activation in stimulated ERAP1-/- cells, linking loss of ERAP1 to both ER stress 

induction and activation of the NLRP3 inflammasome.  

Together, our results suggest that ERAP1-/- BMDMs may be inherently predisposed to 

exaggerated inflammasome responses upon encounter with typical inflammasome agonists as a 

result of increased ER stress being constitutively present in these cells. As one reason amongst 

several, this may be due to lack of efficient processing of MHC-I destined peptides and 
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translocation, as evidenced by loss of surface MHC-I on ERAP1 deficient cells (13, 17, 29). 

Here we show that MHC-I surface expression is indeed reduced on multiple immune ERAP1-/- 

cell types, and that this reduction can be overcome when incubated with an ovalbumin derived 

peptide, which is not reliant on ERAP1 processing for loading onto MHC-I. These data suggest 

that enhanced ER stress may be present in multiple cell types when ERAP1 functions in the ER 

are inadequate.  

Patients with autoimmune disease such as AS have a high likelihood to also suffer from 

inflammatory bowel diseases (IBD) such as UC. We demonstrated here that loss of ERAP1 also 

results in excessive proinflammatory cytokine and chemokine responses during DSS-induced 

colitis. For example, the NLR inflammasome-mediated production of IL-1β and IL-18 is known 

to increase in the inflamed mucosa of UC patients (133), and our data suggest that loss of  

ERAP1 results in excessive production of  IL-1β and IL-18 from activated inflammasomes ex 

vivo. This was independent of baseline pro-IL-1β levels. Importantly, NLRP3 polymorphisms 

that impact IL-1β and IL-18 production have also been previously associated with an increased 

susceptibility to UC in humans (134). In addition, increased caspase-1 activation and IL-1β 

production by the constitutively active autoimmune disease-associated variants of NLRP3 were 

also linked to autoimmune diseases (135), indicating a crucial need for appropriate NLRP3 

activation and IL-1β production. Together, our current data reveal that the presence of ERAP1 is 

important for maintaining balanced IL-1β levels during episodes of intestinal inflammation.  

There is clear overlap between ERAP1-regulated cytokine and chemokine responses and 

the cytokine and chemokine profile that is commonly present in UC patients. For example, an 

increased production of IL-6 and its soluble receptor (sIL-6R) is commonly observed in UC 

patients with active inflammation (136). Notably, in our studies we found that ERAP1 plays an 
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important role in regulating IL-6 in the colons of DSS-treated ERAP1-/- mice. ERAP1 is also 

known to cause shedding of IL-6 (137), further linking ERAP1 and regulation of IL-6 in colitis.  

Importantly, this data overall shows ERAP1’s critical role in innate immune signaling. Although 

IL-1β is increased in ERAP1-/- colons, we found an overwhelming proinflammatory cytokine 

profile, indicating that ERAP1 may regulate global inflammatory responses not solely specific to 

the inflammasome.  

In the past few years, studies have found that patients with AS also have MSU crystal 

deposition in their sacroiliac joints(123). As MSU crystals are a known inducer of the NLRP3 

inflammasome, we wished to further study their role in relation to ERAP1 ex vivo. As expected, 

ERAP1-deficient macrophages showed enhanced inflammasome activity in response to NLRP3 

activation by MSU crystals. Other pro-inflammatory cytokines were elevated with the stimuli in 

ERAP1-/- BMDMs including IL-12, but also the anti-inflammatory cytokine IL-10 was reduced, 

further supporting a pro-inflammatory signature in ERAP1-/- BMDMs. Together with the DSS 

studies shown here, this data further underpins the importance of ERAP1 in inflammatory 

diseases and begins to investigate how enhanced inflammation in ERAP1-deficient animals may 

be occurring through exaggerated activation of the inflammasome.   

In summary, we demonstrated that ERAP1 is a regulator of innate inflammatory 

cytokines and the inflammasome. We discovered here that the presence of increased ER stress 

responses in ERAP1 deficient cells may explain why lack of ERAP1 function results in 

excessive activation of several caspase-1-activating inflammasomes and exaggerated production 

of cytokines following innate immune system activation. Our data suggest that the strong genetic 

associations between ERAP1 polymorphisms and various autoimmune diseases may be linked to 

ERAP1’s role in innate immune regulation, including regulating proinflammatory cytokine and 
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chemokine responses during inflammasome activation. Here we also suggest the important 

connection between ERAP1 and ER stress, uncovering new potential targets for the treatment, 

and/or prevention of ERAP1 linked autoimmune diseases. Future studies into the definitive 

mechanism for which signaling molecules or chaperones are triggering inflammasome activation 

in ERAP1-/- cells should be explored. 
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Introduction 

Nearly 2.5 million people are living with Multiple Sclerosis (MS) worldwide, and despite 

new therapeutic strategies, this chronic neuroinflammatory disease remains incurable and 

severely debilitating for many (5, 138). Known risk factors for MS include both genetic and non-

genetic components, with the role of innate inflammation becoming ever more important (3, 5, 

59). Various immune cells contribute to disease pathogenesis, with characteristic brain lesions 

containing: monocytes, CD4+ T cells, CD8+ T cells, and B cells, amongst others (139, 140). 

Therapies targeting the immune response in MS patients have been developed to modulate 

inflammatory immune responses and include interferon-beta (58) and specific immune cell 

targeting monoclonal antibodies (141). More recently, B cells have been targeted for depletion, 

revealing them as a critical driver of MS (60). Despite great clinical benefit, these therapies are 

not effective for disease prevention or reducing lesions, especially in more severe MS subtypes, 

as well can result in significant immune-suppressive side-effects, limitations that together 

highlight the need to better understand mechanisms underlying MS pathogenesis.   

Early studies of monozygotic twins revealed that approximately 30% of all MS risk can 

be attributed to genetic susceptibility (142), with subsequent genome-wide association studies 

identifying over 500 genetic regions highly linked to MS (143, 144). For example, one specific 

single nucleotide polymorphism (SNP) located within an important immune regulatory gene, 

ERAP1, has been linked with MS (26, 143). Endoplasmic reticulum aminopeptidase 1 (ERAP1) 

is a ubiquitously expressed protein located in the ER which trims peptides prior to loading onto 

MHC-I molecules, which are then presented on the cell surface for antigen identification (145). 

Given these roles, it is not surprising that ERAP1 plays an important role in adaptive immunity; 

however, it is also a well-known mediator of the innate immune responses (17, 18). ERAP1 also 
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plays a pivotal role in TLR regulation, and may be involved with the NLRP3 inflammasome as 

well (14). Critically, it has been shown that mice lacking ERAP1 spontaneously develop an 

autoimmune disease phenotype similar to that of Ankylosing Spondylitis, an autoimmune disease 

in which ERAP1 has also been genetically linked (15). 

  In this study, we investigated the mechanistic underpinnings of the genetic association of 

ERAP1 with MS using the well-studied experimental autoimmune encephalomyelitis (EAE) 

mouse model of antigen induced CNS autoimmunity (53). Utilizing a variety of EAE models, we 

confirmed that ERAP1-/- mice had exaggerated EAE severity and that this was B cell-dependent 

using a variety of animal models. We subsequently found that B cells lacking ERAP1 exhibit 

impaired proliferation during EAE in vivo, express higher levels of multiple activation markers, 

and have a specific deficit in the B1 cell compartment across the CNS and spleen. Correlating 

with these findings, integrated analysis of human B cells from multiple scRNA-seq datasets 

revealed that B cells containing the MS-linked K528R ERAP1 SNP exhibit dysregulation of 

several pathways, including over-activation of eIF2 signaling. Finally, we also present the first 

single-cell protein-level reference map of the murine CNS resident IL-10+ immune compartment 

in the presence and absence of EAE, and uncover ERAP1-specific impacts on this arm of the 

CNS immune response. Together, our results link the genetic association between ERAP1 and 

MS to an intrinsic effect on B cells, uncovering a novel immuno-modulatory role for ERAP1 

which may suggest why ERAP1 has also been linked to a number of other autoimmune diseases 

beyond MS.  
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Results 

ERAP1-/- mice have a worsened phenotype and CNS immune landscape following EAE 

induction as compared to WT mice.  

Although polymorphisms in the ERAP1 gene in humans have been linked to MS, no 

studies have been performed to date examining if mice lacking ERAP1 are differentially 

susceptible to MOG-induced EAE (a well-established model for inducing CNS autoimmunity in 

mice) (53). When WT and ERAP1-/- mice had EAE induced with mouse-derived rmMOG1-125, 

we found that ERAP1-/- mice had significantly increased EAE mean clinical scores (Fig. 10A). 

We next profiled of the CNS immune compartment in these mice via high dimensional spectral 

cytometry, utilizing a panel capable of identifying all CNS immune cell subsets (Fig. 10B). We 

found our panel capable of identifying all known CNS resident immune cell subsets, comparable 

to a previously published reference map (146), with the CNS being dominated by microglia, and 

significant lymphoid and myeloid cell infiltrates, indicative of active neuroinflammation (Fig. 

10B). Comparison of immune cell subset frequencies between WT and ERAP1-/- mice during 

EAE revealed decreased border-associated macrophages (BAMs), increased NK cells, and 

increased myeloid-derived cells (MdCs) in the ERAP1-/- CNS (Fig. 10C). We also found that 

ERAP1-/- mice had increased total numbers of: B cells, BAMs, CD4+ T cells, Ly6C+ monocytes, 

NK cells, NKT cells, and MdCs (Fig. 10D); positively correlating with exaggerated EAE clinical 

symptoms in ERAP1-/- mice. Interestingly, we observed strong increases in the expression of 

Tim3 on multiple CNS myeloid cell types, suggesting that ERAP1 may be able to module this 

emerging myeloid cell modulatory receptor (147–149). Together these results imply the 

association of ERAP1 with MS is conserved in mice, since mice lacking ERAP1 exhibit 

enhanced neuroinflammation after induction of EAE.  
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Figure 10: ERAP1-/- mice experience increased EAE mean clinical scores and exhibit 

alterations in the CNS immune landscape. (A) Clinical scores of WT and ERAP1-/- mice 

subjected to EAE induced with rmMOG1-125. (B) UMAP projection of the entire CNS immune  
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Figure 10 (cont’d) 

landscape in WT and ERAP1-/- mice subjected to EAE. The complete CNS immune landscape 

was assessed via high dimensional single-cell spectral cytometry. (C) Frequency of all CNS 

immune cell subsets from (B) between WT and ERAP1-/- mice. (D) Total number of various 

immune cell subsets in the CNS of WT and ERAP1-/- mice subjected to EAE. Groups in (A) 

compared with a two-way ANOVA with Tukey’s multiple comparison test, displayed with mean 

+ SEM, and representative of two independent experiments showing similar results. Groups in 

(B, C) compared with unpaired two-way t-test and representative of two independent 

experiments showing similar results. *p<0.05, **p<0.01, ***p<0.001.  

 

Exhaustive profiling of the resident CNS IL-10 immune compartment.  

We previously published that mice lacking ERAP1 have decreased numbers of an 

important regulatory immune cell type (Tr1 cells), known to modulate immunity via production 

of IL-10 (15, 150, 151). Since IL-10 is also known to play an important role in MS/EAE 

pathogenesis (152–155), we examined IL-10 expressing cells in our EAE model. First, however, 

we combined our high dimensional single-cell spectral cytometry approach with IL-10GFP mice , 

to generate a reference map of the CNS IL-10 immune compartment at steady state and during 

EAE. In addition to accurate detection of IL-10+ cells using GFP reporter mice, we also 

employed in vivo cell labeling to discriminate bona fide CNS resident from circulating immune 

cells (Fig. 11A, B). We first generated a reference map of all CNS immune cell subsets at steady 

state and during EAE, where cells are colored by FlowSOM-defined clusters (Fig. 11C). These 

cell subsets express markers as typically expected (Fig. 11D). The importance of IV labeling to 

discriminate CNS resident from circulating cells can be appreciated when examining the fraction 
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of each cell cluster staining IV+ at steady state (Fig. 11E) and during EAE (Fig. 11F); non-

resident cells were removed from downstream analysis. We found very few cells making IL-10 

at steady state (Fig. 11G), but during active EAE one can appreciate a considerable portion of 

CD4+ T cells now making IL-10 (Fig. 11H). By restricting our analysis to just IL-10+ cells, we 

find that at steady state in WT mice, microglia are the primary cell type responsible for IL-10 

production (Fig. 11I). In contrast, during EAE, CD4+ T cells dominate the CNS IL-10+ 

compartment (Fig. 11J, K).   
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Figure 11: Single-cell profiling of the CNS resident IL-10+ immune compartment. (A) 

Graphical overview of experimental design. (B) CNS immune cell gating scheme. All  



 

 

68

Figure 11 (cont’d) 

combinations of IV+/IV- and IL-10+/IL-10- were boolean gated and exported for high 

dimensional analysis. (C) UMAP projection of the entire CNS immune cell landscape from WT 

mice at steady state and with EAE, where cells are colored according to FlowSOM-defined 

clusters. (D) Heatmap of marker expression from all clusters in (C). (E, F) Frequency of non-

resident (IV+) immune cells across various subsets in WT mice at steady state (E) and during 

EAE (F). (G, H) Frequency of IL-10+ cells across various immune subsets in WT mice at steady 

state (G) and during EAE (H). (I, J) Contributions of various IL-10+ immune cells subsets to the 

entire CNS resident IL-10+ immune compartment for WT mice at steady state (I) and during 

EAE (J). (K) Changes in contributions to the CNS resident IL-10+ compartment between steady 

state and EAE in WT mice. Groups in (K) compared with a GLMM. Results in (B-K) 

representative of a single experiment. ****p<0.0001. AF: autofluorescence.  

 

Comparison of CNS immune cell states and IL-10 production between WT and ERAP1-/- 

mice.  

We next compared the CNS immune landscape of WT/IL-10GFP and ERAP1-/-/IL-10GFP 

mice at steady state and during MOG-induced EAE. Global dimension reduction with MDS 

reveals samples clustering by disease status across the first MDS dimension and by genotype 

across the second MDS dimension (Fig. 12A). Comparing the composition of the CNS resident 

compartment at steady state, we find that while microglia make up about 80% of IL-10+ cells in 

WT mice, in ERAP1-/- mice there are significantly less IL-10+ microglia and more CD4+ T cells 

(Fig. 12B). We also find there are significantly less total IL-10+ cells in the ERAP1-/- CNS at 

steady state (Fig. 12C). Interestingly, during EAE, the CNS resident IL-10 compartment of WT 
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and ERAP1-/- mice is equivalent (Fig. 12D), as are total numbers of CNS IL-10+ cells (Fig. 12E). 

These findings may point to the potential for ERAP1 to be important in early processes 

controlling the development of CNS autoimmunity, and not during later stages when active 

resolution via IL-10-mediated immune suppression may be primarily occurring. We next 

compared all significantly differentially expressed markers across all CNS immune subsets 

between WT and ERAP1-/- mice at steady state (Fig. 12F) and during EAE (Fig. 12G). We found 

decreased expression of CD90 of multiple lymphoid cell types in ERAP1-/- mice at steady state 

(Fig. 12F) and decreased CD90 on multiple myeloid subsets in ERAP1-/- mice during EAE (Fig. 

12G). Increases in Tim3 across myeloid cell subsets in ERAP1-/- mice are again observed, both at 

steady state (Fig. 12F) and during EAE (Fig. 12G). We also observe alterations in CD8+ T cell 

phenotypes, with ERAP1-/- CD8+ T cells expressing more SLAMF7, more CD38, more CD11c, 

and more IL-10 (Fig. 12F, G).   

Due to the important role of various T cell subsets in MOG-induced EAE, we further 

narrowed our analysis to T cells and performed sub-clustering to investigate these cells on a 

more granular level. We identified nine T cell subsets (Fig. 12H) including two IL-10+ CD4+ T 

cell subsets (Fig. 12H, I). While none of these IL-10+ CD4+ T cell subsets displayed 

characteristic Tr1 cell markers (data not shown) (151), they were generally separable by their 

expression of CD90 (Fig. 12I). We found that during EAE, ERAP1-/- mice lack the CD90+IL-

10+CD4+ T cell subset compared to WT mice and show significant changes in other T cell 

subsets (Fig. 12J). Altogether, these results identify important differences in the CNS immune 

compartment in mice lacking ERAP1, but do not reveal a defect in Tr1 cells per se. This implies 

that mechanisms underpinning the increased EAE mean clinical scores in ERAP1-/- mice, as well 

as AS, may not be primarily due to intrinsic defects in Tr1 cells.       



 

 

70

 

Figure 12: In depth comparison of resident CNS immune cell states and IL-10 production 

between WT and ERAP1-/- mice. (A) MDS plot of CNS immune cells from WT and ERAP1-/- 

mice at steady state and during EAE. (B) Comparison of the CNS resident IL-10+ immune cell  
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Figure 12 (cont’d) 

compartment between WT and ERAP1-/- mice at steady state. (C) Number of total IL-10+ 

immune cells in the CNS of WT and ERAP1-/- mice at steady state. (D) Comparison of the CNS 

resident IL-10+ immune cell compartment between WT and ERAP1-/- mice during EAE. (E) 

Number of total IL-10+ immune cells in the CNS of WT and ERAP1-/- mice during EAE. (F, G) 

Heatmap of all statistically significant (FDR<0.05) differentially expressed markers between WT 

and ERAP1-/- mice at steady state (F) and during EAE (G). Adjusted p-values are listed next to 

each row. (H) UMAP of resident CNS T cell subsets colored by FlowSOM-defined clusters. (I) 

Marker expression on clusters from (H). (J) T cell subset frequency differences between WT and 

ERAP1-/- mice during EAE. Groups in (B, D, J) compared with a GLMM. Groups in (C, E) 

compared with an unpaired two-way t-test. Differentially expressed markers shown in (F, G) 

determined via a GLMM. Results in (A-K) representative of a single experiment. *p<0.05, 

**p<0.01, n.s. not significant.  

 

ERAP1-/- susceptibility to EAE is B cell-dependent.  

In an effort to better identify the specific, non-Tr1 cells that may be mediating EAE 

susceptibility in ERAP1-/- mice, we also induced EAE in WT and ERAP1-/- mice using the 

rhMOG35-55 peptide, known to induce a primarily CD4+ T cell-dependent form of EAE (53, 156). 

Surprisingly, we observed identical EAE mean clinical scores between WT and ERAP1-/- mice 

using this antigen (Fig. 13A). This result, combined with prior studies demonstrating that EAE 

induced with rhMOG1-125 protein (has 92% conserved identity to rmMOG1-125) is known to be B 

cell-dependent (64, 156–158), and coupled with studies demonstrating that use of rmMOG1-125 in 

B cell deficient mice can cause increased EAE symptoms relative to the identical treatment of 
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WT mice (159), led us to hypothesize that an intrinsic defect in ERAP1-/- B cells may be 

responsible for increased EAE mean clinical scores in ERAP1-/- mice. To confirm this, we 

adoptively transferred WT or ERAP1-/- B cells into mice genetically deficient in B cells (µMT 

mice) (160), confirmed equivalent transfer of cells, and then induced EAE with rmMOG1-125. 

Indeed, µMT mice receiving ERAP1-/- B cells had higher EAE mean clinical scores compared to 

µMT mice receiving WT B cells, confirming this phenotype is at least partly due to an intrinsic 

defect in ERAP1-/- B cells (Fig. 13B).  

During the late phase of EAE in these mice (day 38 post-EAE induction) we profiled the 

inguinal lymph nodes, spleen, and blood to assess B cell reconstitution and T cell phenotypes. 

Interestingly, we found that while WT B cells reconstituted the spleen and lymph nodes 

effectively (and to a lesser extent the peripheral blood), ERAP1-/- B cells were absent from all 

three locations (Fig. 13C-E). The observed decreases in B cells were likely not due to NK cell-

mediated killing. 

Assessing T cell phenotypes in the peripheral blood, mice reconstituted with ERAP1-/- B 

cells showed a skewing of CD4+ T cells away from GATA3+ Th2 cells towards Tbet+ 

proinflammatory Th1 cells (Fig. 13F, G), consistent with their more severe EAE phenotype (161, 

162). Looking to other CD4+ T cell subsets important in EAE/MS pathogenesis (Th17 and Treg) 

we did not find any significant changes. Together, these findings not only point to an ERAP1-

mediated dysfunction in B cells as responsible for the exaggerated EAE phenotype we originally 

observed in MOG protein treated ERAP1-/- mice, but identify a further defect in the ability of 

ERAP1-/- B cells to reconstitute secondary lymphoid organs, deficiencies that may bias immune 

responses during EAE and cause altered CD4+ T cell polarization.  
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Figure 13: Loss of ERAP1 in B cells renders mice more susceptible to EAE. (A) Clinical 

scores of WT and ERAP1-/- mice subjected to EAE induced with rhMOG35-55. (B) Clinical scores 

of μMT mice reconstituted with 1x1010 of WT or ERAP1-/- B cells five days before EAE 

induction with rmMOG1-125. (C-E) Percent adoptively transferred B cells of total CD45+ cells  
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Figure 13 (cont’d) 

from mice in (B) in the inguinal lymph nodes (C), spleen (D), and blood (E). (F) Percent 

GATA3+ CD4+ T cells (Th2 cells) in the blood of mice from (B). (G) Percent Tbet+ CD4+ T cells 

(Th1 cells) in the blood of mice from (B). Groups in (A, B) compared with a two-way ANOVA 

with Tukey’s multiple comparison test, displayed with mean + SEM, and representative of two 

independent experiments showing similar results. Groups in (C-G) compared with an unpaired 

two-way t-test and are representative of two independent experiments showing similar results. 

*p<0.05, **p<0.01, ***p<0.001, n.s. not significant.  

 

Deep phenotyping of B cells during EAE reveal increased activation and specific decreases 

in B1 B cells in ERAP1-/- mice.  

To better understand how ERAP1 modulates B cells, we designed an exhaustive B cell 

phenotyping panel to allow us to comprehensively profile all B cell subsets across the spleen and 

CNS. In the spleens of WT and ERAP1-/- mice at peak EAE, we identified 12 different B and 

plasma cell subsets via unbiased FlowSOM clustering (Fig. 14A), all expressing expected 

markers (Fig. 14B). Notably, using mice on an IL-10GFP background allowed measurement of IL-

10 across all B cell subsets, however, a distinct regulatory B cell (Breg) subset (CD1d+CD5+) we 

identified was clustered independently of IL-10 expression (Fig. 14A, B). We also used the same 

panel to profile the CNS B cell compartment of the same mice, revealing many of the same B 

cell subsets, except for the absence of follicular B cells, and the discovery of an undetermined 

subset (Fig. 14C, D). Comparison of the frequency of B cell subsets across the spleen and CNS 

in WT mice revealed compartment-specific differences in follicular, undetermined, B1b, and 

marginal zone subsets (Fig. 14E). Comparing the frequency of splenic B cell subsets between 
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WT and ERAP1-/- mice during peak EAE, we found significant decreases in both B1 cell subsets, 

and a minor decrease in plasma cells (Fig. 14F). Similarly, in the CNS during peak EAE we also 

found decreases in both B1 cell subsets in ERAP1-/- mice (Fig. 14G). Comparison of 

differentially expressed markers across all B cell subsets in the spleen uncovered higher 

expression of activation markers such as CD80, CD40, and GL7 on numerous ERAP1-/- B cell 

subsets (Fig. 14). This was also observed in the CNS, but to a lesser extent (Fig. 14I). Together, 

this demonstrates that a lack of ERAP1 expression in B cells results in excessive B cell 

activation and a specific decrease in the innate-like B1 cell subsets during peak EAE.  
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Figure 14: Reconstruction of the splenic and CNS B cell compartments during EAE reveal 

specific decreases in B1 cells and increased activation of ERAP1-/- B cells. (A) UMAP  
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Figure 14 (cont’d) 

projection of all splenic B cells from WT mice during EAE with cells colored by FlowSOM-

defined clusters. (B) B cell subset marker expression in cells from (A). (C) UMAP projection of 

all CNS B cells from WT mice during EAE with cells colored by FlowSOM-defined clusters. 

(D) B cell subset marker expression in cells from (C). (E) Comparison of B cell subset frequency 

across the spleen and CNS during EAE in WT mice. (F) Frequency of all immune cell subsets in 

the spleen of WT and ERAP1-/- mice during EAE. (G) Frequency of all immune cell subsets in 

the CNS of WT and ERAP1-/- mice during EAE. (H) Heatmap of all statistically significant 

(FDR<0.05) differentially expressed markers on splenic B cells during EAE between WT and 

ERAP1-/- mice. (I) Heatmap of all statistically significant (FDR<0.05) differentially expressed 

markers on CNS B cells during EAE between WT and ERAP1-/- mice. Groups in (E) compared 

with a two-way ANOVA with Sidak’s multiple comparison test and representative of a single 

experiment. Groups in (F-G) compared with a GLMM and are representative of a single 

experiment. Differentially expressed markers shown in (H, I) determined via a GLMM.  

*p<0.05, ***p<0.001, ****p<0.0001, n.s. not significant. FO: follicular, MZ: marginal zone, 

Bin: B cells in inflamed nodes, Bregs: regulatory B cells.   

 

Lack of ERAP1 in B cells leads to reduced proliferation in vivo and lack of B cell 

engraftment during EAE.  

B cells are known to have different roles in the modulation of EAE during different 

stages of the disease (163, 164). Therefore, to help explain why µMT mice receiving ERAP1-/- B 

cells showed increased susceptibility to EAE, and to help identify why ERAP1-/- B cells could 

not be detected in these animals during the chronic phase of EAE, we developed a unique in vivo 
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assay (Fig. 14A). Here, we differentially labeled WT and ERAP1-/- B cells with CFSE and 

CellTrace Violet, mixed them in a 1:1 ratio, adoptively transferred them into µMT mice, induced 

EAE with rmMOG1-125, and monitored B cell survival and proliferation at various timepoints 

during the EAE disease course (Fig. 15A). We found minor increases in the ratio of WT:ERAP1-

/- B cells at day 2, with larger, more significant increases on day 5, 10, and especially day 20, 

reflecting a higher survival rate for WT B cells relative to ERAP1-/- B cells in mice experiencing 

EAE (Fig. 15B). By day 20, a consistent two-fold increase in the ratio of WT:ERAP1-/- B cells 

was evident across multiple environments, with very few ERAP1-/- B cells present overall (Fig. 

15B). We found that the decreases in the numbers of ERAP1-/- B cells only occurred in mice 

with EAE, and did not occur when ERAP1-/- B cells were transferred into µMT mice that did not 

have EAE. Finally, since we labeled our cells with commonly used proliferation dyes, we were 

able to assess B cell proliferation in vivo. We found equivalent levels of WT and ERAP1-/- B cell 

proliferation across all locations up until day 10. By day 20, ERAP1-/- B cells exhibited a 

significant reduction in the ability to proliferate compared to WT B cells across all locations 

(Fig. 15C-E). These findings suggest that B cells lacking ERAP1 are not able to cope well in 

settings of prolonged immune activation, and that they may reach a threshold at which point they 

can no longer proliferate and survive.   
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Figure 15: ERAP1-/- B cells display impaired proliferation in vivo during EAE. (A) 

Graphical overview of experimental design. (B) Top, Fold change in the ratio of WT to ERAP1-/- 

B cells transferred into the same µMT mouse and assessed across various lymphoid organs at 

multiple timepoints following induction of EAE with rmMOG1-125. Bottom, representative FACS 

plots of differentially labeled WT and ERAP1-/- B cells at various timepoints during EAE. (C-E)  
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Figure 15 (cont’d) 

Frequency of adoptively transferred B cells actively proliferating from the previous timepoint in 

mice subjected to EAE. Data in (B-E) representative of a single experiment with three mice 

analyzed per timepoint. Groups in (B, C) compared with a two-way ANOVA with Sidak’s 

multiple comparison test. Comparisons in (B) were performed by comparing the fold change 

from baseline between WT and ERAP1-/- B cells. Groups in (D, E) compared with a mixed-

effects analysis.  *p<0.05, **p<0.01, ***p<0.001, ****p<0.0001. FC: fold change.  

 

Human B cell subset dysregulation in individuals carrying the ERAP1 K528R SNP.  

Murine B cells completely lacking the ERAP1 gene show considerable differences from 

their WT counterparts, especially during induction of inflammation (17). In humans, the 

presence of specific SNPs in ERAP1 results in dysfunction of the protein’s ability to trim 

peptides for MHC-I, and these SNPs are also linked to multiple autoimmune diseases (26, 28). 

The most pathogenic of these, the K528R SNP, is genetically associated with MS (26, 143), and 

shows the strongest associations with other autoimmune diseases (165, 166). We have previously 

shown that the presence of this SNP induces the strongest changes in immune cell function 

(including dysregulation of the NLRP3 inflammasome) as compared to other ERAP1 variants 

(18). Therefore, we wanted to determine if human B cells carrying this pathogenic SNP exhibit 

dysregulated phenotypes. We accomplished this by sourcing data from multiple published 

scRNA-seq datasets containing data from PBMCs of 36 healthy individuals, across six studies, 

encompassing a total of 24,795 B cells (see Chapter 6) (Fig. 16A). Critically, using the raw 

sequencing data, we were able to determine which individuals carry the ERAP1 K528R SNP, 

identifying seven out of the 36 individuals as having at least one copy of this SNP.  
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Unbiased clustering (See Chapter 6) identified five distinct B and plasma cell subsets 

(Fig. 16A) expressing numerous subset-defining genes (Fig. 16B). Each of the six studies 

contributed evenly to these subsets with the exception of the ”Exhausted B cell” subset which 

was almost entirely from Kang, H.M., et al. (167). We found that B cells expressing high levels 

of ERAP1 were evenly distributed across all subsets (Fig. 16C) and that the proportion of each 

subset per individual did not differ based on the presence of the K528R SNP (Fig. 16D). 

However, individuals carrying K528R had decreased expression of ERAP1 in their naive B cells, 

class-switched memory B cells, and plasma cells/blasts (Fig. 16E). For each B cell subset we 

also identified differentially expressed genes (DEGs) and pathways between cells with the 

K528R SNP and those without. We observed consistent findings across all cell subsets noting 

decreased expression of: PTPRCAP, EEF1G, MT-ATP8, and MT-ND4L (Fig. 16F, H, J, L), and 

increased expression of numerous ribosomal protein genes, ATP5E, and TIPIN (Fig. 16F, H, J, 

L) in K528R containing B cells. Most interesting were the conserved pathways enriched in B cell 

subsets carrying the K528R SNP, most notably upregulation of eIF2 signaling and oxidative 

phosphorylation (Fig. 16G, I, K, M). These results suggest that the presence of the K528R 

ERAP1 SNP in human B cells correlates with an up-regulation of ribosomal translation 

machinery and altered metabolism; both of which are known to also affect immune cell functions 

(168–170).  
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Figure 16: Integrated scRNA-seq analysis of human B cells reveal subset-conserved 

dysregulation in B cells carrying the K528R ERAP1 SNP. (A) UMAP of plasma cells/blasts  
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Figure 16 (cont’d) 

and B cell subsets from an integrated analysis of six healthy human scRNA-seq datasets 

incorporating 36 individual samples and 24,795 cells. Cells are colored based on cluster-level 

annotations obtained using SingleR. (B) Stacked violin plots of expression of cluster-defining 

markers. (C) UMAP of the expression of ERAP1 on B cell subsets revealing equal distribution 

across clusters. (D) Proportion of various B cell subsets in individuals based on the presence or 

absence of the K528R SNP. (E) Heatmap of ERAP1 expression on B cell subsets split by cells 

containing the K528R SNP or not. The exhausted B cell subset contains only cells without the 

K528R SNP. (F) Volcano plot of differentially expressed genes (DEGs) in plasma cells/blasts 

based on the presence of the K528R ERAP1 SNP. (G) IPA canonical pathway analysis using 

DEGs from (F) with bars colored based on whether the pathway is up- or down-regulated in cells 

with the K528R SNP. Gray bars indicate no pathway directionality data is available. (H, I) Same 

as (F, G), but for Naive B cells. (J, K) Same as (F, G), but for Class-switched memory B cells. 

Same as (F, G), but for non-switched memory B cells. Differential expression in (B, F, H, J, and 

L) performed with MAST.   
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Discussion 

Hundreds of genes have been linked to MS (143), yet we still understand little of the 

mechanisms underlying each of these associations. Identification of these mechanisms, may 

reveal conserved master pathogenesis archetypes responsible for MS, that can then be 

therapeutically targeted in patients. To this end, we sought to understand the mechanism(s) 

linking SNPs in the ERAP1 gene to MS. Identifying mechanisms underlying ERAP1’s link to 

MS is significant as ERAP1 is linked to many other autoimmune diseases (28, 165). An 

understanding of the mechanisms underlying the genetic association of ERAP1 with MS 

susceptibility may also identify mechanisms across multiple other autoimmune diseases linked to 

ERAP1 including: AS, Psoriatic Arthritis, and Behçet's disease.  

Our finding that mice lacking ERAP1 experience increased EAE mean clinical scores in 

a rodent form of autoimmune neuroinflammation that mirrors MS supports GWAS studies 

linking human ERAP1 SNPs with susceptibility to MS. Our finding that ERAP1-/- mice exhibit 

exaggerated EAE due to an intrinsic B cell defect narrows the possible immune mechanisms 

responsible for ERAP1’s association with MS, and potentially other autoimmune diseases also 

linked to ERAP1.  

The localization of ERAP1’s contribution to CNS autoimmunity via B cells aligns well 

with current theories regarding MS pathogenesis since B cell depleting monoclonal antibodies 

are now a mainstay of MS treatment (141). Why depleting B cells leads to robust clinical 

responses in some MS patients is currently a heavily investigated topic, with a number of 

potential mechanisms postulated, including: B cell antigen presentation (171), B cell cytokine 

production (172), B cell-mediated T cell co-stimulation (171), Epstein-Barr virus infection of B 

cells (173), and contributions from Bregs (171). Importantly, B cell depletion therapies are far 
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from a cure, and show limited efficacy in MS patients with more severe forms of MS such as 

primary progressive MS (174). Accordingly, groups have been vigorously researching how B 

cells contribute to MS (171, 172), as well as if more precise B cell targeting can achieve superior 

responses. Our results show that B cells lacking ERAP1 have both exaggerated expression of T 

cell co-stimulatory/activation markers and fail to proliferate in vivo. Both of these may explain 

why mice lacking ERAP1 experience higher EAE mean clinical scores since increased B cell 

activation during the initiation phase of EAE and impaired B cell regulatory responses during the 

chronic phase of EAE are linked to more severe pathology. Such findings tie in with the 

currently appreciated divergent roles for B cells during the pathogenesis of CNS autoimmunity, 

where B cells are capable of harboring both disease-inducing roles early on and protective roles 

later during the resolution phase (163, 164). Regarding the undetermined CNS B cell subset we 

identified, since these cells are IgD+B220+CD21-CD23-, make up the majority of B cells in the 

CNS, and since it has been shown previously that most human CNS B cells are class-switched 

memory B cells (175), this unknown population may represent these cells. 

Shedding light on this mechanism, we identified that mice lacking ERAP1 also have 

drastically reduced numbers of the innate-like B1 cell subsets during peak EAE. This effect is 

likely due to an intrinsic defect, but we cannot fully rule out an extrinsic one, such as NK cell-

mediated depletion, however, our ex vivo studies and in vivo studies of B cell survival in mice 

not subjected to EAE argue against such a possibility. While B1 cells are understudied, they are 

known to be able to secrete auto-antibodies, function as APCs, secrete cytokines, and respond to 

pathogen infection in an innate manner (176). They have also been linked to a number of 

autoimmune diseases including MS, however their precise role in the pathogenesis of MS is 

unclear, as B1 cells have been shown to have both protective and pathogenic roles in EAE 
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depending on the stage of disease (177, 178). If this lack of B1 cells contributes to autoimmune 

disease susceptibility in mice lacking ERAP1, or if it is just a consequence of ERAP1’s ability to 

broadly dysregulate B cells, remains to be seen and is an interesting area of future investigation.   

In a further effort to tie our B cell findings back to humans carrying the actual MS-linked 

ERAP1 SNP, we took advantage of publicly available scRNA-seq datasets and found well 

conserved transcriptional changes across multiple B cell subsets. A consistent decrease in the 

expression of PTPRCAP (CD45-associated protein [CD45-AP]) in B cells carrying the ERAP1 

K528R SNP stood out. CD45-AP is an understudied protein known to interact with CD45 and 

modulate its behavior in a number of ways, but generally thought to augment CD45 signal 

transduction (179). As CD45-AP increases CD45 signaling and CD45 signaling activates Src 

kinases which leads to B cell proliferation (179, 180), B cells carrying the K528R SNP would be 

expected to have decreased CD45 signaling due to less CD45-AP and consequently may have 

impaired capacity to proliferate. This fits with our data showing murine B cells lacking ERAP1 

have impaired proliferation when transferred into B cell deficient hosts.  

We also found upregulation of eIF2 signaling and oxidative phosphorylation pathways in 

all B cell subsets bearing the K528R SNP, suggesting ERAP1’s ability to modulate these 

pathways is conserved across B cells. As ERAP1 is an endoplasmic reticulum-localized 

peptidase, it is possible that dysfunctional ERAP1 variants may lead to issues with protein 

processing/production, thus requiring the cell to up-regulate translation machinery to maintain 

protein production. Importantly, many of the genes we see upregulated in the eIF2 signaling 

pathway in cells with K528R are involved in translation. Since endoplasmic reticulum function is 

tied to cell metabolism and immune responses (181, 182), this may explain the concerted 

dysregulation of these pathways in B cells in particular (183, 184), and possibly the increased 
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susceptibility to MS, although there is a paucity of studies regarding the effects of ER 

dysfunction in B cells as it relates to autoimmunity (185). It is also important to note that all of 

these findings are from healthy individuals at baseline and that these DEGs and pathways may be 

exacerbated during settings of inflammation/immune activation.  

Finally, our studies here lead to the creation of the first map of the CNS resident IL-10+ 

immune compartment at the protein level in mice; an important resource for those investigating 

CNS regulatory mechanisms. Our map is similar to that determined using scRNA-seq, but with a 

couple of important differences potentially related to both the technology and animal models 

used. While we found microglia to be the primary source of IL-10 at steady state and CD4+ T 

cells the dominant source during EAE, Shemer, A., et al. claim microglia are unable to make IL-

10 and that with LPS stimulation NK cells and neutrophils are the primary sources of IL-10 in 

the CNS (186). Our protein level assessment of IL-10 using a highly specific reporter mouse  

contradicts the idea that microglia do not make IL-10 and our results are consistent with other 

published work (187). One reason for the discrepancy between our datasets is likely due to 

Shemer, A., et al. only measuring IL-10 at the mRNA level, while we measure it at the protein 

level. Measurements at the protein level are critical for a cytokine such as IL-10, as its mRNA is 

subject to multiple post-transcriptional regulation mechanisms (188) and because IL-10 protein 

negatively regulates its own mRNA (189); autocrine signaling which may explain the 

discrepancy between our results. Lastly, while we employ the EAE model of neuroinflammation, 

Shemer, A., et al. use the LPS model, which may further explain why we identify different 

immune cell subsets are making IL-10, notably neutrophils (190). While it has been reported that 

this strain of IL-10GFP mouse is unsuitable for IL-10 detection in myeloid cell during 

inflammation, through the use of spectral cytometry we are able to detect and subtract out 



 

 

88

autofluorescence signals from microglia, thus allowing accurate IL-10 detection even on highly 

autofluorescent cells such as microglia.  

In total, our efforts to investigate the genetic association between polymorphisms in the 

ERAP1 gene and MS have begun to unravel this mystery and focus attention on B cell biology as 

a potential key regulator in autoimmune neuroinflammation. This correlates with the current 

clinical treatment of MS using non-discriminate, B cell-depleting regimens. Our work suggests 

that there may be an opportunity to further target these interventions to specific B cell subsets, 

both to enhance efficacy, as well as prevent known complications to these approaches, such as 

global immune-suppression. 
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Chapter 4: ERAP1 mediates proinflammatory responses of B cells 
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Introduction 

 

Multiple sclerosis is an incurable, severely debilitating disease which affects millions of 

people (3, 59). Many theories exist for what drives MS pathogenesis, including: EBV infection, 

Vitamin D deficiency, and genetics to name a few (5, 57). In reality, the disease is highly 

heterogenous and likely is due to a multitude of factors, which varies between individuals (5, 

59). Furthermore, multiple types of MS disease can occur, ranging from a mild relapsing 

remitting disease to the devastating primary progressive disease (5, 58, 191). Many patients’ 

diseases can be managed quite well with currently available treatments, however, for more 

aggressive disease types the options are limited (58, 60). Indeed, even for the well-managed 

diseases, MS is still incurable. In 2018, a new therapy was approved for MS which significantly 

improved patient outcomes as measured by stable white matter lesions and extending remission 

periods and survival (60). This therapy was called ocrelizumab and is a B cell targeting 

monoclonal antibody. The success of this therapy showed the scientific community that B cells 

are vital in driving MS disease and opened a new avenue to potential drug research and 

development. Despite the successes of ocrelizumab and clear importance of B cells in MS, the 

exact reasons for why B cells drive MS remain largely unclear. Therefore, more research into 

specific molecular mechanisms for B cells related to MS remains of utmost importance.  

Although the exact cause for MS is unknown, it can be genetic in origin as hundreds of 

genes have been linked to the disease (165). Our lab began researching how genetics may play a 

role in B cells driving MS. Specifically, we studied the gene ERAP1: polymorphisms in which 

have been significantly linked with MS disease (8, 26). Our lab published that ERAP1 is an 

important mediator in pro-inflammatory B cell driven EAE, and is also a critical mediator of 

inflammasome and ER responses (14, 16). We determined that not only are B cells affected by 
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EAE to a greater extent in ERAP1-deficient mice, but also these ERAP1-/- B cells were 

responsible for causing a higher EAE phenotype. ERAP1 is an important mediator of both innate 

and adaptive immune responses (12, 17, 18, 97). It is an aminopeptidase localized to the ER, 

which trims peptides of 9-16 amino acids in length to 8-9 amino acids prior to loading onto 

MHC-I molecules for antigen presentation (192). In addition to its role in antigen presentation, 

ERAP1 also mediates NK, CD4, and CD8 T cell proinflammatory responses (13, 15, 22, 97). 

Furthermore, ERAP1 deficient bone marrow derived macrophages (BMDMs), have enhanced 

proinflammatory responses to innate stimulation (14). Specifically, they have elevated 

inflammasome responses. In addition to these heightened inflammasome responses, they also 

have elevated ER stress and downstream UPR activation (14). Together these mechanisms may 

begin to explain why ERAP1 deficient immune cells are highly sensitive to innate immune 

stimuli. 

In addition to causing a worse EAE phenotype, when µMT (genetically deficient in B 

cells) mice were adoptively transferred with ERAP1-/- B cells, the B cells were actually lost after 

28 days of EAE (16). We published that these B cells had impaired proliferation in comparison 

to WT beginning around Day 20 (16). It is known that B cells fail to proliferate to some extent 

after adoptive transfer (193), but ERAP1 deficient B cells had a much reduced proliferation in 

comparison to WT. In this chapter, we will explore mechanisms of how ERAP1 deficiency 

contributes to cell loss as well as intracellular mechanisms that regulate proinflammatory B cell 

behavior. Specifically, we will examine more closely the B cells adoptively transferred into µMT 

mice prior to EAE, and begin to study possible mechanisms such as inflammasome activation, 

ER stress and pyroptosis. These studies will help illuminate possible targetable pathways for 

neuroinflammatory disease and B cell driven autoimmune diseases as a whole. 
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Results 

ERAP1 mediates the proinflammatory state of B cells 

To begin investigating why mice with ERAP1 deficient B cells, specifically, have 

enhanced EAE phenotyping, we began by assessing proinflammatory cytokines and cell surface 

markers of B cells. We first isolated pan-B cells from WT and ERAP1-/- mice, and then further 

isolated CD43+ B1 cells from each genotype as well. B1 and B2 cells were examined because 

B1 cells are an innate-like B cell subtype which were found to be reduced in ERAP1-/- mice 

during EAE significantly more than in WT, and B2 cells are what were initially transferred into 

µMT mice prior to EAE induction as previously described (16). When these cells were surface 

stained with various activation markers, we found significant increases in CD69 and CD80 

surface expression on B cells from ERAP1-/- mice (Fig. 17A). Furthermore, we discovered that 

this statistically significant elevation of CD69 and CD80 was also found on ERAP1-/- B2 cells, in 

comparison to WT B2 cells (Fig. 17B).  In parallel with the increased activation marker signature 

on ERAP1-deficient B cells, these B cells also produced statistically more proinflammatory 

cytokines than WT B cells. Of the 23 cytokines assessed, IL-1β and IL-6 cytokine production 

was significantly enhanced in ERAP1-/- B cells in comparison to WT B cells with innate stimuli. 

Together, this data supports that the ERAP1-/- B cells are hyperinflammatory at baseline, which 

supports why mice that received ERAP1 deficient B cells had enhanced EAE phenotyping. 
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Figure 17: ERAP1-/- B cells have enhanced proinflammatory cytokines and activation 

marker expression. Splenocytes were isolated from 6 week old male WT and ERAP1-/- mice. 

CD19+ pan B cells were isolated per the manufacturer’s protocol by negative selection. Pure 

CD19+ B cells were plated at 300,000 cells/well into a 96 well plate and stimulated with a low 

dose of IL-2 with or without NLRP3 inflammasome agonist Nigericin (10uM). Cells were 

cultured for one day, approximately 24 hours, and then collected. They were stained with surface 

markers CD19 (B cells), Zombie NIR (live/dead dye), B200 (B2 cells), CD80 (APC) and CD69 

(PE) and flow cytometry was completed using the Cytek Aurora (A, B). Flow cytometry data 

was analyzed using FlowJo software v.10.7.1. When these cells were collected, the supernatant 

was collected, and cytokine secretion was analyzed using Bioplex 23 plex kit. The assay was  
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Figure 17 (cont’d) 

completed per manufacturer instructions, and the top altered cytokine are shown here, IL-1β (C), 

and IL-6 (D). *p<0.05, **p<0.01, ***p<0.001. 

 

ERAP1-/- B cells have enhanced baseline ER stress  

As B cells from ERAP1-/- mice had proliferation defects and loss of these cells was 

appreciated with EAE, we next wished to begin examining some potential pathways for this 

reduction. We began by assessing various genes important in two mechanisms which have been 

related to ER stress, a state which is increased in ERAP1-/- bone marrow derived macrophages 

(BMDMs) as we previously published (14), autophagy and the UPR. At baseline, ERAP1-/- B 

cells had an increase in the autophagy genes ATG5 and ATG12, as well as the ER stress gene 

sXBP1 (Fig. 18A). Although not significant, when these cells were stimulated with 

inflammasome stimuli, there was a greater reduction in ATG5 expression in ERAP1-/- B cells 

(Fig. 18C). ATG5 expression is known to be reduced by the inflammasome, so reduction in this 

gene occurs with inflammasome stimuli (194).On the other hand, sXBP1 is an important 

downstream regulator of the p-IRE1a branch of the UPR pathway (113), and we also found it to 

be upregulated in ERAP1-/- BMDMS (14). Indeed, we also determined that the percent change of 

IRE1a gene expression was more greatly enhanced in ERAP1-/- B cells with inflammasome 

stimuli as well (Fig. 18C). Altogether, this data supports that similar to our previously published 

data in ERAP1-deficient BMDMs, ERAP1-deficient B cells also have a baseline state of 

enhanced ER stress. 
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Figure 18: ER stress gene transcription is elevated in ERAP1-/- B cells. Pan B cells with 

CD19+ expression were isolated from WT and ERAP1-/- splenocytes. Cells were plated at a 

density of 1 million/well in a 48 well plate. The cells were stimulated with NLRP3 

inflammasome stimuli, which includes low dose LPS for priming (40ng) and Nigericin (10uM) 

overnight, for approximately 16 hours. Cells were then collected and RNA was isolated using 

Trizol per manufacturer’s protocol. cDNA was made from the RNA using the Superscript III kit 

and genes were assessed by fold increase in expression from WT at baseline (A). Percent 

reduction of ATG5 was calculated in WT and ERAP1-/- B cells with priming and nigericin 

treatment, comparing each genotype with NLRP3 stimuli to its baseline ATG5 expression value 

(B). Similarly, percent induction of IRE1a was calculated in WT and ERAP1-/- B cells,  
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Figure 18 (cont’d) 

comparing the IRE1a expression level for each genotype with priming and nigericin to its 

baseline value (C). Data are expressed as mean +/- SEM. *p<0.05, **p<0.01, ***p<0.001. 

 

The pyroptosis pathway is upregulated in ERAP1-/- B cells 

We previously published that ERAP1-/- mice had reduced levels of B cells with EAE, and 

ERAP1-/- B cells failed to proliferate after 20 days of EAE (16). Furthermore, we know that 

ERAP1-/- BMDMs have enhanced ER stress and inflammasome activation as assessed by IL-1β 

production and caspase-1 activation (14). Pyroptosis is a unique pathway of cell death which is 

characterized as a proinflammatory cell death mechanism, one which involves the production of 

IL-1β (195, 196). Intracellularly, pyroptosis involves the cleavage of a protein called gasdermin 

D (GSDMD) into subunits by caspase 1, which forms pores in the membrane to allow for the 

release of cleaved IL-1β, also processed by caspase 1 (72, 196). As ERAP1-/- cells produce more 

IL-1β and have enhanced caspase 1 activation (14), we wished to assess this cell death pathway 

in B cells as a possible mechanism for why the cells are lost during EAE. We began by staining 

WT and ERAP1-/- B cells intracellularly for GSDMD with mild stimuli (IL-2). We determined 

that ERAP1 deficient B cells expressed significantly more GSDMD than WT B cells (Fig. 19A). 

This was further assessed in B cells subtypes and also found to be enhanced in ERAP1-/- B cells 

(Fig. 19B). Disulfiram was identified as a GSDMD inhibitor (197). So we next assessed whether 

disulfiram would reduce pyroptosis in our system. Specifically, we hypothesized that ERAP1-/- B 

cells would have a greater reduction in IL-1β (the readout of pyroptosis) production with 

GSDMD inhibition, if they are more reliant on this pathway. Indeed, we discovered that ERAP1-

/- B cells had a dose dependent reduction of IL-1β release with disulfiram (Fig. 19C) with 
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NLRP3 inflammasome stimuli (LPS priming+Nigericin), although not significant. Importantly, 

WT cells also showed reduced IL-1β release with disulfiram after NLRP3 induction, which is a 

positive control for this experiment. However, in comparison to WT, ERAP1 deficient B cells 

had a much greater reduction in IL-1β release at various disulfiram concentrations (Fig. 19D), 

although not significant. Together, this supports that the pyroptosis mechanism may be 

upregulated in ERAP1 deficient B cells, and may in part explain why these cells are lost during 

EAE. 

 

 

 

 

Figure 19: ERAP1 mediates pyroptotic mechanisms. Splenocytes were isolated, and CD19+ 

pan B cells were isolated per the manufacturer’s protocol by negative selection. These CD19+ B  
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Figure 19 (cont’d) 

cells were then plated at 300,000 cells/well into a 96 well plate. They were stained with surface 

markers CD19 (B cells), Zombie NIR (live/dead dye), and B200 (B2 cells), to identify different 

B cell subsets, and then fixed. Cells were permeabilized and stained for the intracellular marker 

gasdermin D and flow cytometry was completed using the Cytek Aurora (A, B). Flow cytometry 

data was analyzed using FlowJo software v.10.7.1. To assess the functionality of pyroptosis, 

isolated pan B cells were treated with the gasdermin D inhibitor disulfiram with increasing 

concentrations. Inhibitor was added at the same time as the LPS priming, followed by Nigericin 

(2.5uM) 6 hours later. Cells were cultured for an additional 12 hours, and then supernatant was 

collected. IL-1β ELISA was completed with the supernatants (C) and percent reduction in IL-1β 

production with disulfiram was calculated for multiple doses (D). Data are expressed as mean +/- 

SEM. **p<0.01, ***p<0.001. 

 

Naïve ERAP1 deficient B cells have an altered gene expression profile in comparison to WT 

Up to this point we have assessed various mechanisms as the cause of greater EAE 

phenotyping in ERAP1 deficient B cells: ER stress, autophagy, and pyroptosis. However, to 

discover the exact potential molecular mechanism, we decided to do RNA sequencing for gene 

expression analysis on ERAP1 deficient B cells. We collected spleens from naïve WT and 

ERAP1-/- mice, and then flow sorted B2 cells from the splenocytes, isolated RNA from the B2 

cells, and performed RNA sequencing. We were able to isolate a pure B2 cells population with 

flow sorting (Fig. 20A). The RNA sequencing illuminated many differentially expressed genes 

(DEGs) in the various samples, including naïve WT and ERAP1-/- mice. Fig. 20B is a heatmap of 

the differentially expressed genes between naïve mice, and Fig. 20C represents a volcano plot of 
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the same data. Overall, we discovered a largely unique gene signature in ERAP1-deficient B 

cells even at baseline. To compile the many differentially expressed genes in an effective 

manner, the Integrative Pathway Analysis by Qiagen was used. With this, we determined the top 

canonical pathway altered in ERAP1 deficient naïve B cells in comparison to WT B cells was the 

UPR pathway (Fig. 20D). Other pathways such as aldosterone signaling and IL-17A signaling 

were significantly increased in ERAP1 deficient B cells as well, suggesting that ERAP1 might 

also regulate these pathways. This data suggests that similar to ERAP1-/- BMDMs, B cells also 

have an elevated baseline of stress, triggering an overactive UPR pathway and potential might 

contribute to early loss of these cells in the EAE mouse model. Furthermore, the IPA analysis 

software predicted the top disease related to the DEGs was neurological disease, further 

supporting ERAP1’s role in immune tolerance and MS. 
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Figure 20: RNA sequencing results from Naïve WT and ERAP1-/- splenocytes. B2 cells were 

sorted out from all other splenocytes using flow sorting (A), and RNA was made from these 

cells. RNA was submitted to the MSU Genomics core for RNA sequencing. Results of the 

differentially expressed genes were collected and a heat map was generated from the data using 

R software (B). Volcano plot analysis for magnitude and significance of the genes was 

completed (C). Data was input into Qiagen’s integrative analysis pathway (IPA) and the software 

assessed the top possibly affected pathways impacted in ERAP1-/- Naïve B2 cells (D). 
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ERAP1 alteration impacts B cell signaling 

Once we assessed the baseline genomic signature related to ERAP1 deficiency, we 

wished to assess possible genetic alterations in response to EAE induction. We began by 

inducing EAE in WT and ERAP-/- mice. At peak EAE, around Day 21, we harvested B cells 

from the spleens of these EAE WT and ERAP1-/-  mice. We then flow sorted as done in Figure 

19 for B2 cells and conducted RNA sequencing. As expected, we found many more genes to be 

differentially expressed with EAE induction (Fig. 21A). These genes were plotted on a volcano 

plot to identify the top hits (Fig. 21B). Significant DEGs were similar to the ones found in naive 

mice, with Gm15459 (an HSP8 pseudogene) being the most significantly upregulated gene in 

ERAP1-/- B2 cells. We also compared DEGs in ERAP1-/- naïve and ERAP1-/- EAE mice. In 

comparison to WT, ERAP1 deficient animals had many more altered genes with EAE induction 

and also a completely unique signature of genes (Fig. 21C). Hundreds of DEGs were found in 

ERAP1-/- mice (Fig. 21C), with the top genes reported in a volcano plot (Fig. 21D). The gene 

LTF (which regulates lactoferrin protein expression) was the most upregulated gene with EAE, 

and Xist (which is known to regulate X chromosome inactivation) was the most downregulated, 

and top DEGs were validated in separate experiments (data not shown). When these DEGs were 

input into IPA, top canonical pathways were assessed as done in naïve mice. Overall, the top 

pathways were very closely correlated to known data on ERAP1 and its role in innate and 

adaptive immunity. Specifically, antigen presentation was the top affected pathway altered when 

mice with ERAP deficiency were given EAE. Surprisingly, B cell development was the next 

most significant pathway, which further supports the finding of B cell depletion and B cell 

proinflammatory signaling in ERAP deficient mice during EAE. The top predicted upstream 

regulator discovered through the IPA analysis was a transcription factor called TCF3 (p= 3.89 x 
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10-6). The software predicted this gene, which is important in B cell development (198), to be 

reduced based on the DEGs in ERAP1-/- during EAE. When we validated this in the lab using 

qRT-PCR, we found that indeed TCF3 was reduced in ERAP1-/- B cells in comparison to WT B 

cells, at baseline and with various stimuli (Fig. S5). Altogether, this data explains why ERAP 

deficient mice have increase EAE scores, possibly due to ERAP1 impact on antigen presentation 

and possibly due to its role in B cell development. This signaling may be due to changes in the 

UPR, autophagy, the inflammasome, and pyroptosis, all of which are interconnected proposed 

pathways as shown in Figure 22.  
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Figure 21: RNA-seq results in EAE induced WT and ERAP1-/- mice. EAE was induced in 

WT and ERAP1-/- mice as previously described using full length MOG protein. Upon peak EAE, 

at Day 21, splenocytes were collected from these mice, and flow sorted for B2 cells as described 

in Materials and Methods. Cells were submitted for RNA sequencing to MSU Genomics Core.  

Significant DEGs between WT and ERAP1-/- EAE B cells were identified and are shown in heat 

map (A). Similarly, the most significant genes with greatest changes are represented in a volcano 

plot (B). Cells were also compared between ERAP1-/- naïve mice and ERAP1-/- mice challenged 

with EAE (C). Using R software, a heatmap and volcano plot was generated as well (D). This 

data was input into IPA software and the top canonical pathways were identified as being 

affected in ERAP1-/- mice with EAE, in comparison to naïve ERAP1-/- mice (E). 
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Figure 22: A proposed mechanism for B cell signaling in the setting of ERAP1 deficiency. 

Lack of ERAP1 activity leads to dysfunctional peptide trimming ability and unfolded protein 

aggregation in the ER, causing stress. This ER stress activated the UPR pathway, which triggers 

inflammasome activation. Autophagy may also negatively impact inflammasome activity in 

parallel. Inflammasome activation causes caspase 1 activation and cleavage of pro-ILβ into IL-

1β, which is then secreted from the cell and induced inflammation. At the same time, caspase 1 

causes cleavage of GSDMD into the N-GSDMD subunit which forms pores on the surface, 

further releasing IL-1β from the cell and triggering cell death.  
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Discussion 

 Polymorphisms in the ERAP1 gene have been associated with multiple sclerosis, 

specifically the SNP r30187 (26). Given our previous reports that ERAP1 deficient mice have 

enhanced EAE phenotype, a mouse model of MS, and that ERAP1 deficient B cells specifically 

can be attributed as the reason for such enhanced EAE phenotype, we wished to study the role of 

ERAP1 in B cells further. B cells are known to be pathogenic in development of MS, although 

the exact mechanisms as to why this is remains unknown (172). Here we wished to study the 

proinflammatory nature of B cells in the setting of ERAP1 modulation, with the hopes of 

determining differentially regulated genes and pathways to explain such proinflammatory states. 

In addition to the general proinflammatory nature discovered in ERAP1-/- B cells, 

including increased activation markers and proinflammatory cytokines, we performed RNA 

sequencing on WT and ERAP1-deficient B cells in the naïve setting as well as with peak EAE. 

Overall, we determined that the gene expression in ERAP1-/- mice was largely unique compared 

to WT. Many genes were either upregulated or downregulated in ERAP1-/- murine B cells in 

both naïve and EAE in comparison to WT. Gm154859 is a heat shock protein 8 pseudogene 

which was significantly upregulated in mice deficient in ERAP1. Although pseudogenes are 

nonfunctional and do not encode for proteins (199), heat shock proteins and HSP8 are molecular 

chaperones which ensure proper folding and relieve ER stress (200). As intriguing at this finding 

is given the baseline elevation of ER stress in ERAP1 deficient cells, it is difficult to attribute 

meaning to this finding. Unfortunately, many of the top hit genes are either nonspecific, or 

pseudogenes such as this Gm154859, and are therefore difficult to attribute directly to our model.  

Other better studied genes such as LTF were significantly upregulated with EAE 

induction in ERAP1-/- mice specifically. This is a gene that has been linked with proliferation 
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inhibition and cell death, both which were found in ERAP1-/- B cells after adoptive transfer 

(201). Overall, many more genes were altered in ERAP1-/- mice with EAE than WT, supporting 

that many more changes are occurring in B cells with ERAP1 dysfunction, which may be 

causing a worsened EAE disease. Importantly, the ERAP1 gene was significantly reduced in 

comparison to WT mice albeit not truly gone because of the nature of our mouse model. It is 

critical to note that the ERAP1-/- mouse model which is used throughout our studies is deficient 

in the specific enzymatic region (exons 5 and 6) of the ERAP1 protein, creating a truncated 

protein if expressed (30). Therefore, this truncated ERAP1 protein lacks ERAP1 enzymatic 

activity. The data found in these studies of ERAP1-/- cells or mice are therefore mainly attributed 

to loss of ERAP1 enzyme activity or truncation of the protein, but not loss of the total protein 

itself. 

As so many genes were differentially expressed in ERAP1 deficient mice, we decided to 

use the Integrative Pathway Analysis (IPA) software program to make better sense of the data 

from RNA sequencing. This software was used to compare different experimental groups, 

namely WT Naïve vs. ERAP1-/- Naïve and ERAP1-/- Naïve vs. ERAP1-/- EAE, and this supported 

our findings about ERAP1 and MS. For example, antigen presentation was the top pathway for 

ERAP1-/- EAE mice, and ERAP1 is a well-established mediator of antigen presentation (102, 

192). Also, in all settings assessed, ERAP1-deficient B cells had many more inflammatory 

pathways activated and most of the top diseases resulting from IPA were autoimmune. This is to 

be expected as polymorphisms in ERAP1 are linked with many autoimmune diseases. 

In addition to antigen presentation, which has been well studied as a critical contributor 

to EAE/MS and impacted by ERAP1 modulation, the next top pathway for ERAP1-/- B cells with 

EAE was B cell development. With this, the top predicted mediator by IPA was a transcription 
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factor called TCF3. This transcription factor is known to drive B cell development, and it was 

predicted to be inhibited in ERAP1-/- B cells. We confirmed this to be the case through qRT-PCR 

validation experiments in the lab. In addition to TCF3 and B cell development pathway changes 

according to IPA, we also previously published that ERAP1-/- B cells fail to proliferate in 

comparison to WT (16). Together, this data suggests that B cell development may be impacted 

by ERAP1 modulation, a process which may be driving EAE. If B cells aren’t properly 

developing, they are likely dying, and we previously published loss of B cells with ERAP1 

deficiency. As we investigate here, a possible mechanism of this cell death could be pyroptosis. 

Pyroptosis is an inflammatory cell death characterized by GSDMD cleavage by caspase 1 

to form pores in the membrane for cytokines, namely IL-1β, to be released (72, 73). At the same 

time, caspase 1 also cleaves pro-IL-1β into IL-1β for release. As a main marker for pyroptotic 

function is IL-1β (72, 73), it is very closely interrelated to NLRP3 inflammasome activation, 

which also causes the release of IL-1β (71). Specifically, NLRP3 inflammasome activation is 

upstream of pyroptosis. Our lab published that ERAP1-deficient BMDMs have enhanced NLRP3 

inflammasome activation, as measured by increases in caspase-1, IL-1β, and IL-18 production. 

Here, we showed that ERAP1 deficient B cells also had enhanced IL-1β production in response 

to inflammasome stimuli, similar to what we saw in BMDMs. Although B cells are characterized 

as an adaptive immune cell type, they can have innate functions as well, namely for specific B 

cell subtypes such as B1 (176). In addition to having elevated IL-1β production, ERAP1-/- B cells 

also were more sensitive to pyroptosis inhibitor disulfiram, which blocks GSDMD (197). This, 

combined with elevated IL-1β production, suggests that ERAP1 deficient B cells are both more 

sensitive to NLRP3 inflammasome stimuli, and are more reliant on the pyroptotic pathway. In 

contrast to apoptosis, pyroptosis is a proinflammatory cell death which has been linked with 
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EAE (196, 202). In these previous reports, mice with either GSDMD knockout or caspase 1 

inhibition resulted in improved EAE scoring. Similarly, the NLRP3 inflammasome has been 

found to be activated in EAE and MS (77, 203), and inhibiting the inflammasome ameliorates 

EAE as well. Altogether, this data supports that the inflammasome and pyroptosis pathways are 

upregulated in ERAP1-/- mice, specifically within B cells, and this may be causing enhanced 

autoimmune phenotypes. Reasons for why pyroptosis would be occurring are unknown at this 

point, however mechanisms investigated here which are known to cause the pyroptosis, namely 

the UPR due to ER stress, may play a role. 

The UPR is triggered in states of stress, such as ER stress, and has been known to 

promote worse neuroinflammatory phenotypes (81, 91, 113). We previously published that IRE-

1α is phosphorylated in ERAP1-/- BMDMs in comparison to WT BMDMs, supporting that the 

UPR pathway is hyperactivated in ERAP1 deficient cells (14). Furthermore, we previously found 

that ER stress is increased at baseline and with stimuli in ERAP1-/- BMDMs. Here, we also show 

that ER stress is increased at baseline in ERAP1-/- B cells. The specific ER stress gene assessed 

was sXBP1, as this is the regulator for the IRE1a UPR pathway, and this gene was found to be 

consistently upregulated in other ERAP deficient immune cells (68, 131). Downstream effects of 

the UPR often include cell death if the stress can’t be compensated for. Therefore, the increase 

we see in pyroptosis-related cell death may be due to increased UPR activity at baseline. This 

hypothesis was confirmed with RNA sequencing results showing that Naïve B cells from 

ERAP1-/- mice had significant upregulation of the UPR pathway in comparison to WT mice. 

Another molecular mechanism closely related to UPR and NLRP3 inflammasome which can 

cause cell death is autophagy. Autophagy is another way in which cells try to maintain 

homeostasis, and is a process reduced by NLRP3 inflammasome activity (75). We found that 
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autophagy was both increased at baseline, and more greatly reduced in ERAP1-/- B cells with 

NLRP3 stimuli, which supports our findings of increased inflammasome activity. Together with 

UPR data, this suggests a baseline level of stress is occurring in ERAP1 deficient B cells, which 

may be compensated for by autophagy. 

Throughout this chapter we investigated why ERAP1-/- B cells are lost during EAE 

induction and determine the mechanism for their proinflammatory nature. We propose that the 

mechanism is dependent on a baseline level of ER stress within the cells, which causes 

upregulation of cellular homeostasis compensation mechanisms such as the UPR and autophagy. 

Despite the changes in many different pathways shown in this chapter, these pathways might be 

interconnected. Here we propose a possible mechanism for ERAP1 deficiency causing both B 

cell loss and enhanced neuroinflammation as assessed by EAE (Figure 6). We propose that 

ERAP1-/-  cells have an increased level of stress at baseline as characterized by increased ER 

stress, UPR activity, and autophagy. Then, when these cells are stimulated by innate stimuli, like 

EAE-induced inflammation or during inflammasome activation, they are hypersensitive to the 

activation and begin producing many more proinflammatory cytokines, causing enhanced 

proinflammatory effects and worsened EAE. Then, as the cells were initially more stressed, they 

aren’t able to keep up with the elevated demand and begin to die by pyroptosis, which further 

potentiates the inflammation as even more cytokines are released.  

In conclusion, ERAP1 is an important regulator of innate and adaptive immune cell 

responses, including B cells. ERAP1 deficient B cells are proinflammatory and have enhanced 

activation and proinflammatory cytokines, inflammasome activity, autophagy and ER stress. 

Together, this may cause early cell death in comparison to WT B cells, possibly via pyroptosis. 

The combination of these traits might explain why ERAP1 deficient mice have enhanced EAE 
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phenotype, and why ERAP1 deficient B cells are responsible for this worsened EAE. This 

understanding of proinflammatory pathways, especially pyroptosis, reveals possible targetable 

mechanisms for autoimmune therapy related to ERAP1 polymorphisms. Furthermore, this data 

helps explain some potential reasons why B cell depletion therapies are effective in the clinic and 

should be further studied in humans. Overall, by addressing these overactive signaling cascades 

in ERAP1 deficient B cells, we may be able to explain B cell-related diseases better. As shown 

here, we believe that inflammatory cell death caused by NLRP3 activation and ER stress may 

play an important role in such diseases. As such, inhibiting the UPR in B cells may be a viable 

therapeutic strategy for neuroinflammatory disease and is something that should be further 

explored. 
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Chapter 5: Modulation of Endoplasmic Reticulum Aminopeptidase-1 in Natural Killer 

Cells enhances Anti-Tumor Activity 

Authors: Maja K. Blake, Yasser A. Aldhamen, Andrea Amalfitano 
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Introduction 

Cancer immunotherapy research has grown substantially over the recent decade. This 

growth has been characterized by new drugs and cell-based approaches to enter the clinic, many 

of which are based in enhancing the host’s own immune response toward tumor cells and show 

amazing efficacy in certain patient populations (204, 205). Cancer immunotherapies have 

included various methods such as vaccines, checkpoint inhibitors, cellular therapy and 

monoclonal antibodies (204–206). However promising the results have been, these immune 

modulatory drugs and cell based therapies do have their drawbacks. For example, certain 

checkpoint inhibitors are effective for some patients and not others, and certain cellular 

therapies, such as CAR-T therapy, have significant risks of graft-vs. host disease (207). 

Additionally, patients can become resistant to such therapies and relapse, if they even respond at 

all (208). Also, subsets of patients on checkpoint inhibitors have even been found to have disease 

progression much faster than before beginning the drug, although exact reasons as to why this 

occurs is not known (209). Therefore, further investigation into new immune targets and 

development of cancer immunotherapies based in modalities other than T cells is critical to 

improve current clinical options for patients. A particularly promising immune cell subtype are 

natural killer cells, which are capable of killing pathogenic or tumor cells similarly to cytotoxic T 

cells. NK cells have exemplary anti-cancer potential due to low side effect profile and high 

targeted efficacy. 

In addition to immune cell populations, new targets for cancer therapy are being 

discovered and explored every day. One important target that has not been studied to its full 

potential is ERAP1. Endoplasmic Reticulum Aminopeptidase-1 (ERAP1) is a known cellular 

regulator of tumor immune evasion (97, 210, 211). We and other groups have studied ERAP1 
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and its diverse role in autoimmune disease extensively, characterizing its importance in both 

innate and adaptive immune responses (12, 17, 20, 166). ERAP1 is defined as an endoplasmic 

reticulum (ER) enzyme which trims peptides to 8-9 residues for loading onto MHC-1 (29, 104, 

145). ERAP1, in the realm of cancer biology, has been shown to induce inhibitory receptors on 

immune cells, in particular on NK cells, allowing tumors to evade immune recognition (22, 97). 

Furthermore, studies show that inhibition of ERAP1 within tumor cells is sufficient for inducing 

NK cell directed tumor cell death (97).  ERAP1, and its role in MHC-1 presentation, is also 

known to regulate T cell directed tumor killing (210). Although researchers have studied ERAP1 

down regulation within tumor cells as a potential anti-cancer therapy, the impact of ERAP1 

inhibition within immune cell subsets has not been studied.  

We previously published that ERAP1 plays an important role in NK cell activation in 

addition to antigen presentation function by MHC-1 (13). Using an ERAP1-/- mouse model, we 

found that mice lacking the ERAP1 gene display greater NK cell activity in comparison to WT 

mice (13). Thereby, in theory, a potent ERAP1 inhibitor may be able to potentiate the same anti-

tumor NK cell phenotype as seen in ERAP-/- cells.  

Such an inhibitor was recently discovered, Thimerosal, and is a potent inhibitor of 

ERAP1, when tested in comparison to other small molecules targeting ERAP1 (212). Thimerosal 

is an organomercury compound which was previously used as a preservative and immune 

adjuvant in vaccines (213, 214). Although the toxicity of thimerosal has been well established 

(213), we wished to conduct studies as a proof of principle to investigate whether ERAP1 

inhibition in NK cells could elicit their enhanced activity, as we previously published in ERAP1-

/- NK cells. Using very low, non-lethal doses of the drug, examined whether enhanced NK cell 

activity could target tumor cells, and explored how ERAP1 may be impacting NK cell function. 
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To our knowledge, this is the first report showing that ERAP1 inhibition within NK cells does 

indeed induce NK cell activity. In the following studies, we show that NK cells target tumor cells 

and enhance tumor cell death in both murine and human models to a greater extent when ERAP1 

is inhibited. We also examine cellular pathways such as ER stress and the inflammasome as 

potential mechanisms for enhanced activity. Overall, here we a explore a potential new cancer 

immunotherapy principle characterized by ERAP1 inhibition within NK cells, specifically. 
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Results 

ERAP1 regulates intrinsic NK cells activity ex vivo 

We first verified ERAP1 inhibition by the ERAP-1 inhibitor by measuring MHC-1 levels 

in dendritic cells (DCs) and found reduced MHC-1 levels in a dose dependent manner (Fig. 

23A). In both DCs and CD3+ lymphocytes, the ERAP1 inhibitor potently inhibited MHC-1 

expression, with and without co-stimulation with interferon-gamma (IFNg) (Fig. 23B, Fig. 23C), 

however co-stimulation with IFNg did potentiate the reduction in CD3+ lymphocytes. Based on 

previous results showing enhanced NK cell activity in ERAP1-/- mice (13), we next wished to 

examine if ERAP1 inhibition would induce NK cell activity, as measured by intracellular IFNg 

production (215). In addition to IFNg, other stimulatory factors known to be involved in priming 

NK cell effector activity and proliferation such as IL-2 and IL-18 (216, 217) were also included 

in the splenocyte incubations, and were determined to be optimal for analyzing NK cell activity 

(data not shown). In addition, optimization of inhibitor dosing was done ex vivo in murine 

immune populations (data not shown). With ERAP1 inhibitor, IFNg was significantly increased 

in comparison to untreated cells, especially when cytokine cofactors IL-2 and IL-18 were present 

(Fig. 23C). Importantly, IFNg was increased in isolated murine NK1.1+ cells (Fig.23D) with 

ERAP1 inhibition, supporting that the increase found in IFNg production is NK cell specific. 

This enhanced activation altered surface markers as well, as NKP46 was upregulated on NK 

cells, and stimulatory molecules CD40, CD80, and CD86 were all induced on DCs with ERAP1 

inhibition (Fig. S6). Additionally, proinflammatory cytokine IL-2 was induced in treated samples 

(Fig. S6), further indicating that NK cells, and possibly other cell types, are activated by ERAP1 

inhibition. Together, this data demonstrates the heightened activation of various cell types with 

ERAP1 inhibition. 
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Figure 23: ERAP1 inhibition reduces MHC-1 surface expression and enhances NK cell 

activity. Splenocytes were collected from C57 B6 wildtype mice and incubated in vitro with 

100ng/mL interferon-gamma (IFNg). (A) Cells were treated with thimerosal at increasing 

concentrations for 48 hours and flow cytometry was done for MHC-1 expression on dendritic 

cells. (B) Splenocytes were treated with thimerosal at 500nM for 18 hours and flow cytometry 

was used for analysis of specific cell types, CD11c+ DCs and CD3+ CD8- T cells. (C) 

Splenocytes were treated with thimerosal (350nM) in combination with co-stimulatory signals 

IL-2 (1ng/mL) and IL-18 (5ng/mL) for 18 hours and intracellular INFg was analyzed by flow 

cytometry. (D) Splenocytes were incubated with IL-2 (1ng/mL) and IL-18 (5ng/mL) +/- 350 

thimerosal for 24 hours and intracellular IFNg was analyzed on NK1.1+ NK cells specifically. 
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Figure 23 (cont’d) 

Data are expressed as means ± SEM. *** p<0.001, **** p<0.0001, significantly different from 

mock.  

 

ERAP1 activity mediates tumor cell killing by NK cells 

To study whether an increase in NK cell activity targeted tumor cells, we examined the 

NK cell-directed killing of multiple tumor cells lines with and without ERAP1 inhibition. Using 

increasing effector-to-target ratios (E:T), we found that multiple tumor cell lines exhibited 

greater cell death when incubated with splenocytes which were pre-treated with ERAP1 

inhibitor. RMA-S lymphoma cells were first used to determine the inducible NK cell activity by 

ERAP1 inhibition, and a ratio-dependent killing response was found (Fig. 24A). Interestingly, 

the killing was independent of tumor cell MHC-1 expression, as RMA lymphoma cells had equal 

killing by NK cells when ERAP1 was inhibited within splenocytes (Fig. 24B). We next wished 

to determine if isolated NK cells alone were sufficient to target tumor cells. We isolated NK cells 

from total splenocytes and found that tumor killing was indeed induced by isolated NK cells 

when ERAP1 function was inhibited, although not profoundly greater than total splenocytes (Fig. 

24C).  

To verify whether these hyperactive NK cells would target other types of tumor cells, we 

analyzed their ability to kill the aggressive melanoma cell line, B16, and found a similar trend of 

increased killing in a ratio-dependent manner (Fig. 24D). Upon doing an antibody-dependent 

cell-mediated cytotoxicity (ADCC) assay, enhanced tumor killing was found in NK cells with 

reduced ERAP1 activity (Fig. 24E) as well. This finding further suggests that tumor targeting 

may be NK cell specific. Together, these findings support that ERAP1 inhibition in NK cells 
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potentiates their ability to kill multiple tumor cell lines. To ensure that tumor cell death was due 

to activated NK cells and not ERAP1 inhibition within tumor cells, we incubated tumor cells 

with ERAP1 inhibitor alone and found no change in cell death, suggesting the tumor cell death is 

indeed occurring through an immune-mediated mechanism (Fig. 24F) and that tumor cells are 

not susceptible to death from ERAP1 inhibition alone. These results provide rationale for 

pursuing ERAP1 inhibition within NK cells as a means of enhancing tumor-directed killing.  

 

 

Figure 24: ERAP1 inhibition results in enhanced tumor directed killing by NK cells. (A) 

Murine splenocytes were stimulated for 16 hours with 1ng/mL IL-2, 5ng/mL IL-18, with or 

without 350nM Thimerosal. The next day, CFSE dye (5μM) labeled RMA-S (A) or RMA (B)  
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Figure 24 (cont’d) 

cells were added to wells with splenocytes and incubated for 24 hours. Cells were collected, 

stained with propidium iodide (PI), and cell death was analyzed with flow cytometry. (C) NK1.1  

cells were isolated from mouse splenocytes, stimulated for 16 hours with 1ng/mL IL-2, 5ng/mL 

IL-18, with or without 350nM Thimerosal, followed by CFSE dye (5μM) labeled RMA cell  

incubation for an 24 hours. Cells were collected, stained with propidium iodide (PI), and cell 

death was analyzed with flow cytometry as described. (D) Isolated NK1.1 cells from murine 

splenocytes were incubated with B16 cells with protocol described previously. (E) ADCC assay 

was completed by using isolated NK1.1 cells from WT splenocytes. Cells were activated for 16 

hours with IL-2 and IL-18, with or without 350nM Thimerosal. P815 target cells were incubated 

with CFSE (5μM), then coated with CD16/CD18 anti-murine antibody for 30 minutes, followed 

by washing. Target cells and NK cells were cultured in a 1:1 NK-to-P815 ratio for an additional 

18 hours, followed by killing assessment with PI as described. (F)Tumor cells incubated with 

350nM Thimerosal alone for 24 hours followed by propidium idodide staining. Sample 

collection and analysis were done the same as previously described. Data are expressed as means 

± SEM. * p<0.05, **** p<0.001, significantly different from mock.  

 

Human NK cell activity is enhanced with ERAP1 inhibition  

Upon determining ERAP1 inhibitor efficacy in a murine model, we next wished to pursue 

human NK cell modulation by ERAP1 inhibition. We found that ERAP1 inhibition was effective 

in inducing NK cell activity using human PBMCs, with less drug necessary to illicit INFg 

induction within multiple NK cell populations (Fig. 25A, B). IFNg induction was specific to 

certain NK cell subtypes, CD3+ CD56+ and CD56brightCD16dim/-. CPG co-stimulation, a known 
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inducer of NK cell activity (218), was necessary to significantly induce the effect (Fig. 25A, B), 

although alone did not induce any significant changes (data not shown). CD56brightCD16dim/- is an 

NK cell subset of particular interest because these cells can both secrete cytokines as well as 

become cytotoxic, and are therefore often studied in regards to tumor biology (219). Together, 

this data suggests that NK cell activity is potentiated by ERAP1 inhibitor and may be specific to 

certain NK subtype populations. 

To verify if ERAP1 inhibition in human NK cells could also induce tumor killing, 

ERAP1 activity was inhibited in human PBMCs and cultured with human K562 cells in various 

E:T ratios. Indeed, human NK cells activated by ERAP1 inhibition killed tumor cells greater than 

baseline, but with a higher ratio needed of 10 PBMCs: 1 tumor cell (Fig. 25A). Furthermore, 

although CPG was required to induce significant induction of NK cells in treated PBMCs, CPG 

also potentiated anti-tumor effects (Fig. 25B). A potential cause for the higher E:T ratio required 

to see these effects could be because a lower dose of drug was used when pre-treating human 

immune cells than murine cells, causing reduced overall activation in human NK cells in 

comparison to murine NK cells. However, a lower dose of drug was necessary due to toxicity at 

350nM in human cells when dosing was optimized in vitro (data not shown). Together, this data 

represents that human NK cells are more susceptible than murine cells to Thimerosal toxicity, 

whereby a smaller dose is appropriate for treatment, and CPG potentiates activated cells to 

induce greater NK cell activity and tumor-directed killing.  
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Figure 25: ERAP1 inhibition in human PBMCs results in enhanced tumor directed killing. 

Human PBMCs were stimulated for 16 hours with 5ng/mL IL-2 and 15ng/mL IL-18, with or 

without 150nM Thimerosal or DOSE CPG. CFSE dye (5μM) labeled K562 cells were added to 

wells in various PBMC:K562 ratios, and incubated for an additional 24 hours. Cells were 

collected, stained with propidium iodide (PI), and cell death was analyzed with flow cytometry. 

Human PBMCs were isolated and incubated with 5ng/mL IL-2 and 15ng/mL IL-18, with or 

without 150nM Thimerosal or DOSE CPG for 24 hours and analyzed for intracellular IFNg 

within various cell populations: (A) CD56+ CD3+ NK cells, (B) CD56brightCD16dim/- cells. K562 

killing was analyzed with Thimerosal alone (C) and Thimerosal with CPG (D). Data are 

expressed as means ± SEM. * p<0.05, **** p<0.001, significantly different from mock.  
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ERAP1 inhibition in vivo slows tumor growth and prolongs survival 

 To assess whether the same tumor directed NK cell killing by ERAP1 inhibition was 

possible in vivo, immunocompetent B6/C57 mice were injected with B16 aggressive melanoma 

cells subcutaneously. Very low doses of ERAP1 inhibitor were injected (as determined by 

literature review and previous in vivo studies) to account for toxicity of the drug. With just a 

single intertumoral injection, normalized tumor growth slowed significantly with a 10ug dose 

(Fig. 26A), and even a 1ug dose caused a trend towards lower tumor volume. Also, mice injected 

with 10ug had increased survival in comparison to naïve mice (Fig. 26B). Importantly, mice 

were sacrificed in the study once tumor volumes reached the humane endpoint and not due to 

toxicity, as this was not present. No signs of weight loss, dehydration, or illness were found in 

the treated mice. To assess cytokine changes from drug injection, mice were bled soon after 

injection. At 24 hours post intertumoral injection, various proinflammatory cytokines such as G-

CSF, IL-6, and KC (CXCL-1) were elevated in treated mice in comparison to naïve (Fig. 26C). 

Together, this data shows that ERAP1 inhibition in vivo has anti-tumor effects, marked by 

prolonged survival and enhanced peripheral proinflammatory cytokines. 
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Figure 26: ERAP1 inhibition in vivo reduced tumor burden in mice. WT B6 mice and 

ERAP1-/- mice were injected with 150,000 B16 melanoma cells. Tumor measurements were 

followed for 10 days. On Day 11, mice were divided into groups of 5 and injected intratumorally 

with a two different doses of ERAP1 inhibitor 1ug/g and 10ug/g of thimerosal) intratumorally. 

Mice were closely followed for tumor measurements and signs of toxicity. Tumor measurement 

was done using a caliper and normalized values to baseline are reported here (A). Tumor volume 

is expressed as means ± SEM. * p<0.05, ** p<0.01difference between Naïve and 10ug ERAP1 

inhibitor. Upon humane endpoint when tumor volume reached [add], mice were sacrificed as 

demonstrated by a Kaplan Meyer curve which was significant (p<0.05) with a logrank test for 

trend (B). The full study was concluded at 29 days post tumor injection. Cytokine analysis was 

done on murine plasma collected 24 hours after injection of ERAP1 inhibitor by retro-orbital  
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Figure 26 (cont’d) 

bleeding technique followed by Bioplex 23-plex assay.  Data are expressed as means ± SEM. 

*** p<0.001 with Two-Way ANOVA with Tukey’s multiple comparison. 

 

Tumor killing is dependent on NK MHC-1 surface expression   

Since ERAP1 inhibition is known to reduce MHC-1 surface levels, and we demonstrated 

this phenomenon in murine immune cells, we next wished to determine whether upregulating 

depleted MHC-1 could reverse the anti-tumor phenotype of thimerosal treated NK cells. We used 

an optimized dose of ovalbumin (ova) peptide based on previous studies in these experiments, 

which is an effective peptide for antigen presentation on MHC-1 (120). Indeed, ERAP1 inhibitor 

reduced MHC-1 surface expression on NK1.1+ cells (Fig. 27A), however ova was surprisingly 

unable to reverse this downregulation of MHC-1. Although the surface expression of MHC-1 

was not replenished by ova in presence of ERAP1 inhibitor, we wondered if MHC-1 

upregulation would affect tumor killing. Ova did not affect killing in WT activated splenocytes 

towards RMA cells (Fig. 27B), which was expected as it was also unable to fully replenish 

MHC-1 levels. However, ova did significantly reduce RMA cell death in ERAP1-/- splenocytes 

with a 5:1 E:T ratio (Fig. 27C). Importantly, the initial amount of RMA directed killing was 

similar between treated WT and ERAP1-/- splenocytes (Fig. 27D), further supporting that 

thimerosal is a potent ERAP1 inhibitor. Together, this data suggests that ERAP1 inhibition 

within immune populations potentiates tumor cell killing, in a manner that may be dependent on 

MHC-1 surface expression. However, the reason for why MHC-1 downregulation causes 

increased NK cell-dependent tumor killing remains unclear.  
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Figure 27: Tumor cell killing may be dependent on MHC-1 surface expression. Splenocytes 

were collected from WT and ERAP1-/- mice as previously described. All cells were incubated 

with IL-2 (1ng/mL) and IL-18 (5ng/mL). (A) WT splenocytes were treated with 25uM of 

Synficol peptide (Ova) alone or in combination with 350nM thimerosal. Cells were collected 

after 18 hours, and stained for NK1.1+ MHC-1 surface expression, followed by flow cytometry 

collection using the LSRII flow cytometer instrument. (B, C) Total splenocytes from WT and 

ERAP-/- mice were treated with 25uM Ova, with or without 350nM thimerosal, and IL-2 and IL-

18 as described. Cells were cultured in varying densities in a 96 well plate for approximately 14 

hours. Then, RMA tumor cells were labeled with CFSE dye (5μM) and added to splenocytes in 

increased Splenocyte:RMA ratios and incubated for an additional 18hrs. Cells were collected and  
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Figure 27 (cont’d) 

stained with propidium iodine (PI) prior to flow cytometry analysis. Data are expressed as means 

± SEM. * p<0.05, ** p<0.005, *** p<0.001, **** p<0.0001, significantly different from mock. 

 

Tumor killing by ERAP1-deficient cells is enhanced during inflammasome activation. 

To further study the cause of why ERAP1 inhibition enhances NK cell activity, we first 

analyzed various gene expression data from WT and ERAP1-/- NK cells (Fig. 28A).  ER stress is 

a known potential downstream effect of the unfolded protein response (UPR) and ER stress has 

been found to influence MHC-1 surface expression and induce tumor killing by NK cells in 

cancer cells (119). This, together with our recently published data showing that ERAP1 deficient 

BMDMs have enhanced inflammasome and ER stress responses, led us to examine ER stress 

gene expression as well as other genes involved in the unfolded protein response (UPR) pathway 

(14). Interestingly, we found significantly enhanced ER stress gene sXBP1 (131) expression in 

isolated ERAP1-/- NK cells in comparison to WT NK cells (Fig. 28A). MyD88, an important 

gene in NK cells IFNg production and activity (220), was also significantly increased in ERAP1-

/- NK cells. The MyD88/AKT pathway and XBP1 are known to work together to influence NK 

cell survival in humans, and could partially explain why ERAP1-/- NK cells exhibit greater 

activity in comparison to WT (221).  

A potential downstream result of ER stress is inflammasome activation, and we published 

that ERAP1-deficient BMDMs have both elevated inflammasome activity and enhanced ER 

stress (14, 119, 131). We therefore decided to analyze the role of the inflammasome in ERAP1 

and anti-tumor activity, and its potential for enhancing NK cell activity. When total splenocytes 

were primed and stimulated with inflammasome agonists MDP and Alum, the NLRP1 (Fig. 28C) 
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and NLRP3 (Fig. 28D) inflammasomes were activated, respectively. TLR4 stimulation by LPS 

potentiated both WT and ERAP1-/- splenocyte ability to kill RMA-S tumor cells (Fig. 28B). 

However, ERAP1 deficient splenocytes were significantly more sensitive to inflammasome 

activation. In WT cells, inflammasome activity did not have an effect on tumor killing, but 

interestingly, ERAP1-/- splenocytes showed significantly greater RMAs tumor killing when the 

inflammasome was stimulated, supporting that ERAP1-/- cells are particularly sensitive to 

inflammasome stimuli.  

 

 

 

 

Figure 28:  ERAP1 deletion induces greater tumor cell killing with inflammasome 

activation. Total splenocytes were isolated from WT and ERAP1-/- mice, followed by NK1.1  
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Figure 28 (cont’d) 

isolation per manufacturer instructions. Cells were incubated for 6 hrs. RNA was harvested via 

Trizol solution and cDNA was made according to manufacturing instructions. Various genes 

were measured using RT-PCR including TNFa, BIP, sXBP1, MYD88, and NFkB (A). 

Splenocytes (3 X 10^6) were plated in triplicate in a 24-well plate with 0.5ng/ml murine IL-2. 

Cells were primed with LPS (50pg/ml) for 4 hours and then stimulated with (B) LPS (10μg/ml), 

(C) MDP (10μg/ml), and (D) Alum (1mg/ml). RMA-S were labeled with CFSE dye (5μM) and 

plated with a 1:1 ratio of Splenocyte:RMA-S with the splenocytes for an additional 36 hours. 

Propidium Iodide (PI) staining was used to evaluate killing by flow cytometry with an LSR-II 

cytometer. Data are expressed as means ± SEM. * p<0.05, ** p<0.001.       

 

ERAP1 modulation is synergistic with inflammasome activation for tumor-directed killing. 

To determine whether these effects were due to ERAP1 activity specifically, or if it was 

an off-target phenomenon in ERAP1-deficient cells, ERAP1 activity was blocked using ERAP1 

inhibitor DG013. Splenocytes exhibited enhanced killing toward RMAs cells when ERAP1 was 

inhibited, in combination with LPS (Fig. 29A), MDP (Fig. 29B) and Alum (Fig. 29C). However, 

ERAP1 inhibition had no effect on killing in presence of LPS (Fig. 29A), showing that cell with 

and without inhibitor are equally sensitive to LPS induced killing. Furthermore, ERAP1 clearly 

has an important connection with the inflammasome specifically and not general TLR activation, 

as killing was potentiated in presence of inhibitor only when the inflammasome was stimulated 

as well. These results suggest that ERAP1 inhibition induces NK cell cytotoxicity through a 

mechanism which may rely on ER stress and inflammasome activation. Also, as RMA-S cells 
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lack MHC-1 surface expression, this data supports that one way to potentially overcome immune 

evasion by tumors is by ERAP1 inhibition within immune cells. 

 

 

Figure 29: Killing ability of ERAP1 inhibited cells is enhanced with inflammasome stimuli, 

specifically. Three million splenocytes were plated in triplicate in a 24-well plate with 0.5ng/ml 

murine IL-2. After cells were primed with LPS (50pg/ml) for 4 hours, they were stimulated with 

TLR agonist (B) LPS (10μg/ml), and inflammasome agonists (C) MDP (10μg/ml) and (D) Alum 

(1mg/ml). Target cells, RMA-S, CFSE (5μM) labeled and plated in a 1:1 ratio with the 

splenocytes for 36 hours. Propidium Iodide (PI) staining was used to evaluate killing by flow  
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Figure 29 (cont’d) 

cytometry with an LSR-II cytometer. Data are expressed as means ± SEM. * p<0.05, ** 

p<0.001.       

 

Discussion  

Malignancies that were once treated with cytotoxic chemotherapy are now being 

eradicated by less toxic, immune-based approaches. Checkpoint inhibitors such as anti-PD1 and 

anti-CTLA4 have shown impressive results in multiple tumor types via T cell regulation (94). 

Also, CAR-T cells therapies have proven highly efficacious for hematologic malignancies, but 

come with a toxic profile (206). Unfortunately, many tumors remain either unaffected by such 

therapies or grow resistant to immunotherapies over time, specifically in solid tumors (208). 

Moreover, recipients of CAR-T cell therapy can mount a sometimes-fatal immune response 

against such therapy, i.e. graft-vs. host disease. Therefore, the great success of T cell-based 

cancer therapies has called for the study of other immune targets, which may have greater, 

specific efficacy towards a wider range of tumor types. One important population being studied 

is NK cells, which can target tumors more specifically because they lack T cell receptors and 

recognize tumor signatures on cells (97). NK cells directly interact with tumor cells, destroying 

them in the process (22, 97). Indeed, early studies of NK cell-based therapy found remission in 

cancers treated with adoptively transferred NK cells (220). Given the success of adoptive transfer 

studies, much effort has been made to develop NK cell-based immunotherapies such as an “off-

the-shelf” NK cell-based immunotherapy. However, creating immortal synthetic immune 

therapies proves difficult, and has yet to show safety and efficacy in humans. Methods for 

enhancement of NK cells function in vivo is of upmost importance to further the promise of NK 
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cell-based therapy in cancer. Certain cytokines such as IL-15 have shown promising results for 

activating and expanding NK cells activity towards tumor cells, but disadvantages of these 

therapeutic approaches such as toxicity profiles hinder excitement.   

Many targets have been identified to amplify the immune response such as CAR-T and 

cytokines, however, an important protein involved in antigen presentation and innate and 

adaptive immune responses, ERAP1, remains understudied in NK cells. ERAP1 is an 

aminopeptidase which trims peptides to proper amino acid length for antigen presentation. 

Although it plays a major role in the adaptive immune response, ERAP1 also is a critical 

regulator of the innate response as well. ERAP1 and its role in cancer has indeed been 

investigated, however no treatments studied have advanced into clinical practice. Also, the 

approach has been to downregulate ERAP1 within tumor cells, leaving the immune system 

untouched to target the affected tumor cells. Here, we propose ERAP1 inhibition within NK cells 

specifically, as a novel approach to cancer immunotherapy. 

Multiple ERAP1 inhibitors have been created, however none as specific for ERAP1 

aminopeptidase activity as thimerosal, an ethyl mercury containing compound previously found 

in many vaccines as an immune adjuvant. Using thimerosal as an ERAP1 inhibitor, we 

demonstrate here as a proof of principle that ERAP1 inhibition induces NK cell activity and 

targeted anti-tumor responses. As we show in this manuscript, enhanced NK cell activity may be 

linked to inflammasome activation and ER stress, so harnessing these mechanisms may prove to 

be less toxic ways to enhance anti-tumor effects and should be further studied. Also, as ERAP1 

inhibition is efficacious in both tumor cells (22)  and NK cells, a combination therapy whereby 

NK cells are activated with ERAP1 inhibitor and targeted towards tumor cells by inhibiting 

ERAP1 within tumors, might prove highly effective in stubborn cancer subtypes. Given 
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thimerosal’s toxic profile, conducting more in vivo studies to investigate this topic was beyond 

the scope of this paper and more research should be done into optimizing current ERAP1 

inhibitors in development.  

Despite using very low doses of thimerosal in vivo, early phase tumor growth was slowed 

with ERAP1 inhibitor in a dose dependent manner and overall survival was improved. Although 

the early phase of tumor growth was slowed, this was not stable as tumors began to grow faster 

after day 16, likely due to the fact that another dose of drug was not given to the mice for safety 

reasons. If a safe ERAP1 inhibitor was dosed more frequently, this tumor reduction may be more 

stable. Inflammatory changes were visibly seen after injection as well, whereby treated mice had 

an enhanced inflammatory response at the tumor site characterized by edema visually. Cytokines 

such as G-CSF, IL-6 and KC/CXCL1 were also upregulated in treated mice. CXCL-1 is a potent 

recruiter of neutrophils (222), so dramatic increases in this cytokine may cause more neutrophil 

chemotaxis to the tumor site. This, in combination with enhanced NK cell activation, could in 

part be the reason for enhanced inflammatory and tumor responses to treatment, although this 

was not fully explored in these studies. 

We recently published that ERAP1 exerts its anti-inflammatory effects as an important 

negative regulator of the inflammasome, and here show that inflammasome activation was also 

required for NK cells to target tumor cells.  Therefore, one possible way ERAP1 inhibition is 

affecting NK cell activity is by inducing the inflammasome in macrophages. Indeed, ERAP1 

inhibition was found to increase activation markers such as CD80 on various cell types. Upon 

stimulation, macrophages release IL-18, a potent primer of NK cell activity. Previous studies 

have shown that mice without the NLRP3 inflammasome have uncontrolled tumor growth, due 

to lack of NK cell activation by IL-18 (223). In our studies, total splenocytes activated with 
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ERAP1 inhibitor were found to have enhanced anti-tumor activity with lower effector: tumor 

ratios than isolated NK cells, and therefore may be due to the priming effects of IL-18 on NK 

cells through inflammasome activation.  

One potential cause for the enhanced inflammasome activity found in ERAP1-/- cells is 

enhanced endoplasmic reticulum (ER) stress, as we recently illustrated (14). Previous studies 

have shown that enhanced ER stress can drive certain disease states including type 2 diabetes 

and ankylosing spondylitis, and results in altered NK cell activity (112). Furthermore, cytotoxic 

activity of NK cells towards cancer cells can be amplified by XBP1 expression, an important 

regulator of unfolded protein response (UPR) genes (221). In addition, reduced MHC-1 

expression itself is linked to enhanced ER stress levels and downstream enhanced NK cells 

activation (119). Together, these data represent ER stress as a possible mechanism for cancer cell 

killing, and a mechanism by which our model may be acting through as ER stress genes were 

induced in ERAP1-/- NK cells. 

Interestingly, we also discovered that MyD88 is upregulated in ERAP1-deficient NK 

cells. MyD88 is a critical regulator of the immune response to infection in NK cells through 

TLR, IL-1βR, and IL-18R (224). As we previously published that ERAP1-/- cells have enhanced 

TLR signaling and inflammasome activity, this further supports that ERAP1 may be modulating 

the inflammasome and pro-inflammatory signaling within NK cells. Also, MyD88 and XBP1 can 

work together to influence NK cell survival in humans and could partially explain why ERAP1-/- 

NK cells exhibit greater activity as demonstrated here, possibly by means of prolonged survival 

(221). 

 Overall, these proof of principle studies illustrate the impact of ERAP1 inhibition on NK 

cell activity. Whether the cause of enhanced NK cell killing is due to enhanced inflammasome 
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activity, ER stress mechanisms or solely MHC-1 surface expression is not clear, but these 

mechanisms should be further studied as other less toxic methods for bolstering NK cell activity 

towards tumor cells are optimized. As the priming and enhancement of NK cells remains a 

limitation for NK cell-based immunotherapies, perhaps ERAP1 inhibition could be a promising 

answer to such dilemmas.    
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Chapter 6: Immune Profiling Techniques and Methods 
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 Immune profiling techniques 

In parallel with in vivo models, in vitro cell based assays are utilized throughout this 

dissertation to study the immune responses to ERAP1 modulation.  Specifically, we studied the 

immune system using flow cytometry-based studies and genomic methodologies, like RNA 

sequencing. Recent advances in both instrumentation and computing have allowed for the quick 

and deep analysis of many parameters, offering a much more comprehensive view of the 

immune environments. These techniques helped us study and dissect molecular mechanisms and 

immune regulation.  

Flow cytometry 

Flow cytometry has revolutionized the immunology field as a whole since its 

development. Its ability to assess multiple different cell types and multiple parameters at once 

has driven its applicability to a wide variety of immune profiling projects, including studying the 

immune tumor microenvironment and autoimmune related diseases. Fluorescent activated cell 

sorting (FACS) or flow cytometry is the incredibly useful methodology in cytometry. Flow 

cytometry allows one to evaluate the phenotype and the frequency of a wide variety of cells in 

the immune microenvironment, as well as assess the expression levels of various cell surface 

receptors, intracellular signaling molecules, and transcription factors. However, it should be 

noted that most FACS data is analyzed at the level of bulk populations of immune cells and not 

the single-cell level.  

Regarding methodology, flow cytometry first involves the processing of samples into a 

single-cell suspension. Cells are then stained with a viability dye and fluorescently-tagged 

antibodies for various cell surface or intracellular markers, and each marker is analyzed by 

excitation of various fluorophores with lasers. Emission of each fluorophore is then captured 
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with focused detectors. Over time, more and more fluorophores have been developed and 

become readily available. Together with new technical advancements, such as 96 well plate 

loaders and benchtop flow cytometers, FACS allows for highly accessible, cost effective 

profiling of the immune microenvironment. Similarly, flow cytometry instruments have 

advanced dramatically from once only being able to detect a few fluorophores, to now being able 

to differentiate upwards of 30 unique fluorophores at once (225).  

Flow cytometry methods can now be used to detect specific cell signaling functions 

within a cell as well. For example, one can analyze phosphorylated proteins via Phospho-flow to 

examine the activation of important intracellular signaling molecules, for which antibodies are 

widely commercially available. Additionally, flow cytometry offers a quick and relatively 

straightforward way to determine cytokine expression and transcription factor levels at cell 

subset resolution, as compared to more conventional techniques such as ELISA’s and Western 

blot’s.  Flow cytometry is also a straightforward and useful method in assessing cellular events 

such as autophagy and the cell cycle (226). Imaging flow cytometry has come of age as well, 

which can be used to visualize cell morphology and sub-cellular marker localization in single 

cells in real time, such as inflammasome assessment by evaluating apoptosis associated speck-

like protein containing a CARD (ASC) formation and cell-cell interactions (227).  

Spectral Cytometry 

In comparison to conventional flow cytometry which detects fluorophores, spectral 

cytometry is an advanced method that analyzes the entire spectra of all fluorophores. Spectral 

cytometry therefore addresses some of the major concerns with conventional flow cytometry 

including spectral overlap and autofluorescence. Spectral cytometry uses prisms to refract 

photons in a wavelength-dependent manner (228). By using prisms and different detector 
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orientations, spectral cytometry allows for one to analyze entire fluorophore spectra. This 

essentially means that many more fluorophores can used in each experiment. By utilizing 

spectral cytometry, many more signals (i.e. cell surface receptors, intracellular cytokines, 

phosphorylated proteins, etc) can be detected at once; upwards of 40 markers in fact (229, 230). 

This allows for more markers to be assessed on each sample (as opposed to separating a sample 

to stain with multiple flow cytometry panels), which is highly desirable when cell number is low 

or sample is precious.  

Analysis Approaches to High-Dimensional Cytometry 

 As cytometers have become more powerful and specific, and additional fluorophores 

have been created, high-parameter cytometry has become more widespread. High-dimensional 

cytometry is an explorative endeavor, often times more hypothesis driving than testing an 

already developed hypothesis. This is due to the large amount of parameters which can be 

detected. Although this is important for the scientific field as it encourages more comprehensive 

immunophenotyping, conventional flow cytometry analytic approaches fall short here. With 

increased parameters comes an increased complexity in necessary data analysis approaches. To 

address this, software has been created to handle high-parameter data sets. This software bridges 

raw data into clustering of various parameters, which will be discussed next. One such tool is an 

R-based workflow package called Cytometry dATa analysis Tools , or CATALYST (231). This 

package lets the user manipulate, cluster, and visualize data in effective manners for high-

dimensional data. 

Once data has been pre-processed with software such as CATALYST, clustering 

software like FlowSOM can be implemented, which clusters data based on cellular similarity 

(232). More specifically, FlowSOM creates clusters based on Self-Organizing Maps (SOMs) 
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within which hold events, or cells, which are most similar to one another (i.e. B cells, CD4+ T 

cells, etc.…). This is important because subtle marker differences and similarities, which would 

segregate subsets, can be visualized. These subtle group differences can be easy to overlook if 

analyzing manually. Commonly used follow-up visualization tools to FlowSOM are t-Stochastic 

Neighbor Embedding (t-SNE) and Uniform Manifold Approximation and Projection (UMAP). 

These powerful software tools allow for visualization of two-dimensional clusters where cells 

that are more related to one another are grouped closer together. It is important to note that t-

SNE only groups cells by local similarities, but does not retain global data structure, while 

UMAP does retain global data structure. These software applications can also be used through 

GUI-based flow cytometry software such as FlowJo.  

High-dimensional flow cytometry provides researchers with many more data points and 

gives a broader view into the immune microenvironments. Software development for cytometry 

analysis not only makes data analysis much more efficient and unbiased, but also detects small 

differences in populations which could go unnoticed when analyzing manually, especially in 

small sample size populations such as the tumor microenvironment.  

RNA-seq 

Genomic-based approaches to immune-profiling represent both an established and 

rapidly evolving modality. One of the earliest genomic approaches to investigate immune cells 

simply involved analysis of bulk RNA-seq data with any one of a number of publicly available 

tools capable of predicting the frequency of different cell types present in the sample. There are a 

number of these computational tools available including: CIBERSORT (233), ImmuCC (a 

murine-specific implementation of CIBERSORT) (234), Bisque (235), MOMF (236), and 

MuSiC (237). These approaches predict the cellular composition of a sample subjected to bulk 
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RNA-seq via comparison of gene expression in the sample to a reference gene expression matrix 

via support vector regression or other machine learning approaches. Reference gene expression 

matrices can be derived from single-cell RNA-seq (scRNA-seq), FACS-sorted cell population 

bulk-RNA-seq, or established databases. Of these, CIBERSORT was the first developed and is 

currently the most widely used approach. While these methods have been shown to be fairly 

accurate (238), they are still limited by the fact that the provided results are predictions and do 

not represent ground truth measurements. However, as bulk RNA-seq data is readily available 

for many tissue and cell types and the cost of bulk RNA-seq is considerably lower than scRNA-

seq, this makes cellular deconvolution tools widely useful for analysis of existing datasets and 

when resources are limited. 

Methods 

Animals  

Mice deficient in ERAP1 (gift from Dr. Kenneth Rock (University of Massachusetts 

Medical School)), C57BL/6 WT and µMT mice were maintained at Michigan State University. 

For some experiments, ERAP1-/- mice were crossed to IL-10GFP reporter mice (The Jackson 

Laboratory), identified as ERAP1-/-/IL-10GFP. Groups of mice were age- (8 to 10 weeks) and 

male mice were used.  All animal procedures were reviewed and approved by the Michigan State 

University EHS, IBC, and IACUC and conformed to NIH guidelines (AUF number: 02/13-045-

00).  Care for mice was provided in accordance with PHS and AAALAC standards.   

Ex vivo splenocyte-derived cell culture 

Splenocytes were isolated from male 6-8 weeks old WT and ERAP1-/- mouse spleens, 

and red cells were removed using ACK lysis buffer (Invitrogen, Carlsbad, CA), as previously 

described (17).  Splenocytes were cultured in RPMI medium 1640 (Invitrogen, Carlsbad, CA) 
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supplemented with 10% fetal bovine serum (FBS) and 1X penicillin-streptomycin-fungizone 

(PSF). For specific assays, mouse NK cells, human NK cells, B2 cells, or Pan-B cells were 

isolated using negative bead selection isolation kits (Miltenyi Biotec). For MHC-1 expression 

analysis, splenocytes (5 ×105 cells) were cultured with 100ng/mL INFg (Sigma Aldrich) for 48 

hours followed by treatment with varying doses of Thimerosal (Sigma Aldrich). For murine NK 

cell activation assays, splenocytes and NK cells were incubated at 5 ×105 cells with dose IL-2 

(R&D Systems) and IL-18 (R&D Systems) for 16 hours, followed by 350nM Thimerosal for an 

additional 24 hours. Human splenocyte and NK assays were performed by culturing 5ng/mL IL-

2 (R&D Systems) and 15ng/mL IL-18 (R&D Systems) followed by 150nM Thimerosal for the 

same time periods described above.  

Ex vivo bone marrow derived macrophage cell culture 

Bone marrow cells were extracted from the femurs of male 6-8 weeks old WT and 

ERAP1-/- mice, and red cells were removed using ACK lysis buffer (Invitrogen, Carlsbad, CA), 

as previously described (239). Bone marrow cells were cultured in Dulbecco’s Modified Eagle 

Medium (DMEM) supplemented with 10% fetal bovine serum (FBS), 1% penicillin-

streptomycin-fungizone, and 30% supernatant derived from confluent L929 cell cultures. At day 

7, immature macrophages (5 ×105 cells) were collected and plated in a 24-well plate and primed 

with LPS (20ng/ml) for 12 hours or primed and pre-treated with TUDCA (500µg/ml) for 12 

hours. Cells were stimulated for another 16 hours with heat-killed listeria monocytogenes 

(HKLM) (108 cells/well), lipopolysaccharide (LPS) (1μg/ml), monophosphoryl lipid A (MPLA) 

(1μg/ml), CpG oligodeoxynucleotides CpG ODN (2.5ug/ml), polyriboinosinic: polyribocytidylic 

acid (poly(I:C)) (10μg/ ml), nigericin (10μg/ml), muramyl dipeptide (MDP) (10μg/ml), flagellin 

(250ng/ml), or alum (1mg/ml) (all from InvivoGen, San Diego, CA, USA). For AIM-2 
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inflammasome activation, cells were transfected with poly(dA:dT) (8μM) (InvivoGen, San 

Diego, CA, USA) using Lipofectamine 2000 (Life Technologies Inc.) according to 

manufacturer's protocol. For MSU crystal stimulation, BMDMs were primed with LPS 

(15ng/mL) and stimulated with 100ug/mL MSU crystal (InvivoGen, San Diego, CA) for 

approximately 18 hours. Cell supernatants were collected and used for ELISA and BioPlex 

assays.   

Cell Lines 

Non-adherent tumor cell lines were cultured in RPMI medium 1640 (Invitrogen, 

Carlsbad, CA) supplemented with 10% fetal bovine serum (FBS) and 1X penicillin-

streptomycin-fungizone (PSF). All murine cell lines used in this study were derived from 

C57BL/6 (B6, H-2b) mice. RMA and RMA-S cell lines are T cell lymphomas derived from the 

Rauscher MuLV-induced RBL-5 cell line (240). Additionally, B16.F10 (CRL-6475), P815 (TIB-

64), K562 (CCL-243) cells were obtained directly from ATCC.  

Quantitative RT-PCR 

To determine relative levels of ER stress related genes, 2 × 106 isolated immune cells of 

interest were incubated for 6 hours and RNA was harvested using TRIzol reagent (Invitrogen, 

Carlsbad, CA, USA) according to the manufacturer’s protocol. Following RNA isolation, reverse 

transcription (RT) was performed on 180 ng of total RNA using SuperScript II (Invitrogen) RT 

and random hexamers (Applied Biosystems, Foster City, CA, USA) per manufacturer’s protocol.  

RT reactions were diluted to a total volume of 60 µl, and 2 µl was used as the template in the 

subsequent PCR reactions.  Primers were designed using Primer Bank web-based software 

(http://pga.mgh.harvard.edu/primerbank/).   The primers that were used are as follows:  
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GAPDH: Forward: 5’AGAACATCATCCCTGCATCC3’; Reverse: 

5’CACATTGGGGGTAGGAACAC3’; TNFa Forward: 

5’CCCTCACACTCAGATCATCTTCT’3; Reverse: 5’GCTACGACGTGGGCTACAG3’; BiP: 

Forward: 5’CGAGGAGGAGGACAAGAAGG3’; Reverse: 

5’CACCTTGAACGGCAAGAACT3’; XBP1spl: Forward: 

5’TGCTGAGTCCGCAGCAGGTG3’ and Reverse: 5’GCTGGCAGGCTCTGGGGAAG3’; 

MYD88: Forward: 5’AGAGCTGCTGGCCTTGTTAG3’; Reverse: 

5’TTCTCGGACTCCTGGTTCTG3’; 

NFkb: Forward: 5’ATGGCAGACGATGATCCCTAC3’ ; Reverse:  

5’CGGAATCGAAATCCCCTCTGTT3 

Quantitative PCR (qPCR) was carried out on a QuantStudio 7 Fast Real-Time PCR System using 

SYBR Green PCR master mix (Applied Biosystems). The comparative Ct method was used to 

determine relative gene expression using GAPDH to standardize expression levels across all 

samples. Relative expression changes were calculated based on comparing experimental levels of 

a respective transcript of ERAP1-/- to WT cells.  

Cytokine Measurement 

Various cytokines were analyzed in total splenocytes and splenocytes cultured with RMA 

tumor cells following Thimerosal stimulation for 48 hours. Additionally, cytokine measurement 

on murine plasma samples 24 hours after ERAP1 inhibitor injection were assessed. A 23-plex 

multiplex cytokine assay was performed according to the manufacturer’s instructions (Bio-Rad, 

Hercules, CA) via Luminex 100 technology (Luminex, Austin, TX), as previously described 

(17). The top significantly changed cytokines were reported.  
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Cell Staining and Flow Cytometry 

Bone marrow cells were harvested and differentiated into macrophages, followed by 

stimulation with various NLRs and TLRs agonists. BMDMs were stained with either APC-

conjugated anti-CD86, Pacific Blue CD80, APC MHC-I, PE MHC-I, PE-Cy7 CD11b, or V450 

CD4. Cells were incubated with antibodies for 45 min on ice and washed with FACS buffer. For 

caspase-1 activity, FAM-FLICA in vitro caspase-1 detection kit (Immunochemistry 

Technologies, Bloomington, Minn., USA) was used and caspase-1 activity was measured, 

according to the manufacturer’s protocol. For p-p65 activation, BD Phosflow Perm Buffer (BD 

Biosciences, San Jose, CA) was used with Alexa-Fluor 647 p-p65 (Cell Signaling, Danvers,MA) 

staining, and measured with flow cytometry.  

 Isolated NK cells were stained with MHC-I, CD56, CD3, CD16, and/or intracellular 

IFNg-APC (4 μg/ml; BD Biosciences, San Diego, Calif., USA). Cells were incubated on ice with 

the appropriate antibodies for 45 min and washed with FACS buffer. For intracellular staining, 1 

million splenocytes were plated; Brefeldin A was added to a final concentration of 1 µg/mLand 

incubated for 3 hours at 37°C. Following incubation, splenocytes were washed with FACS buffer 

and surface stained, fixed and permeabilized with 2% formaldehyde for 20 minutes at room 

temperature and incubated on ice with IFNγ-APC (8 µg/ml) for 1 hour. A BD LSR II and Cytek 

Aurora instrument were used for data collection and data were analyzed using FlowJo software. 

Killing Assay 

NK cell killing was assessed by incubating total splenocytes, isolated NK cells from C57 

or ERAP1-/- mice, human PBMCs or isolated human NK cells 12 hours with IL-2, IL-18 and 

Thimerosal in varying concentrations (100nM-500nM). Immune cells were plated in a 24-well 

plate based on desired Effector:Tumor ratios (1:1, 5:1, and 10:1) with varying concentrations of 
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Thimerosal for approximately 16 hours. Cultured tumor cell lines were labeled with 5μM CFSE 

dye (ThermoFisher) and added to wells. All cells were then collected and prepared for flow 

cytometry. Cells were stained with propidium iodide (PI) for two minutes and data was collected 

on an LSR II instrument for CFSE (FITC laser) and PI (PerCP-Cy5.5 laser). Data was analyzed 

using FlowJo software (Tree Star, San Carlos, CA).  

Antibody-Dependent Cell-Mediated Cytotoxicity (ADCC) Assay 

 

The ADCC protocol was adapted from a previously published assay (241). NK cells were 

isolated from C57 WT splenocytes and cultured overnight at a density of blank cells in a 96-well 

plate with 350nM Thimerosal, 5ng/mL IL-2 and 15ng/mL IL-18. The next day, P815 target cells 

were incubated separately with CFSE, and then coated with DOSE CD16/CD18 anti-murine 

antibody for 30 minutes at 37oC, followed by washing the cells three times with PBS and RPMI 

1640 media. Target cells and NK cells were then cultured in a 1:1 NK-to-P815 ratio for an 

additional 18 hours in a 24-well plate. Cells were stained with propidium iodide (PI) for two 

minutes and data was collected on an LSR II instrument for CFSE (FITC laser) and PI (PerCP-

Cy5.5 laser). Data was analyzed using FlowJo software (Tree Star, San Carlos, CA).  

Spectral Cytometry 

Cells were isolated from the CNS, spleen, blood, and inguinal lymph nodes as previously 

described (242). Cells were stained with various antibodies as described utilizing BD Brilliant 

Stain Buffer (50µL per sample) whenever multiple Brilliant dyes were used in combination. 

Viability staining was performed with Zombie NIR (BioLegend) and Fc receptors were blocked 

with murine Fc block (BD Biosciences). Intranuclear staining was performed with the BD 

Transcription Factor Buffer Set kit (BD Biosciences) per manufacturer’s instructions. Samples 

were acquired on a 5 laser Cytek Aurora Spectral Cytometer or a 3 laser BD LSR II and data was 
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analyzed using FlowJo version 10.6.1 (Tree Star) and the R computing environment. High 

dimensional single-cell spectral cytometry was performed in R. The CATALYST package was 

used to perform all analyses with a cell annotation and dimensionality reduction approach as 

previously described (243). After data clean up in FlowJo, files were exported as FCS files, 

loaded into R, and an arcsinh transformation of 6000 was applied to all spectral cytometry data. 

Unbiased clustering was performed with FlowSOM (244), and clusters were annotated and 

manually merged as necessary down to functionally distinct immune cell subsets.  

 For experiments using IL-10GFP mice and/or in vivo labeling, IL-10-GFP+ and negative 

(and IV+ and negative) cells were combinatorially boolean gated in FlowJo allowing for absolute 

positive/negative discrimination in high dimensional analyses performed in R. In all analyses 

where IV labeling was performed, IV+ cells were removed before final generation of figures and 

statistical analysis. Additionally, high dimensional spectral cytometry analysis was done entirely 

in FlowJo employing an exhaustive manual gating scheme allowing identification of nearly all 

immune cells, the accuracy of which was confirmed by unbiased FlowSOM clustering also 

performed in FlowJo.  

 For the in vivo analysis of B cell proliferation, proliferation was measured via CFSE or 

CTV dye dilution. Specifically, we analyzed the proportion of cells actively proliferating from 

the previous measurement. This was done since the baseline population will shift over time since 

all cells are proliferating to some degree over this extended time period. By shifting the baseline 

from previous timepoints we are able to assess which cells are continuing to proliferate at 

substantial levels.  

DSS and Cytokine Measurement 

To induce intestinal inflammation, mice were treated with 3% DSS (molecular mass 36-
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40 kDa; MP Biologicals) dissolved in sterile distilled water. Mice were given DSS in sterile 

drinking water ad libitum for experimental days 1-7 (controls received sterile water only) 

followed by regular water until the end of the study. DSS solutions were made fresh on day 0 

and 3 and left until day 7. Sample sizes were based on power calculations and blinded. After 7 

days of DSS treatment, colons were excised and a one centimeter piece of distal colon was 

homogenized mechanically in PBS containing 1% NP-40 and complete protease inhibitor 

cocktail (Roche). Protein concentrations were determined by BCA assay. Protein (100 μg) 

isolated from distal colons of naïve and DSS-treated mice was used in a 23-plex multiplex 

cytokine assay. The assay was performed according to the manufacturer’s instructions (Bio-Rad, 

Hercules, CA) via Luminex 100 technology (Luminex, Austin, TX), as previously described 

(17). In vitro cell supernatant cytokines were measured with the same 23-plex multiplex cytokine 

assay following LPS priming (20ng/mL), LPS treatment (100ng/mL), Nigericin (10ug/mL), 

TUDCA (500ug/mL), or GSK8612 (MedChemExpress, Monmouth Junction, NJ). 

EAE Model 

On day -2, mice were injected with 300µg recombinant human MOG peptide (rhMOG35-

55) (SigmaAldrich) or 33µg full-length recombinant murine MOG (rmMOG1-125) (Anaspec) with 

equal parts complete Freund’s adjuvant (CFA) as previously described. 400ng of pertussis toxin 

(MilliporeSigma) was injected intraperitoneally on days -2 and 0. Mice were scored daily on a 

scale of 0-5 as previously described, with a score of 0 = no symptoms, 1 = tail paresis, 2 = partial 

hindlimb paresis, 3 = complete hindlimb paresis, 4 = complete hindlimb paresis and front limb 

involvement, 5 = moribund or dead. Mice were humanely euthanized if a score of 4 or 5 was 

reached. Investigators were blinded to genotypes of mice during the 1st attempt at each 
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experiment (these are presented as representative in figures). All EAE-related mouse studies had 

sample sizes based on power calculations and were blinded. 

Adoptive Transfer Studies 

Splenocytes were collected from WT and ERAP1-/- mice as previously described. B cells 

were isolated per manufacturer’s guidelines using the murine B cell isolation kit (Miltenyi 

Biotec) and injected I.V. retro-orbitally (1x107 cells) into µMT mice (The Jackson Laboratory). 

Mice were bled to confirm B cell adoptive transfer two days later via FACS. Five days after 

transfer, EAE was induced in mice with rmMOG1-125 as described above. For co-transfer of both 

WT and ERAP1-/- B cells into the same mouse, WT B cells were first isolated and labeled with 

CFSE (5µM) and ERAP1-/- B cells were labeled with CellTrace Violet (10µM) per 

manufacturer’s guidelines. Cells were mixed in a 1:1 ratio and a total of 1x107 cells were 

injected I.V. into each µMT mouse.  

CNS Immune Cell Isolation 

Mice were anesthetized and trans-cardiac perfusion with 15-20mL of sterile PBS was 

performed. Brains (parenchyma and meninges) were then removed, placed in ice-cold 1X HBSS 

and minced using a scalpel. Brains were digested using a digestion cocktail for 45 minutes at 

37℃ as previously described (245). Samples were then homogenized with a dounce homogenizer 

and the digestion reaction was stopped using EDTA and 1X HBSS containing 10% FBS. The 

lysate was then subjected to gradient centrifugation using Percoll as previously described (246). 

Isolated immune cells were resuspended in FACS buffer and stained for spectral cytometry. For 

experiments involving in vivo circulating immune cell labeling, before trans-cardiac perfusion, 

5µg of anti-CD45 SparkBlue 550 antibody was injected trans-cardiac through the left ventricle 
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and allowed to circulate for three minutes. The mouse was then trans-cardiac perfused with PBS 

as described above.   

Integrated scRNA-seq Analysis 

We first searched for scRNA-seq datasets containing publicly available raw sequencing 

data of PBMCs from healthy individuals. We identified seven datasets (167, 175, 247–251) 

meeting these criteria, six of which used the 10X Genomics platform, and one which used Seq-

well (251). For 10X datasets, we downloaded the raw FASTQ files, processed them through the 

CellRanger pipeline and aligned reads to the GRCh38-3.0.0 human reference genome. Resulting 

count matrices were saved for later analysis with the Seurat package (252). We then used the 

output .bam file from CellRanger to call each individual sample for the presence or absence of 

the ERAP1 K528R SNP. This was accomplished by running mpileup from BCFtools with the 

following command: -Ou -A -r 5:96700273-96995983 -f 

~/hg38_ref_fasta/Homo_sapiens.GRCh38.dna.primary_assembly.fa. SNPs were called from the 

resulting .bcf file using the call command from BCF tools with the following command: -mv -Ob 

-o snp_calls_XX.bcf. BCFtools was then used to index the .bcf file and a list of all SNPs in the 

ERAP1 region was generated using the BCFtools query command as follows: -f '%CHROM 

%POS %REF %END %ALT\n' -r 5:96760273-96935983 snp_calls_XX.bcf > 

ERAP1_snps_XX.txt. Resulting SNPs were run through a custom R script to identify the 

presence of the K528R SNP for each individual. Notably, for a few individuals, we tested if 

applying Q30 phred-score filtering affected our ERAP1 SNP calls and found that it did not (data 

not shown).  

 Seq-well data was downloaded as SRA files which were converted to FASTQ files using 

faster-dump from SRAtoolkit. Reads were aligned to GRCh38-3.0.0 using STAR, indexed with 
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SAMtools, and SNPs were called as described above. Count matrices were downloaded from 

publicly available pre-processed data from the original authors (251).  

 All count matrices were loaded into R as Seurat objects using Seurat V4.0.3 and 10X 

datasets were merged together. Metadata containing K528R SNP info, study info, sample_ID 

info, etc was appended to all cells. Seq-well data was read into R and merged together into a 

Seurat object using the EpicTools package (https://github.com/ajwilk/EpicTools). Metadata was 

appended to these files and all 10X data was merged with Seq-well data. Cells with < 200 

features, > 4100 features, or > 20% of transcripts being mitochondrial were removed.  

 For dataset integration the harmony R package was used (253). Briefly, the Seurat object 

containing all cells from all datasets was processed with SCTransform, the percent of 

mitochondrial transcripts was regressed out, and 30 PCA dimensions were calculated. Harmony 

was then run on the SCT assay of this Seurat object and both study and individual donor 

variability were regressed out of the integration. The standard SCTransform Seurat workflow 

was then continued and putative B cells were identified from UMAP plots and DEGs across cell 

clusters. Putative B cells were subsetted out from the rest of cells. Visual inspection of data 

revealed that there were very few cells from the Seq-well technology, and that these cells 

exhibited technology-specific clustering; hence, they were removed from downstream analysis.  

 B cells still exhibited study-specific clustering so the B cells were subjected to further 

dataset integration using the SCTransform integration approach embedded in Seurat V4.0.3. 

Briefly, SCTranform was rerun on all cells after splitting them up by study and the SCT assay 

was used to find integration anchors and to integrate the data. Visual inspection of this data now 

revealed minimal technology-specific clustering confirming efficient integration.  
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Reclustering and differential marker analysis identified a few clusters of non-B 

cells/plasma cells which were removed. Data was re-clustered again and dimensionality 

reduction was also performed again. Clusters were annotated in an unbiased manner using the 

SingleR package. Here, we performed cluster-level annotation using three reference datasets 

(HPCA, Blueprint, and Monaco). SingleR effectively annotated all of our clusters with high 

confidence into five distinct B cell/plasma cell clusters. These clusters exhibit no study-specific 

biases, with the exception of the “Exhausted B cell” cluster which is composed almost entirely of 

cells from Kang, et al.  (167).     

 Identification of DEG’s and data visualization of the resulting high-quality single-cell 

dataset were performed using the normalized RNA counts (and not SCTransformed or integrated 

data) as recommended by the Seurat development team. DEGs were called using MAST and 

these DEGs were validated using a second approach (Wilcoxon rank sum test) showing very 

high concordance (data not shown). Pathway-level analyses were performed using IPA (Qiagen) 

on statistically significant DEGs from various B cell subsets. Bar plots of enriched pathways are 

colored according to the directionality of the changes in that pathway with more purple color 

indicating increased pathway activation and more tan color indicating less pathway activation in 

cells containing the K528R ERAP1 SNP.  

RNA Sequencing 

In Chapter 4 specifically, splenocytes were isolated from age-matched male WT C57bl/6 

and ERAP1-KO mice at steady state (n=3 per genotype) and during peak EAE induced with 

rmMOG1-125 (n=3 per genotype). 2 x 10^6 B2 B cells were FACS sorted on a BD Influx 

cytometer into chilled 1.7 Ml Eppendorf tubes pre-coated in FBS. RNA was immediately 

isolated from each sample within 10 minutes post-sort with the RNeasy micro kit (Qiagen). RNA 
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was checked for concentration and quantity with Qubit (Thermofisher) and Bioanalyzer (Agilent 

technologies), respectively. Samples passing QC were ribosomal RNA depleted using the 

QIAseq FastSelect rRNA MHR kit (Qiagen) and libraries were prepared using the Illumina 

Stranded Total RNA Library Preparation Kit with IDT for Illumina Unique Dual Index adaptors. 

Total RNA libraries were quantified and quality control checked with Qubit and TapeStation 

assay’s, respectively. Libraries passing QC were sequenced on a NovaSeq6000 with 2x100bp 

paired end sequencing using a SP flow cell. Base calling was done by Illumina Real Time 

Analysis (RTA) v3.4.4 and output of RTA was demultiplexed and converted to FastQ format 

with Illumina Bcl2fastq v2.20.0.  

FastQ files were QC’d with FastQC, preprocessed with fastp, mapped to the mm10 

murine genome with STAR v2.7.9, and transcripts were quantified with feature counts. 

Differential gene expression was performed with DESeq2. Predicted cell type composition of 

each samples was performed with ImmuCC. Pathway-level analyses were performed using IPA 

(Qiagen) on statistically significant DEGs from B cells with different genotypes. 

Data and Code Availability 

All raw data is available upon reasonable request. Analysis code can be found at: 

https://github.com/poconnel3/OConnell_et-al_ERAP1_MS_manuscript   

Statistical analysis  

Statistical significance for all measurements was determined by student’s t-test, one-way 

ANOVA with Newman-Keuls post-test, or a two-ANOVA test with Tukey’s multiple 

comparisons, and p < 0.05 was considered statistically significant. Data are represented as mean 

± SEM, with * p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001. All statistical analyses were 

performed using GraphPad Prism software version 6.0. For RNAseq and high dimensional deep 
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phenotyping, statistical analyses are listed in all figure legends and were performed in either 

GraphPad Prism V8 or the R computing environment. Cell subset frequency comparisons and 

differential marker expression on cell subsets from experiments employing high dimensional 

spectral cytometry were statistically compared with a GLMM implemented through the diffcyt R 

package (254). All heatmaps were locally scaled.  
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Chapter 7: Concluding Remarks and Future Directions 
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Concluding Remarks 

In review, ERAP1 is an aminopeptidase localized to the ER that trims peptides for 

antigen presentation onto MHC-1 molecules (38, 102). These peptides are then presented to the 

rest of the immune system, namely CD8+ T cells, initiating a robust immune response. In 

addition to this specific  role in adaptive immunity through antigen presentation, ERAP1 

functions, (or lack thereof) impacts the innate and adaptive immune responses in various immune 

cell types including CD4+ T cells, NK cells, B cells, and macrophages (13, 14, 17, 18). Although 

ERAP1’s role in adaptive immunity has been well studied, the mechanisms underlying its 

impacts on the innate immune response remain largely unknown. Correlative studies have found 

increases in proinflammatory cytokine production and activation markers in innate immune 

subtypes deficient in normal ERAP1 functions (13, 14, 17, 18), but the molecular mechanism for 

how and why this occurs has not been fully discerned. As part of this dissertation, we feel that 

for the first time, we have uncovered possible molecular mechanisms disrupted by lack of 

normal ERAP1 functionality. This work is important to study because non-synonymous 

polymorphisms in the ERAP1 gene are linked with multiple human diseases including MS, AS, 

UC, and even cancer (26, 36, 126). Our lab has utilized a unique ERAP1-/- mouse model with 

global loss of ERAP1 functions within all cell subtypes to begin to dissect how loss of normal 

ERAP1 functions results in disruption of immune system regulation to cause disease, as 

represented here throughout this dissertation.  

In Chapter 2, we determined how loss of ERAP1 functions impact a subset of innate 

immune cells, i.e.: BMDMs. By studying ERAP1 deficient BMDMs, we are able to more fully 

understand ERAP1’s role in innate immune responses. In Chapter 2, we found that ERAP1-/- 

BMDMs have enhanced inflammasome activity, as measured by IL-1β production. The 
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inflammasomes are proinflammatory enzymatic complexes that when stimulated, provoke  

downstream innate responses such as autophagy and pyroptosis/cell death (70, 72, 86, 196). The 

inflammasome has been studied in many autoimmune diseases, including MS, and is a known 

contributing factor to autoimmune disease pathogenesis (75, 203, 255). Our results suggest that 

inflammasome activation could, in theory, explain the enhanced autoimmune phenotypes we 

have described in studies of the ERAP1-/- mouse previously, and possibly correlate abnormities 

noted in the human populations that possess high disease risk ERAP1 SNPs. In this chapter, we 

also begin examining causes for the increased inflammasome activity and find that ER 

stress/UPR activation to likely be the culprit. Exaggerated ER stress and UPR activation has long 

been hypothesized as being a result of loss of normal  ERAP1 aminopeptidase functions, causing  

improper peptide trimming and accumulations in the ER, coupled with abnormal folding of 

peptide chaperone molecules such as MHC-I, including HLA-B27, a variant also highly 

associated with human autoimmune diseases, and a gene in epistasis with ERAP1 in many of 

these same diseases. Indeed, ER stress and UPR activation have been linked with a multitude of 

autoimmune diseases (66, 81, 119), which supports the translational impact of this data. Here we 

began to determine why the inflammasome would be hyperactivated in ERAP1 deficient cells 

and verified that elevated levels of ER stress and the UPR to be enhanced, for example in 

ERAP1 deficient BMDMs. ER stress is a known cause of UPR activation (68, 256). Similarly, 

we find the same elevated baseline ER stress in CD4+ T cells, though it remains unknown 

whether this caused enhanced inflammasome activation in the CD4+ T cells, suggesting that lack 

of ERAP1 functions may cause heightened inflammasome activation throughout key segments of 

the mammalian immune system.  
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In Chapter 3, we tested the translational impact of our work by focusing on an 

autoimmune disease which has been linked with a specific ERAP1 variant: Multiple Sclerosis. 

MS is an incurable autoimmune disease affecting the neurological system. Although ERAP1 had 

been genetically linked to MS via GWAS studies (8, 26), the mechanisms underlying this 

association remained unknown until recently through our work. We began by assessing whether 

ERAP1 played a role in MS development by using a mouse model of MS called EAE. We 

induced EAE in WT and ERAP-/- mice and discovered that ERAP1-/- mice developed much more 

severe EAE phenotypes than WT mice. After deep phenotyping of the neuroimmune landscape 

by flow cytometry we identified B cell alterations in ERAP1-/- mice, and knowing that anti-B cell 

therapies have been highly effective for MS patients (174), we assessed whether ERAP1 

deficient  B cells were directly responsible for  increased EAE severity. Within these studies we 

found that specific B cell subset numbers and activity was altered by ERAP1 modulation. The 

innate-like B cell subset B1 was greatly impacted by loss of ERAP1 function, and various 

activation markers such as CD69 and CD80 were induced in ERAP1 deficient B cells as well. 

Although loss of B cells is expected after adoptive transfer, ERAP1 deletion seemed to greatly 

affect the proliferation and survival of these cells.  Our results show that B cells lacking ERAP1 

have both exaggerated expression of T cell co-stimulatory/activation markers and fail to 

proliferate in vivo. Our findings that ERAP1-/- mice are more susceptible to EAE, and that this is 

likely a B cell mediated effect, supports GWAS studies linking human ERAP1 SNPs with 

susceptibility to MS, and the importance of B cells in MS disease.  

 In Chapter 4, we examined how loss of normal ERAP1 functions might directly affect the 

development, and/or functions of B cells. We first validate the exaggerated immune activation of 

ERAP1-/- B cells in comparison to WT B cells ex vivo with various stimulations. We show that 
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the enhanced proinflammatory state identified in ERAP1-/- B cells correlated with enhanced EAE 

phenotype. We also conducted global transcriptome analysis of B cell derived RNA and 

determined that ERAP1 deficient B cells have upregulation of many DEGs in comparison to WT 

both at baseline and during EAE. These findings suggest that there is increased gene 

transcription and overall biological processes occurring in ERAP1 deficient B cells during EAE 

in comparison to WT B cells undergoing an identical induction of EAE. However, certain genes 

such as LTF, S100A8, Gm 15439, and TCF3 may prove to be viable drivers of these differences. 

It is important to note that the ERAP1-/- mouse model used throughout this dissertation is due to 

a loss of function deletion (removal of exons 5 and 6) within the active site for enzymatic 

activity, but not the total protein, creating a truncated ERAP1 protein if expressed.  This may be 

why ERAP1 transcriptome expression was dramatically reduced but not fully gone in ERAP1-/- 

B cells.  

 Using IPA software analysis, we were also able to determine that although many genes 

are altered in ERAP1-/- murine B cells, a common shared pathway that is altered is the UPR. 

These data support our findings of increased ER stress in other cell types throughout this 

dissertation and may explain, in part, why ERAP1-/- B cells are driving exaggerated EAE in our 

ERAP1 dependent models of EAE.  

 Given our findings that ERAP1 deficient cells have enhanced inflammasome activity due 

to ER stress/UPR activation, and that ERAP1-/- B cells also have enhanced ER stress/UPR based 

on the transcriptome analysis, we also evaluated the NLRP3 inflammasome in ERAP1-/- B cells. 

We found that IL-1β production was significantly upregulated in ERAP1-/- B cells, which is the 

main indicator of NLRP3 inflammasome activity. This is interesting because the role of the 

inflammasomes within B cells, and especially in the context of neuroimmune disease, has not 
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been well explored. Also, ERAP1-/- B cells had significantly elevated IL-6 production. IL-6 is a 

critical proinflammatory cytokine produced by B cells which has been linked with development 

of MS (257). This suggests that IL-6 neutralization may be beneficial in MS patients with 

ERAP1 polymorphisms.  

As IL-1β was more greatly induced in ERAP1-/- B cells, we looked closer into pathways 

downstream of NLRP3 activity. As a reminder, in Chapter 3 we appreciated that ERAP1-/- B 

cells failed to proliferate as well as WT and were fully lost in µMT mice after adoptive transfer 

around Day 28.  The idea that losing B cells would drive EAE phenotype may seem 

counterintuitive at first, as death of proinflammatory B cells may in theory reduce the severity of 

the EAE phenotype, but there are various forms of cells death. Specifically, pyroptosis is a 

unique mechanism for proinflammatory cell death, whereby IL-1β is released, causing even 

more inflammation. This type of cell death is triggered by NLRP3 activation, which we found to 

be upregulated in ERAP1-/- B cells. When we began to examine pyroptosis in ERAP1 deficient B 

cells, we quickly appreciated that pyroptosis was elevated as measured by GSDMD and IL-1β. 

Furthermore, the use of a pyroptosis inhibitor, disulfiram, caused a much greater reduction of IL-

1β in ERAP1-/- B cells than in WT B cells, and in a dose dependent manner. Therefore, 

pyroptosis may likely be the mechanism for cell death during EAE, and loss of the 

proinflammatory ERAP1-/- B cells may indeed be promoting an even worse EAE phenotype due 

to more IL-1β release.  

The global RNA sequencing results in Chapter 4 and in vitro data in Chapter 2 support 

that ER stress is indeed upregulated in ERAP1-/- immune cells at baseline. As the UPR is known 

to drive inflammation and has been linked with MS and other autoimmune diseases (66, 81, 

119), this may be why ERAP1-/- mice have worse autoimmune phenotypes. This hypothesis 
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suggests that ER stress may be the starting point for all of the downstream signaling cascades 

seen in ERAP1 deficient immune cells, including NLRP3 inflammasome activation and cell 

death. Albeit that all of this research was completed in ERAP1 deficient animals and therefore is 

most closely related to humans with ERAP1 polymorphisms, all the pathways studied here have 

indeed been correlated with B cell related autoimmune diseases. As MS currently has no cure, 

any insight into possible new therapies for the disease is important, and these pathways may 

prove to be effective targets for evaluation in the clinics. Therefore, we believe that investigating 

the use of small molecules targeting these pathways, for which many already exist, for 

alleviation of autoimmune disease severity is supported. 

In summary, the first three chapters of this dissertation explore the mechanisms 

underlying ERAP1’s role in human autoimmune disease. Although many studies have been done 

to associate ERAP1 polymorphism with autoimmune disease, the molecular mechanism 

supporting why ERAP1 modulation would cause enhanced autoimmunity was truly not studied 

until now. Here, we propose that the reason for enhanced innate signaling and a proinflammatory 

signature in ERAP1 modified immune cells may be due to upregulated inflammasome activation 

and ER stress. Throughout this thesis, we demonstrate these pathways as being induced in 

multiple immune cell types. Therefore, this thesis suggests that possible avenues for treating 

autoimmune disease caused by either ERAP1 mutations or B cell modifications, may be through 

targeting the NLRP3 inflammasome or interrelated pathways. 

 While autoimmunity is due to enhanced immune activation, cancer progression and onset 

is largely due to loss of correct immune monitoring and potentially, immunosuppression. 

Therefore, in theory, the intense immune activity found in autoimmune disease could be used in 

cancer control, as a means of boosting immune activity. In this thesis, we put the theory to the 
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test knowing that ERAP1 modulation not only activates macrophages, T cells, and B cells, but 

also NK cells (13). Natural killer cell activity is indeed enhanced by ERAP1 modulation (13), 

and in Chapter 5 we show that this enhanced activity can target tumor cells. We also show that 

ERAP1-/- NK cells have enhanced killing with inflammasome activation, paralleling the BMDM 

and B cells work shown here and also further supporting the close relationship between ERAP1 

modulation and inflammasome activity. Throughout Chapter 5 we use an ERAP1 inhibitor to 

demonstrate that inhibition of ERAP1 does impact NK cell activity and tumor directed killing. 

Although the data is promising, the drug used in our studies is neurotoxic and is largely not 

recommended for human use. Therefore, this is a “proof of principle” method for ERAP1 

inhibition to examine ERAP1’s possible role in cancer directed therapy. 

 Overall, this dissertation proves that ERAP1 is a mediator of both autoimmune responses 

and the tumor microenvironment. Although diverse, the reasoning for ERAP1’s unique role in 

many diseases is likely due to its role in innate immunity. Specifically, its function in cellular 

stress and inflammasome mechanisms. Further development into harnessing its full immune 

potential will not only aid in the treatment of humans with ERAP1 polymorphisms, but also B 

cell driven autoimmune diseases and cancer. Therefore, ERAP1 modulation is a vessel for 

studying a wide variety of immune based diseases and is clearly a critical regulator of immune 

responses. 

Future Directions 

Building upon this work, it would be important to confirm our data in more in vivo 

human disease models to ensure the findings could translate to human diseases. First, to examine 

whether the inflammasome, in particular the NLRP3 inflammasome, can directly cause the 

proinflammatory phenotype of ERAP1-deficient immune cells, there are several experiments that 
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could be done. An NLRP3 inhibitor such as MCC950 could be administered prior to ERAP1-/- 

mice being induced to undergo inflammatory colitis with DSS or neuroinflammation with EAE, 

to see if the use of the inhibitor prevents or significantly lessens disease phenotypes in 

comparison to ERAP1-/- mice without treatment. Also, PBMCs from autoimmune patients with 

human ERAP1 polymorphisms could be assessed for overactive IL-1β release to confirm that an 

overactive NLRP3 is indeed correlated with ERAP1 linked autoimmune disease. Similar to the 

inflammasome, one could further validate the hypothesis that ER stress is causing enhanced 

autoimmune phenotypes in ERAP1 deficient animal models. ERAP1-/- mice could be treated 

with an ER stress inhibitor (such as TUDCA) prior to induction of ERAP1 dependent 

autoimmune phenotypes like EAE. Alternatively, ER stress could be inhibited in specific cell 

types, such as B cells prior to adoptive transfer into µMT mice and EAE disease induction.  The 

fact that safe pharmaceuticals already exist for both inflammasome and ER stress inhibition is a 

great advantage. Indeed, other groups have begun developing small molecules targeting the UPR 

and have alluded to its possible benefit clinically. However, these drugs moving into clinical 

trials remains outstanding, and we believe this data supports the rationale for such work.  

In Chapter 3 and 4 we find loss of B cell proliferation capabilities in the face of ERAP1 

deletion, and this may be a possible mechanism for B cell loss during MOG peptide induction of 

EAE in ERAP1-/- mice, ie this is due to induction of exaggerated pyroptosis. To test  this 

hypothesis, it would be interesting to treat ERAP1-/- B cells with disulfiram, a pyroptosis 

inhibitor, prior to adoptive transfer into uMT mice treated with MOG peptide, and assess for any 

improvement in the resultant EAE phenotype as compared to uMT mice treated with mock 

treated (with vehicle) ERAP1-/- B cells . We would predict improvement in B cell recovery after 

adoptive transfer with disulfiram therapy. Alternatively, one could generate a double knockout 
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mouse model, lacking both GSDMD and ERAP1, and adoptively transfer these GSDMD-/-

/ERAP1-/- B cells into uMT mice induced to EAE. If pyroptosis was the reason for the enhanced 

EAE phenotype in mice receiving ERAP1-/- B cells, these mice would have EAE disease similar 

to WT. If significant, this result would support the use of pyroptotic inhibitors in the human 

clinics for ERAP1 driven MS initially, or MS in general. Indeed, use of Caspase 1 inhibitors in 

GSDMD-/- mice has been shown to  attenuate EAE disease (196, 202). Disulfiram is an 

affordable, already FDA approved medication for alcohol use disorders, and could be an 

affordable and safe way for the healthcare system to treat patients with MS. On a related note, 

transcriptome analysis revealed that a transcription factor involved in B cell proliferation and 

development, TCF3, to be reduced in ERAP1-/- B cells. Thereby, possibly re-introducing TCF3 

into ERAP1-/- B cells, either by plasmid transfection or lentiviral infection, could reverse the 

proliferation defects seen in these cells. This technology is something our lab is currently 

working on developing. 

The common theme of this dissertation is that ERAP1 variants have been associated with 

a wide range of autoimmune diseases, and even cancer. In Chapter 5 we use an ERAP1 inhibitor 

to activate NK cells, and improve their tumor-directed killing. Higher doses (as would likely be 

required for cancer therapy) of this specific ERAP1 inhibitor is highly toxic (213, 214) because it 

is a methylmercury compound, but very low doses are safe as it was previously used as a 

preservative in human vaccine . Therefore, it would be necessary to modify the structure of the 

compound to remove the mercury group, which makes it an organomercury compound and toxic. 

Alternatively, other ERAP1 inhibitors which are currently in development at pharmaceutical 

companies (Wolf Therapeutics), could be applied to NK cells, specifically. Determining a safe 

and effective way to deliver ERAP1 inhibition to NK cells is of upmost importance for fully 
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validating whether ERAP1 inhibition within NK cells can be a viable new cancer 

immunotherapy. It would likely be beneficial if the ERAP1 inhibitor could be encapsulated into 

a nanoparticle for specific delivery to NK cells, to minimize ERAP1 inhibition in other cells. 

Another approach would be to make an “off-the-shelf” ERAP1-/- NK cell line. This would 

address the common concern of NK cell adoptive transfer human trials of how to activate NK 

cells in vivo, as these cells would already be in an active state because of ERAP1 inhibition. 

As one can appreciate, many of the ERAP1 dependent mechanisms that perturb B cell 

functions examined here (inflammasome, ER stress/UPR, ERAP1, pyroptosis) are druggable 

targets, and many drugs are already in development. This is a major advantage for translating 

this work into humans and bringing new therapeutic options to patients with ERAP1 variant 

driven diseases. Whether targeting one of these therapies will be efficacious over another 

remains to be seen, but likely the inhibition of one would affect the activity of another given their 

close relationships. Nonetheless, we hope that the data presented here will support further 

development of these therapies, and future availability to patients with autoimmunity, or cancer.  
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APPENDIX 

 

 

Figure S1: Characterization of macrophages with multiple inflammasome agonists. 

Bone marrow-derived macrophages (5× 105 cells) were plated into 24-well plates, and then cells 

were primed with LPS (20ng/ml) for 16 hours. Cells were then stimulated for 

another 24 hours with various NLR inflammasome agonists, as indicated. Cells were stained 

with Pacific Blue conjugated-CD80 (C, D) and APC conjugated anti-CD86 (E,F) and flow 

cytometry was completed. Data are expressed as means ± SEM. p<0.01, p<0.001, significantly 

different from mock. 
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Figure S2: Increased cytokine and chemokine production from ERAP1-/- macrophages 

following NLRP3 inflammasome activation.  

Heat map depicting the top 12 upregulated and downregulated cytokines by ERAP1. Bone 

marrow-derived macrophages (BMDMs) from C57 WT and ERAP1-/- mice were primed with 

LPS (20ng/mL) for 12 hours. Cells were then stimulated with nigericin (10ug/mL) for an 

additional 20 hours. Supernatants were collected and analyzed used in a 23-plex multiplex assay 

using Bioplex. 
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Figure S3: p-IRE1a expression with NLRP3 inflammasome stimulation. Bone marrow-

derived macrophages (2 × 106 cells) were plated into 6-well plates, and then cells were primed 

with LPS (15ng/ml) for 12 hours. Cells were then stimulated for various timepoints with 

Nigericin (10uM). BMDMs were collected, protein was isolated and western blot was run for p-

IRE1a and loading control.  
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Figure S4: ASC speck formation analysis with NLRP3 inflammasome stimulation. Bone 

marrow-derived macrophages (1 × 106 cells) were plated into 6-well plates, and then cells were 

primed with LPS (15ng/ml) for 12 hours. Cells were then stimulated for 30 minutes with 

Nigericin (Nig.). Cells were stained with Alexa 488-conjugated ASC and DAPI nuclear stain, 

followed by sample collection and analysis via ImageStream X. 
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Figure S5: Confirmation of reduced TCF3 expression in ERAP1-deficient B cells. Isolated B 

cells (1 × 106 cells) were plated into 6-well plates, and then cells were treated with LPS 

(100ng/ml), or CD40L and Fragmented IgM for 12 hours. RNA was harvested via Trizol 

solution and cDNA was made according to manufacturing instructions. The TCF3 gene was 

measured using RT-PCR. Data are expressed as means ± SEM. * p<0.05, *** p<0.0001.       
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Figure S6: ERAP1 deficient NK cells have increased activation marker surface expression. 

(A) Splenocytes were isolated from WT mice, and cultured for 48 hours with 350nM 

Thimerosal. Cells were collected and stained for CD40, CD80 and CD86 on CD11c+ Dendritic 

Cells (DCs). Isolated splenocytes from WT mice were cultured for 48 hours with 350nM 

Thimerosal, with (w/) or without (w/o) RMA cells in a 5:1 Splenocyte:RMA ratio for 48 hours. 

(B) Cells were collected and stained for NKP46 on NK1.1 cells. Flow cytometry was conducted 

using LSRII instrument. (C) Supernatant was collected after 48 hours and IL-2 cytokine analysis 

was completed for total splenocytes alone and splenocytes with RMA co-culture, with or without 

350nM Thimerosal. Data are expressed as means ± SEM. *p<0.005, **p<0.002, **** p<0.0001 

 


