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ABSTRACT 

 

This thesis compares the results of a stated preference survey administered to three 

samples: one non-probability sample and two non-probability samples. The probability sample is 

an address-based sample from the USPS postal delivery file, while the two non-probability 

samples are from the opt-in panels, MTurk and Qualtrics. The survey used a single binary 

referendum contingent valuation question with respondents voting on a water quality change at a 

cost to their household. To understand differences in economic values across samples, we 

compared results of logit models that relate the referendum vote to cost and each water quality 

index. Several tests reveal differences across samples. First, almost all parameters were 

significantly different across samples except for water clarity. Second, we compared marginal 

willingness to pay (MWTP). However, many of the MWTP estimates for individual water 

quality indices were not significantly different across the three sources. Third, we calculated total 

WTP (TWTP) for a range of non-marginal changes. The MTurk values were always significantly 

greater than the address sample at the 1% level, and the Qualtrics values were significantly 

greater than the address sample for changes up to about a 20% improvement. In summary, we 

find that the non-probability methods generate different valuation results than the probability-

based sample, especially in terms of TWTP. 
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CHAPTER 1: Comparing Water Quality Valuation Across Probability and Non-

Probability Samples 

1.1: Introduction 

Michigan is endowed with an abundance of waterbodies with over 26,000 inland lakes, 3,000 

miles of Great Lakes shorelines, and 36,000 river miles (Curell, 2012). Unsurprisingly, water 

resource management is a key issue in Michigan. Federal, state, and local agencies tasked with 

water resources management must consider both the costs and benefits of potential programs 

when decision-making. Often, calculating the benefits of such programs can be quite difficult 

given that environmental improvements are not reflected in market prices, i.e., environmental 

benefits have non-market values. One way to quantify environmental benefits is through non-

market valuation methods, which use observed or stated behavior to infer a value for changes in 

quality. Such methods contextualize the value of non-market goods by assigning a monetary 

value, often known as willingness to pay (WTP).  

One way to estimate WTP is through stated preference (SP) surveys, which rely on asking 

respondents how they would behave in a hypothetical scenario. SP surveys are useful in 

estimating WTP values since they are the only method available to estimate non-use values 

(values for quality that are unrelated to observable behaviors). Often, stated preference data is 

more suited for policy evaluation since policies represent a hypothetical version of the future and 

can experimentally vary attributes such as environmental quality to create variation needed to 

identify parameters. Our research estimates values for freshwater ecosystem services in 

Michigan using a non-market valuation survey that asks respondents whether they would vote 

for a proposed change in water quality at a stated cost.  
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An important step in SP survey design is choosing an appropriate collection method 

(Johnston et al. 2017; Champ 2017). The traditionally preferred methods rely on probability 

sampling, such as addressed-based mailing or random-digital dialing. Probability sampling 

ensures that every member of the population of interest has a known probability of being 

selected to participate. Probability samples are preferred since they reduce the risk of systematic 

bias related to representation (Baker et al. 2010). While probability sampling methods are the 

gold-standard for survey sampling, they are often cost-prohibitive. Thus, in the internet era, non-

probability online samples have seen rising predominance due to their speed and cost-

effectiveness. Non-probability samples are different from probability samples because not 

everyone in the population has a known and equal chance of being selected. Most non-

probability online samples use opt-in panels, where members choose to participate in the panel 

and are recruited online. While non-probability online samples offer advantages such as rapid 

collection times and lower costs, they are criticized for their potential biases that may not be 

mitigated by balancing samples to “represent” population demographics (Baker et al. 2010).  

Understanding trade-offs related to non-probability samples is particularly pertinent to SP 

surveys, which are often complex and costly. Similarly, understanding differences in SP surveys 

and results due to sampling differences is an important part of best practices for SP (Johnston et 

al. 2017) and contributes to our understanding of valuation validity (Bishop and Boyle 2019). 

Some survey literature has found that non-probability samples are less accurate and more 

variable in their accuracy than probability samples (Yeager et al. 2011). Although a recent 

review of best practices for SP recommends probability sampling, it also notes that data 

collection mode may not considerably affect results citing several SP studies with mixed findings 

(Johnston et al. 2017). As methods change and access and familiarity with the internet increase, 
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continuing research is important since bias between non-probability online samples and 

traditional methods may change.  

 Given these tradeoffs, the aim of this research is to investigate how sociodemographic, 

attitudinal, and WTP values from a SP survey compare across probability and non-probability 

samples. We build on previous literature by providing evidence of the extent to which responses 

gathered via non-probability sampling differ from responses gathered via a representative sample 

of the population. Furthermore, this research specifically focuses on environmental SP research 

which is underrepresented in the literature comparing probability and non-probability internet 

samples. The SP survey was implemented to three sample types: one probability sample and two 

non-probability samples. The probability sample is an address-based sample from the USPS 

postal delivery sequence file and used a push-to-web design with mailed invitations to visit a 

website (Dillman 2017). The two non-probability online samples are from the opt-in panels 

MTurk and Qualtrics1. MTurk is an Amazon web-service where workers complete tasks, such as 

surveys, for small payments. Qualtrics is an opt-in panel using a range of proprietary methods 

and incentives. The SP survey used a single binary referendum contingent valuation question 

with respondents voting on a water quality change at a cost to their household. To understand 

differences in economic values across samples, we compared results of logit models that relate 

the referendum vote to cost and water quality indices. To test for differences across survey 

sources, we compared parameters, marginal willingness to pay (MWTP), and total WTP (TWTP) 

for a range of non-marginal changes. Overall, we have mixed findings, but generally conclude 

that the non-probability methods generate different valuation results than the probability-based 

sample. Based on these findings, we suggest that non-probability samples can be used in low-

 
1 In 2020, Qualtrics began offering access to a probability-based sample in partnership with NORC at the 

University of Chicago, but almost all studies in the literature to date have used the more cost-effective opt-in panel. 
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stake applications, while probability samples are preferred for population studies and policy 

applications.  

1.2: Literature Review 

The gold-standard for valuation survey research has consistently been random samples 

drawn from frames consistent with the population (Johnston et al. 2017). Traditional survey 

methods include face-to-face interviewing, telephone interviewing, and self-administered mail 

surveys, which make use of representative sample frames (address and phone lists). These 

typically rely on addressed-based sampling (ABS) or random digit dialing (RDD). However, 

these methods come with challenges related to increasing non-response, increasing costs, and 

longer timeframes. 

As a response to these challenges, the use of internet surveys has been increasing. There 

are clear advantages to using the internet as a medium: it is cheaper, quicker, and allows for 

interesting ways to present information. Furthermore, some evidence suggests that mode effects 

may be insignificant showing that surveys administered via the internet do not produce estimates 

significantly different than surveys administered via other methods (Baker et al. 2010; 

Braunsberger et al. 2007; Fleming & Bowden 2009; Lindhjem & Navrud 2011a; Lindhjem & 

Navrud 2011b; and Windle & Rolfe 2011). One exception to this is Boyle et al. (2016) who 

found that survey mode affects welfare estimates. The evidence also suggests that survey mode 

may not affect data quality, and in some instances, surveys administered via the internet can 

improve data quality when compared to other modes through higher concurrent validity, less 

survey satisficing, fewer protest responses, and greater reporting of socially undesirable 

attitudes/behaviors (Baker et al. 2010; Braunsberger et al. 2007; & Navrud 2011a; Lindhjem & 

Navrud 2011b; and Windle & Rolfe 2011). Additionally, some evidence has shown that choice 
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consistency does not differ between internet devices and that mobile devices can produce higher 

data quality when compared to desktops/laptops (Liebe et al. 2015).  

Many internet surveys can be done using probability sampling. These surveys often use 

ABS and a push-to-web design, where invitations asking residents to complete an online survey 

are sent by mail to a random sample of addresses. However, many internet surveys use opt-in 

panels, where the respondent chooses to participate in the panel and is often recruited online. 

These samples are not typically probability samples; even though the probability of selection 

from the panel is known in some cases, the probability of selection from the general population 

is unknown. Because of their non-traditional and often opaque selection mechanisms, a main 

issue with non-probability online samples surrounds representation of the full range of people, 

knowledge, attitudes, behaviors and values as in the population, which may not be well reflected 

by merely having balanced representation in a few demographic categories.  

To date, numerous studies have compared probability and non-probability samples to 

determine whether there are significant differences between the two in terms of demographics 

and substantive estimates. Generally, studies find demographic differences (Atkeson et al. 2011; 

Chang & Krosnick 2009; Pennay et al. 2018; Zack et al. 2019). The evidence is mixed about 

estimates, but most find that estimates from non-probability and probability samples differ, with 

probability samples being more reliable even after weighting (Baker et al. 2010; Chang & 

Krosnick 2009; Pennay et al. 2018; Yeager et al. 2011; Zack et al. 2019). However, some found 

that the results were similar, especially after weighting (Atkeson et al. 2011; Weinberg et al. 

2014). These findings are also true for studies specifically using SP surveys. Many found that the 

non-probability and probability samples differed in terms of demographics (Boyle et al. 2016; 

Bonnichsen & Olsen 2016; Grandjean et al. 2009; Olsen 2009). Again, the evidence is mixed 
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regarding the reliability of estimates. Some find that preference estimates differ between samples 

(Boyle et al. 2016; Bonnichesn & Olsen 2016), while others found that they produce similar 

preference estimates (Grandjean et al. 2009; Olsen 2009). One recent study (Whitehead et al. 

2021) investigates the internal validity of a probability and a non-probability sample for a CV 

survey by testing sensitivity to cost, sensitivity to scope, and by comparing income elasticities of 

WTP. They find that the probability sample generally exhibits greater internal validity. 

Even though non-probability samples are often subject to coverage bias, statistical 

adjustments through weighting or modeling could potentially minimize or eliminate bias. The 

most common method to correct bias is standard demographic weighting, but many other 

techniques exist. At the sample design stage, standard quota sampling is one option, which uses 

panel member information to create demographically balanced samples. Post-survey methods 

include model-based and sample matching. At the post-survey stage, post-stratification 

adjustments are often used, which uses standard demographic weighting with 

attitudinal/behavior measures that are potentially predictors of bias. The evidence surrounding 

the usefulness and reliability of such adjustment methods are mixed. For studies that specifically 

examined SP surveys, some found that adjustments did not eliminate bias (Bonnichsen & Olsen 

2016), while others found that estimates were improved through generalized regression 

weighting (GREG) (Dever et al. 2018) or raking and propensity weighting (Roshwalb et al. 

2016). Evidence from non-SP studies generally found that adjustments were useful in reducing 

bias but offer only a partial remedy (Baker et al. 2010; Pennay et al. 2018; Yeager et al. 2011; 

Zack et al. 2019) or had no effect (Chang & Kosnick 2009).  

In addition to the above, there are concerns about the data quality of opt-in online panels. 

Many of these concerns relate to satisficing, fraudulent behavior, and professional respondents. 
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Satisficing is when respondents put in less cognitive effort, resulting in inaccurate and 

inconsistent responses. Often, it is difficult to measure satisficing since it may be confounded 

with other effects, resulting in very few “true experiments.” The limited body of evidence shows 

that there tends to be less satisficing in self-administered online surveys (Baker et al. 2010). For 

stated-preference surveys specifically, evidence shows that respondents who do poorly on 

attention checks yield less efficient estimates (Gao et al. 2016). Fraudulent behavior relates to 

self-misrepresentation or the use of bots to maximize rewards. Generally, surveys of narrow 

populations are more prone to fraud, which reduces data quality (Brazhkin 2020). Methods to 

reduce or detect satisficing and fraudulent behavior include attention checks, bogus questions, 

open-ended questions, self-reports of effort, response times, analyzing choice response patterns 

and selection of non-substantive responses, digital fingerprinting, as well as many other methods 

(Aguinis et al. 2021; Baker et al. 2010; Brazhkin 2020; Chmielewski & Kucker 2020; Teitcher et 

al. 2015). Professional respondents are those who participate in surveys frequently. The issue 

with professional respondents is non-naivete or panel conditioning, which refers to a change in 

behavior or attitudes due to repeated survey completion. Evidence shows that “hyperactive” 

respondents who complete surveys frequently significantly impact estimates, whereas 

“experienced” respondents who have long panel tenure may be less of an issue (Sandorf et al. 

2020). Unfortunately, correcting for fast/slow or low/high effort respondents does not correct the 

impact of professional respondents (Sandorf et al. 2020).  

One specific opt-in online panel is Amazon’s Mechanical Turk (MTurk), which pays 

respondents to perform tasks, such as completing surveys. MTurk is an Amazon web-service 

where workers complete tasks, such as surveys for payments. These tasks are only visible to 

workers who meet pre-defined criteria and workers can sort through tasks based on reward size, 
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time for completion, and description before they decide to accept a task. Researchers can also 

screen workers via approval ratings and can choose to deny payments based on performance. 

Several studies have examined the quality of MTurk data. Like other opt-in online panels, 

MTurk faces representation challenges, such as self-selection bias, and data quality challenges 

such as inattention, self-misrepresentation, non-naivete, and vulnerability to bots (Aquinis et al. 

2021). In terms of representation, most studies find that MTurk respondents are less 

representative than probability samples, but more representative than other convenience samples 

(Berinsky et al. 2012; Paolacci et al 2010; Weinberg et al. 2014; Zack et al 2019). In terms of 

data quality, the evidence is mixed. Some studies find that MTurkers pay more or equal amounts 

of attention when compared to other online or convenience samples (Berinsky et al. 2012; 

Paoacci et al. 2010) or to a probability sample (Weinberg et al. 2014). In terms of professional 

respondents, one study found that habitual survey takers and repeat survey taking are not a 

problem (Berinsky et al. 2012). Additionally, a study found that MTurk did better than a 

probability sample in terms of comprehension check items, time to complete, nonresponse, 

variation in responses (Weinberg et al. 2014). Conversely, other studies have found that MTurk 

suffers significantly from data quality problems. One study found that 36% of MTurkers failed a 

proxy for careful participation (Downs et al. 2010), while another found that MTurk suffers from 

response inconsistency, statistically improbable comments, and unusual comments, indicating 

low quality responses (Chmielewski & Kucker 2020).  

Another opt-in panel used in this study is Qualtrics. Qualtrics is slightly different from 

MTurk because Qualtrics uses a variety of opt-in methods and incentive types to populate panels. 

Specifically, Qualtrics aggregates panel respondents initially recruited by other firms. In this 

case, researchers contract with Qualtrics, not the individual workers. The main differences 
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between the two services are that: 1) Qualtrics allows for quota sampling, which ensures that the 

sample matches the demographics of the target population, 2) Qualtrics uses a range of sampling 

methods to create their panels, and 3) Qualtrics does not have a screening mechanism like 

MTurk does, which allows researchers to set rating requirements so that only workers with 

certain ratings can complete jobs. Researchers that have used MTurk for previous surveys can 

also exclude the previous respondents from a survey, if desired. Several studies have compared 

Qualtrics to MTurk (or to other similar online opt-in panels) in a non-SP setting.  In terms of 

demographics, some studies have found that Qualtrics differs from the probability sample/the 

general population/or the target population (Beymer et al. 2018; Roulin 2015), but less so than 

MTurk (Zack et al. 2019). However, this may be country dependent, since Boas et al. (2020) find 

that Qualtrics is more demographically and politically representative in the US, but MTurk is 

more representative in India. In terms of outcome variables, studies find that the different panels 

produce different results from each other (Armstrong et al. 2020), from the targeted population 

(Beymer et al. 2017) and from the general population (Zack et al. 2019). However, some find 

that Qualtrics outperforms MTurk (Zack et al. 2019), while others find that MTurk performs 

better (Owens & Hawkins 2019). Others find that the panels produce similar results when 

compared to each other and to a probability sample (Roulin 2015). Some studies have compared 

data quality and the findings are similarly mixed. Some find that both MTurk and Qualtrics have 

good reliability (Roulin 2015) and high attention rates (Beymer et al. 2017). However, other 

studies find that MTurk participants pay more attention and better acquire and recall information 

than Qualtrics participants (Boas et al. 2020; Owens & Hawkins 2019). Additionally, Owens & 

Hawkins (2019) find that the quality and generalizability of Qualtrics data is not improved by 

eliminating participants who fail attention checks. Thus, in the U.S., Qualtrics seems closer to 
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the general population than MTurk, but the evidence is mixed, and it is unclear whether the data 

quality is the same.  

As internet surveys and, subsequently, non-probability sampling become more popular it 

is important to ask whether non-probability samples can serve as an appropriate replacement for 

probability samples, especially in terms of representation. Our research seeks to contribute to the 

growing literature by investigating whether non-probability samples are representative when 

compared to a probability sample in terms of demographic, attitudinal, and economic values. 

Currently, research on non-probability versus probability sampling is sparse when it comes to 

environmental SP surveys. Given the high costs of SP surveys, continued research on non-

probability sampling is particularly important. Our research contributes to the literature in an 

additional way by comparing two popular and sometimes controversial opt-in panels, MTurk and 

Qualtrics.  

1.3: Background and Data 

An online SP survey was implemented to estimate WTP values for water quality 

improvements in the state of Michigan. Water quality was described by four indices: a water 

clarity score based on secchi depth; a water contact score based on bacterial counts; an aquatic 

wildlife score based on biological condition, and a gamefish biomass score. These scores were 

presented in the survey via text, graphics, and maps depicting the average scores for each 

watershed across the Lower Peninsula of Michigan. The water quality scores each range from 0 

(worst possible quality) to 100 (best possible quality). Scores were described to respondents in 

writing and depicted using a color bar labeled with levels in a manner analogous to previous 

water quality indices and ladders used by EPA. Each index description included questions to 

encourage the respondents to engage with the information. Following presentation of the 
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baselines, the water quality improvements were also shown to respondents in the same ways as 

the baseline scores.  

The SP survey was developed according to suggestions by Johnston et al. (2017) for survey 

development. The survey included information about the respondent’s usage of Michigan water 

bodies, a description of the water quality indices, a description of current water quality, a policy 

scenario, and socio-demographic and attitudinal questions (see appendix). Other design features 

include questions on consequentiality, survey bias and an attention question. The policy scenario 

included a single binary referendum contingent valuation question with respondents voting on a 

water quality change at a cost to their household. Across respondents, there were 30 

experimentally varied scenarios for water quality changes and costs, with four cost alternatives 

and five water quality change levels for each index. The cost levels ranged from $65 to $965, 

while the water quality changes ranged from 0-20 points. A D-efficient design was used to vary 

attributes (attribute table located in Appendix G.1). Each scenario was assigned at random, and 

the order that indices were presented and summarized was randomized across respondents. 

The design of the survey followed the steps and logic of a CV survey conducted on the 

Deepwater Horizon Oil Spill (Bishop et al. 2017). Specifically, the survey used a referendum 

format asking people to vote on a water quality plan, which would impose a one-time household 

income tax. Additionally, steps were taken to ensure that the proposed plan and tax were seen as 

consequential, i.e., the respondents believed their answers would affect the passing of the 

proposed plan and that they would have to pay the tax amount shown in the survey (Carson & 

Groves 2007; Herriges et al, 2010). To reinforce policy consequentiality, respondents were told 

that the survey results would be shared with policy makers and that there was only one plan 
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being considered. In addition, people had to provide income information before they were shown 

a tax amount, which reinforced the consequentiality of the tax instrument.   

The survey was developed over the course of a few years and in four stages, as outlined in 

Figure 1. The first development stage consisted of focus groups conducted by the EPA that tested 

survey language, water quality metrics, and the general survey design, which we leveraged and 

built upon (Moore et al., personal correspondence). Next, using an iterative survey testing and 

updating approach following Kaplowitz et al. (2004), survey questions were tested using a series 

of one-on-one cognitive interviews with MSU students and Michigan residents. The third 

development stage was the first survey pilot, which was conducted on about 600 MTurk 

respondents in 3 waves. After each wave, the survey was analyzed and updated. The final 

development stage was the second survey pilot, which was conducted on 3000 Qualtrics 

respondents. During this pilot, the focus was on testing alternative water quality indices, as well 

as a full data analysis to inform the final survey (Lupi et al., 2022). Prior to the pilot and the final 

survey implementation, additional cognitive interviews were used to test and refine the survey. 

The final survey was implemented to the three sample types: an addressed-based sample, 

Qualtrics, and MTurk. Except for a few items like how user IDs were handled, the surveys were 

identical with the same experimental designs and protocols. The probability sample is an 

address-based sample from the USPS postal delivery file and uses a push-to-web mail design. 

Cash incentives included $1 pre-survey to all addressees with the invitation letter, and on the 

third invite letter a $20 post-survey completion incentive was offered of which about one-third 

did survey but instructed the money be put into the project. The ABS survey received a 23% 

response rate yielding 2,531 observations. The two non-probability online samples include 1,238 

respondents from MTurk and 3,094 from Qualtrics. For Qualtrics, we paid five dollars per 
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response, but there is no way to know the amount or type of incentive respondents received. We 

paid MTurk workers five dollars for completed surveys, and they had to be workers that reside in 

Michigan that did not previously complete a survey for us. In order to assure that the surveys 

were being completed by the target audience, the surveys included certain questions such as 

affirming the respondent was over 18, affirming the respondent was involved in household 

decision-making, and two types of checks in each survey source related to Michigan residency. 

Before the data was analyzed, the data was cleaned, and a final sample was created. This step 

included dropping respondents who did not respond to the vote, those who did not live in the 

study region, and those with potentially fraudulent responses.  

One of the risks of opt-in online panels is bots and other types of fraudulent answers 

(Johnston et al. 2021). Fraud detection occurred at multiple stages in the survey process. First, 

fraudulent answers were detected by Qualtrics and removed by Qualtrics staff using a variety of 

detection tools as well as reading through our open-ended response fields for gibberish. Qualtrics 

also flagged speeding, straight lining, and non-sensical responses. Second, fraudulent answers 

were detected during the data cleaning stage. This mostly included responses from MTurk, 

which does not have the fraud-detection feature like Qualtrics. Those who gave who responses 

using straight lining tactics (giving the same response to a series of grouped questions) or those 

who gave non-sensical/gibberish answers were dropped from the final sample. This resulted in 

74 observations dropped due to straight lining (1% of all responses), and 38 observations 

dropped due to non-sensical answers (0.6% of all responses).  
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Figure 1. Major steps and timing for the extensive survey development, testing and pilot surveys 

that preceded the final surveys with the three sample types 

1.4: Econometric Methods and Specification 

Analysis of the SP data is based on the Random Utility Maximization (RUM) Model. The 

RUM model is based on the hypothesis that individuals, when presented with a set of alternatives 

comprised of different attributes and levels, maximize their utility by choosing the alternative 

that gives them the greatest satisfaction (McFadden 1974). This study presented respondents 

with a dichotomous choice between two alternatives: a baseline water quality (current state) at no 

cost and an improved state for water quality at a cost. Each respondent, i, was asked whether 

they would vote for or against the change. Individual utility is thus a function of proposed policy 

price, water quality scores, and some degree of randomness for factors influencing choice that 

cannot be observed by the researcher. Consider respondent, i, facing j alternatives. The utility 

function (Uij) for the respondent is given by: 

Uij = Vij + εij,  (1) 
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where Vij is an observed component and εij is a random component. Here we assume that Vij 

is a linear utility function, so Vij = βxij. In which case, β is a vector of parameters, xij is a vector of 

explanatory variables, and εij is assumed to be distributed i.i.d extreme value. Since there are two 

alternatives, each individual considers their utility without and with the program: 

Ui0 = Vi0 + εi0 = βi0Qi0 + θi0Yi + εi0,   (2) 

Ui1 = Vi1 + εi1 = αi + βi1Qi1 + θi1 (Yi-Pi) + εi1,   (3) 

Where Ui0 is baseline utility, Ui1 is the utility of the improved water quality and price 

with the program, α is a constant, Qi0 is the baseline water quality level, and Qi1 is the improved 

water quality level under the proposed policy, Yi is the individual’s income, and Pi is the cost of 

the policy to the individual. In this study, Q consists of water clarity, water contact, fish biomass, 

and wildlife scores. We assume that if a respondent voted yes for the referendum, then U i1 > U i0. 

This also means that, if person i voted yes, then their WTP for water quality improvements is 

greater than the program cost.  

To estimate the model, we use a binary logit model. Thus, we model the probability of 

individual i voting yes as Pr1:  

𝑃𝑟𝑖1 =
𝑒𝛼+𝛽𝑑𝑄𝑖 −𝜃𝑃𝑖

1 + 𝑒𝛼+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖
 

where Pr is the probability that respondent i will respond with a yes vote, β is a vector of 

marginal utility parameters to be estimated, α is a constant, and Q is a vector of explanatory 

variables for the four water quality indices.  

1.5: Results 

This section contains results of our preliminary data analysis and comparisons of the three 

sample types. Key descriptive statistics are described in Figure 2. In our comparison samples, 

there were 6,071 observations with complete data: 2,016 from the address-based sample, 1,069 
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from the MTurk sample, and 2,986 from the Qualtrics sample. For all samples, the median 

income was $62,500 (note that income was reported in ranges in the surveys), which is similar to 

Michigan’s state 2019 Census median income of $59,584. Across 6 demographics, we found that 

the three samples differed in three key areas: age, employment status and children in household. 

The MTurk sample skewed younger while the Qualtrics sample skewed older when compared to 

the address sample (the percentage under age 55 was 50 % for the address sample, 91% for 

MTurk, and 38% for Qualtrics). Employment status also differed. For MTurk, only 3% were 

retired, while the percentage retired for the address sample was 28% and 36% for Qualtrics. The 

share of respondents with children in their household was higher for MTurk than the ABS 

whereas Qualtrics had a lower share. The MTurk sample was also more educated than the others.  

 

Figure 2. Demographic comparisons of each sample and Census 

Several attitudinal scale variables were also examined across the samples. Two types of 

“importance” attitudinal questions were included in the survey. The first was at the beginning of 

the survey, where respondents were primed to think about a variety of public policy issues with a 
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set of questions on the importance of various policy issues. The second set of importance 

questions were about specific qualities of the proposed plan and appeared prior to the vote to 

encourage respondents to think about the plan that was just described to them. In addition, after 

the vote there were a series of Likert agreement questions regarding various aspects of their vote. 

In general, these attitude measures were very similar across samples. There were 29 possible 

attitude questions to compare, and the average scores differed from the ABS by more than 10-

percentage points for only three items. The MTurk sample scored 10% lower for “it is important 

to cut taxes” than the ABS but were more likely to explain their vote by opposing taxes. Another 

question explaining votes asked whether the respondent agreed with the statement “If the plan is 

implemented, I personally would not benefit.” In this case, the MTurk sample was more likely to 

agree with the statement scoring 19% more than the ABS while the Qualtrics sample scored 12% 

more than the ABS. Thus, overall, the three samples produced similar attitudes about policy 

stances and qualities of the proposed plan, with a few minor differences. 

The survey also examined how households value “use” and “non-use” components of 

water quality changes. “Use values” include the value of visiting and using the waterbodies 

impacted by the plan, such as improved fishing, better swimming conditions, and more wildlife 

to view when visiting and using waterbodies. “Non-use values” include the value of water 

quality changes for their own sake, even if the respondent doesn’t ever visit and use the 

waterbodies. The respondents were asked to consider how much of the value of the proposed 

water quality plan comes from “use” and “non-use” values. Again, this question was represented 

as a 5-point scale, ranging from “almost all value from use” to “almost all value from non-use.” 

All three samples got the majority of their value from a mix of use and non-use values and, on 

average, got slightly more value from non-use values. Of the three samples, Qualtrics got the 
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most value from non-use values, but neither the average scores from Qualtrics or MTurk differed 

from ABS by more than 10-percentage points. Using chi-square tests, we find that the responses 

to the use/non-use question are significantly different between the samples.  However, the 

general patterns are very similar across samples, as evident by the graph below. Overall, most 

people get equal value from use and non-use, while few people get value from either all non-use 

or use.  

 

Figure 3. Use and non-use value comparisons of each sample  

The dependent variable in our study is a dummy variable taking a value of 1 if the 

individual voted for the proposed policy and 0 if the individual voted against for the proposed 

policy. The main independent variable of interest is cost, which is the cost of the proposed policy 

for each individual. Figure 4 depicts how the percentage of those who voted “yes” varies over 

proposed cost and across samples. Based on economic theory, we expect cost to have a negative 

effect on the probability of voting “yes”. The other independent variables are changes in water 

clarity, water contact, fish biomass, and wildlife scores, although the experimental design does 

not hold these constant across the price levels for the sake of estimation efficiency. Based on 
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economic theory, we expect higher costs to have a negative effect on the probability of voting 

“yes”. We see in the figure that the expected relationship holds for the ABS sample with the 

percent yes declining monotonically with costs. In general, both the other samples also decline 

with costs, but the relationship is not strictly monotonic. We also see that the Qualtrics 

respondents are more likely to vote yes at all costs than the ABS, with the MTurk respondents 

always being the most likely to vote yes in each case.  

 

Figure 4. Percent of Yes Vote by Cost* 

* Figure 4 mutes the steepness of vote response to cost since, for efficiency, the experimental design tends 

to have small changes in quality at low costs more often than at high costs; specifically, average changes 

in quality at the highest cost are about double those at the lowest cost. Thus, all else is not equal across the 

price levels. 
 

Using information from the surveys, a logit model was estimated that relates the 

referendum vote to cost and each water quality index. 2 The regression uses data from all three 

 
2 The core model does not include socio-demographic information. Inclusion of socio-demographic 

information did not change the general pattern of the valuation results. The coefficients on cost are negative and the 

coefficients on water quality indices are positive in all samples. Additionally, the inclusion of socio-demographic 

information did not change the significance level for any cost or water quality parameter. Importantly, income did 

not have a significant effect on voting for MTurk, contrary to expectations for some forms of validity (Whitehead et 

al., 2021). See appendix for estimation results. 
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sample types, although each sample type has its own interaction terms which effectively results 

in separate parameters for each sample. Coefficients, standard errors, and test statistics are 

reported in Table 1. MWTP is reported since the individual parameter estimates cannot be used 

to indicate a variable’s marginal effect. As expected, the coefficient on cost is negative and the 

coefficients on water quality indices are positive in all samples. Additionally, nearly every 

variable is significant at the 1% level demonstrating that there is significant sensitivity to the 

scope of the quality change in each sample type. Several tests yield mixed evidence on 

differences across samples. Comparing the parameters reveals that all parameters were 

significantly different across samples except for water clarity. We also examined the marginal 

willingness to pay (MWTP) for individual water quality indices. Although the values differ 

sometimes by more than a factor of two, most were not significantly different across the three 

sources; one exception was the low and insignificant MWTP for fish biomass in the Qualtrics 

sample and water contact in the MTurk sample. 

Next, we computed TWTP for a range of non-marginal changes by simultaneously 

moving each index by the same increment, which is shown in Figure 5 along with the 95% 

confidence intervals. We found that for the relevant range of water quality changes from baseline 

to 30 additional percentage points on the indices, the MTurk values were always significantly 

greater than the address sample at the 1% level, and the difference grows with the size of the 

changes. Although the Qualtrics values were significantly greater than the address sample for 

changes up to about a 22% improvement (13 points on the indices), the Qualtrics values showed 

less scope sensitivity (were less responsive to quality changes) and became lower than the 

address sample for changes that were 33% or larger (21 points on the indices).  
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We also computed TWTP for a range of non-marginal changes for each individual index, 

which is shown in the appendix, along with the 95% confidence intervals. The fish biomass score 

is the only index where a sample had almost constant values across the range of improvements, 

which was for the Qualtrics sample. This meant that ABS had lower values than Qualtrics for up 

to a 20-point increase, and higher values past this point. For each index, MTurk always had the 

highest TWTP values.  

Table 1.  Logit Model: Estimates and Statistics 

Variable ABS MTurk Qualtrics 
Differences 

Test 

Cost -0.0012*** 
-

0.0018*** 
-0.0013*** 4.60* 

SE 0.0001 0.0002 0.0001  

Δ in Water Clarity 

Score 
0.0140* 0.0190* 0.0138** 0.32 

SE 0.0054 0.0083 0.0045  

MWTP 11.2479 10.8388 10.6941  

Δ in Water Contact 

Score 
0.0117* 0.0369*** 0.0179*** 6.67** 

SE 0.0054 0.0082 0.0045  

MWTP 9.4302 21.0467 13.8535  

Δ in Fish Biomass 

Score 
0.0166*** 0.0237*** 0.0021 11.73*** 

SE 0.0043 0.0065 0.0036  

MWTP 13.3664 13.5512 1.6263  

Δ in Wildlife Score 0.0135* 0.0344*** 0.0112* 6.51** 

SE 0.0053 0.0081 0.0045  

MWTP 10.8689 19.6694 8.6855  

Constant 0.4136*** 0.7622*** 0.5215*** 2.81 

SE 0.1172 0.1718 0.0963  

N 2016 1069 2986 6539 

LogL    -4274.91 

Wald χ2    451.58 

Note: ***, **, * represents significance at the 1%, 5%, and 10% level 
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Figure 5. TWTP and 95% confidence intervals for a range of non-marginal changes to all four 

water quality indices  

1.6: Discussion 

Previous research comparing probability and non-probability samples has been mixed but 

generally finds that demographics and estimates from non-probability and probability samples 

differ. Even though research has been conducted on the topic, continuing research is necessary as 

internet access improves and recruiting methods for non-probability online panels change. 

Additionally, there is not an abundant amount of literature that specifically compares probability 

and non-probability samples for environmental SP studies. There is also the question of whether 

the research trend is true across geographic regions. Thus, this study contributes to the growing 

body of literature by evaluating the appropriateness of non-probability online samples as an 

alternative to probability samples for environmental SP surveys by examining differences 
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between demographic, attitudinal, and economic values. This is particularly relevant considering 

the time and monetary costs of SP surveys. The world is increasingly interconnected, and the 

internet plays an outsized role in communication making non-probability online samples are a 

cost-effective alternative for reaching most people. While these non-probability samples may be 

subject to greater bias, it is important to determine if they offer a viable alternative by achieving 

similar results to traditional probability sampling for SP. 

Overall, the results of our research lead to mixed conclusions about the probability versus 

non-probability samples. We find that while the samples differ in some demographics, such as 

the relative youth of the MTurk respondents, the samples were very similar on average across 29 

attitudinal variables and on the extent that they voted based on use versus non-use. In valuation 

models that included income, the MTurk sample income was not significant in explaining votes 

suggesting a potential validity problem. In terms of MWTP, most were not significantly different 

except for the fish biomass in the Qualtrics sample and water contact in the MTurk sample. 

Despite these similarities, there were notable differences between the probability and non-

probability samples in terms of WTP for non-marginal changes. The non-probability samples 

were more likely to vote yes and had higher values than the probability sample3, especially 

MTurk. Based on these results, we can generally conclude that the non-probability methods 

generate different valuation results than the probability-based sample, especially in terms of 

TWTP. 

Previous literature supports using probability-based samples for population-based 

applications. Our findings do not contradict this evidence and we recommend that probability 

samples be used for population studies. Considering that most policies are for non-marginal 

 
3 Including socio-demographic information in the model did not change the general pattern of results. In 

addition, performing a weighting procedure did not change the valuation results, as it did in some previous studies. 
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changes, and that we find differences between the samples in WTP for non-marginal changes, we 

also recommend that probability samples are used for policy applications and any high-stakes 

decisions. However, there are applications where non-probability sampling could be appropriate. 

For example, non-probability sampling could be useful for informing low-stakes decisions, for 

simple A/B tests, testing methods, or for preliminary/investigative testing.  

One limitation of this study is that there are unknowns due to the fact that Qualtrics 

aggregates panel respondents initially recruited by other firms. This means we lack information 

about opt in methods, the incentives Qualtrics respondents received, and the response rate for 

this sample. This is one avenue that future research could explore. Another limitation is that the 

MTurk sample size is about half the size of ABS and Qualtrics, which can affect internal validity 

comparisons and is something that should be considered by future studies.  Despite these 

limitations, these results are pertinent given the growing use of non-probability samples. Due to 

this growth, there is a wide range of issues for future research to explore. Future studies could 

employ different types of surveys, explore various policy questions, or utilize different non-

probability platforms. They could also explore various methodological or data quality devices. 

For example, this study used raking to weight the results to determine if differences persisted 

(see the Appendix), but a variety of other weighting methods could be used. As non-probability 

sampling grows in prevalence, continuing research will be necessary.  
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APPENDIX A: SURVEY SECTIONS OVERVIEW

 

Figure 6. An overview of the survey sections 
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APPENDIX B: SELECTED SURVEY SECTIONS 

Water Quality Indices Introduction: 

 

 

Figure 7. Introduction to the water quality portion of the survey 
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Water Clarity Introduction: 

 

 

Figure 8. Introduction to the water clarity portion of the survey 
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Water Contact Introduction: 

 

 

Figure 9. Introduction to the water contact portion of the survey 
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Fishing Water Quality Introduction:

 

 

Figure 10. Introduction to the fishing water quality portion of the survey 
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Wildlife Water Quality Introduction: 

 

 

Figure 11. Introduction to the wildlife water quality portion of the survey 
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Introduction to policy scenario and vote: 

 

 

 

Figure 12. Introduction to the policy scenario portion of the survey 
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Example of one-time payment: 

 

 

Figure 13. Introduction to the payment vehicle portion of the survey 
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Voting Page: 

 

 

 

Figure 14. The voting portion of the survey  
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APPENDIX C: ROBUSTNESS CHECKS 

To test the sensitivity of these logit results, we conducted various robustness tests. These 

included three procedures: imputation, raking, and an attention check. The goal of imputation 

was to replace any socio-demographic data that was missing due to non-response. First, 

education, children, employment, and gender4 were recoded as binary variables (i.e., no 

bachelor’s/bachelor’s and above, no children/children, unemployed/employed, and male/female). 

Respondents who had item nonresponse for these variables were assigned a random number 

between 0 and 1 for each piece of missing data. If the random number was lower than the mean 

for each variable, then the respondent was assigned a 1 and if the random number was higher 

than the mean they were assigned a 0. For those missing income data, the respondent was 

assigned a value equal to the mean income of completed responses. All missing data replacement 

was done individually by source. Nonresponse represented a very small portion of the sample: 

1.2%, 1.8%, 1.1%, 1.6% and 1.4% for education, children, employment, gender, and income, 

respectively. After all missing data was replaced, we applied the new data to our logit model that 

included socio-demographic information. The results can be seen in Appendix D, labeled as 

Model 3 and 4. Overall, imputation did not change the general pattern of our results. The signs 

and significance of all cost and water quality parameters remained similar.  

Next, we applied a raking procedure to this imputed sample, which involved weighting the 

data and trimming large weights. Raking is a process where observations in selected groups are 

weighted so that the relative size of each group in the sample matched the relative size of each 

group in the American Community Survey. The selected groups involved classifications of 

 
4 Less than 0.3% of the sample identified as “other” for gender. For these people, data was imputed using the 

same randomized procedure as for the item nonresponse to ensure the entire sample was represented in a binary 

fashion. 



39 
 

gender, education, children, income, and age. Extreme weights were trimmed by group and were 

considered any weight that was five times the mean. After the extreme weights were timed, the 

data was reweighted using the same raking procedure. This process of raking, trimming, and 

reweighting was repeated until no extreme weights were produced (Valliant & Dever. 2018). For 

ABS and Qualtrics, the data was re-weighted only once. For Mturk, the data was re-weighted 50 

times. While raking did not change the sign and significance of the cost parameters, it did 

decrease the significance of several water quality parameters and it did so across samples. So the 

overall pattern remained the same, but the results became weaker. Results can be seen in 

Appendix D as Models 5 and Model 6 (where Model 5 has no socio-demographic information 

and Model 5 includes socio-demographic parameters).  
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APPENDIX D: MODELS 2-5† 

Table 2. Additional Logit Models 

 Model 2 Model 3 Model 4 Model 5 Model 6 

 b/se b/se b/se b/se b/se 

Vote_yes      

Address_Cons -0.1705 0.4136*** 0.0246 0.3608** 0.3743 

 -0.2752 -0.1172 -0.2614 -0.1302 -0.2874 

MTurk_Cons 0.8562** 0.7622*** 0.9047** 0.7237** 0.9621* 

 -0.308 -0.1718 -0.3051 -0.2757 -0.427 

Qualtrics_Cons 0.8886*** 0.5215*** 0.9158*** 0.5557*** 0.7781** 

 -0.2179 -0.0963 -0.2175 -0.1172 -0.2562 

Cost*Address -0.0014*** -0.0012*** -0.0013*** -0.0011*** -0.0012*** 

 -0.0001 -0.0001 -0.0001 -0.0001 -0.0002 

Cost*MTurk -0.0018*** -0.0018*** -0.0018*** -0.0016*** -0.0018*** 

 -0.0002 -0.0002 -0.0002 -0.0003 -0.0003 

Cost*Qualtrics -0.0013*** -0.0013*** -0.0013*** -0.0012*** -0.0012*** 

 -0.0001 -0.0001 -0.0001 -0.0001 -0.0001 

DelCLS_ABS 0.0140* 0.0140* 0.0135* 0.0136* 0.0131* 

 -0.0058 -0.0054 -0.0055 -0.0061 -0.0061 

DelCLS_Mturk 0.0192* 0.0190* 0.0194* 0.0054 0.0071 

 -0.0085 -0.0083 -0.0085 -0.0126 -0.0129 

DelCLS_Qualtrics 0.0135** 0.0138** 0.0133** 0.0069 0.0066 

 -0.0046 -0.0045 -0.0046 -0.0055 -0.0055 

DelWCS_ABS 0.0177** 0.0117* 0.0132* 0.0058 0.0063 

 -0.0058 -0.0054 -0.0055 -0.006 -0.0061 

DelWCS_MTurk 0.0385*** 0.0369*** 0.0387*** 0.0219 0.0254* 

 -0.0083 -0.0082 -0.0083 -0.0129 -0.0128 

DelWCS_Qualtrics 0.0180*** 0.0179*** 0.0180*** 0.0146** 0.0146** 

 -0.0046 -0.0045 -0.0046 -0.0055 -0.0056 

DelFBS_ABS 0.0150** 0.0166*** 0.0157*** 0.0170*** 0.0160*** 

 -0.0046 -0.0043 -0.0043 -0.0047 -0.0048 

DelFBS_MTurk 0.0261*** 0.0237*** 0.0253*** 0.0311** 0.0339*** 

 -0.0066 -0.0065 -0.0066 -0.0102 -0.0101 

DelFBS_Qualtrics 0.0027 0.0021 0.0028 0.0008 0.0016 

 -0.0036 -0.0036 -0.0036 -0.0044 -0.0044 

DelWLS_ABS 0.0132* 0.0135* 0.0135* 0.0113 0.0117 

 -0.0057 -0.0053 -0.0054 -0.0059 -0.006 

DelWLS_MTurk 0.0376*** 0.0344*** 0.0368*** 0.0410** 0.0504*** 

 -0.0083 -0.0081 -0.0083 -0.0127 -0.0125 

DelWLS_Qualtrics 0.0115* 0.0112* 0.0111* 0.0168** 0.0172** 

 -0.0045 -0.0045 -0.0045 -0.0054 -0.0055 

Gender_ABS 0.2347*  0.2137*  0.0977 

 -0.1007  -0.0951  -0.1066 

Children_ABS -0.0266  -0.1862  -0.1567 

 -0.0556  -0.1159  -0.1306 
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Table 2 (cont’d) 

Eduction_ABS 0.2552*  0.2207*  0.1737 

 -0.106  -0.0994  -0.1047 

Employment_ABS 0.0178  0.0236  -0.0985 

 -0.115  -0.1079  -0.1213 

Age_ABS 0.0006  -0.0042  -0.0083* 

 -0.0036  -0.0034  -0.0038 

Income_ABS 0.0000***  0.0000***   

 0  0  0 

Gender_MTurk -0.3161*  -0.3467*  -0.3006 

 -0.1426  -0.1419  -0.2178 

Children_MTurk 0.4546**  0.4345**  0.5855** 

 -0.1445  -0.1437  -0.2106 

Education_MTurk 0.3081*  0.2852  0.6434* 

 -0.1507  -0.1497  -0.2624 

Employment_MTurk -0.0175  -0.0226  0.046 

 -0.1634  -0.1622  -0.2275 

Age_MTurk -0.0082  -0.0074  -0.0119 

 -0.0058  -0.0057  -0.0072 

Income_MTurk 0  0  0 

 0  0  0 

Gender_Qualtrics -0.0551  -0.0557  -0.1306 

 -0.0773  -0.0772  -0.0935 

Children_ Qualtrics -0.1122  -0.1203  -0.1994 

 -0.109  -0.1089  -0.1227 

Education_ Qualtrics 0.1824*  0.1861*  0.1211 

 -0.0819  -0.0818  -0.0955 

Employent_ Qualtrics 0.0207  0.0181  0.3003** 

 -0.0874  -0.0873  -0.1097 

Age_ Qualtrics -0.0129***  -0.0133***  -0.0125*** 

 -0.0029  -0.0029  -0.0034 

Income_ Qualtrics <0.0000***  <0.0000***  <0.0000*** 

 0  0  0 

Chi-sqr 590.859 473.264 590.693 262.797 428.607 

AIC 7492 7907 7783 7968 7795 

BIC 7732.6 8027.8 8024.2 8088.6 8037 

N 5863 6071 6071 6071 6071 

 

* p<0.05, ** p<0.01, *** p<0.001 

 

†  Model 2: Core model and sociodemographic information 

Model 3: Imputed data 

Model 4: Imputed data and sociodemographic information 

Model 5: Imputed then raked data  

Model 6: Imputed then raked data and sociodemographic information 

  



42 
 

APPENDIX E: TWTP FOR A RANGE OF NON-MARGINAL CHANGES 

 

Figure 15. TWTP for a range of non-marginal changes to CLS index 
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Figure 16. TWTP for a range of non-marginal changes to WLS index 
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Figure 17. TWTP for a range of non-marginal changes to FBS index 
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Figure 18. TWTP for a range of non-marginal changes to WCS index 
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APPENDIX F: MWTP FOR CHANGES IN INDICES 

 

Figure 19. MWTP for changes in indices with error bars 
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APPENDIX G: ATTRIBUTE TABLE 

Table 3. Table of attributes and levels 

Attribute  Attribute Level 

Cost $65, $195, $435, or $965 

Delta Water Clarity Score 0, 5, 10, 15, or 20 points 

Delta Water Contact Score 0, 5, 10, 15, or 20 points 

Delta Fish Biomass Score -5, 0, 5, 15, or 20 points 

Delta Wildlife Score 0, 5, 10, 15, or 20 points 

Note: The order the indices were presented and summarized was randomized across 

respondents 
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CHAPTER 2: Effect of Controlling for Heterogeneity in Preferences on Valuation Results 

2.1: Introduction 

As discussed in the previous chapter, one of the major concerns associated with non-

probability sampling are potential biases that may not be mitigated by balancing samples to 

“represent” population demographics (Baker et al. 2010). These concerns are particularly 

relevant given that the non-probability methods in our study generate several key valuation 

results than that differ in the probability-based samples, even after raking. One possible way to 

account for biases in coefficient estimates is to control for preference heterogeneity. Preference 

heterogeneity has long been recognized in SP studies, and it is recommended that analyses of SP 

data should include observed and unobserved preference heterogeneity (Johnston et al. 2017). 

Identifying preference heterogeneity is important for policy implications since it may affect the 

generalizability of results. Unmodeled heterogeneity can lead to a scenario where regression 

coefficients are correct for the sample, but incorrect for the population. If heterogeneity isn’t 

included in the analysis, then external validity is weakened, and the results aren’t generalizable 

for the population.  Preference heterogeneity is particularly relevant to nonprobability sampling 

because these samples tend to overrepresent certain populations. Depending on how 

sociodemographic characteristics are related to the outcome variable and the various attribute 

variables, this overrepresentation may negatively impact the validity of the findings (Pasek 

2016). In order to remedy this issue, it is necessary to identify whether preference heterogeneity 

exists between the samples, and if so, control for them.  

To identify preference heterogeneity, we compare the results of the logit model to a logit 

model with interaction terms, a mixed logit model, and a latent class model. We find that the 
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logit model is the best fit for the data, given that the other heterogeneity models often do not 

produce significant results or do not converge.  

2.2: Literature review 

One reason that preference estimates may differ between samples is due to preference 

heterogeneity. There are three main types of heterogeneity, described by Johnston et al., 2017. 

First, heterogeneity can occur when there are discrete groups of people, and each group exhibits 

a different set of preferences (which often calls for a latent class approach). Second, preferences 

can vary continuously across all individuals (which often calls for a mixed logit model with 

randomly varying parameters). Third, there may be one shared set of preferences across all 

respondents, but the error term has differing dispersions (which often class for an error 

component model). We focus on the first two types in this paper.  

Preference heterogeneity is well explored in environmental SP literature, often using a 

logit model with interaction terms, a mixed logit model, or a latent class model. Additionally, 

there are many studies that compare preference heterogeneity across these models (Bujosa et al., 

2010; Colombo et al., 2009; Hynes et al., 2008; Yoo & Ready, 2014), with some specifically 

doing so in the context of water quality improvements (Andrepoulos et al., 2015; Biro et al., 

2006; Chen et al., 2018; Khan et al., 2019; Kosenius, 2010). Many find that preference 

heterogeneity exists (Birol et al., 2016, Hynes et al., 2008) and is explained by sociodemographic 

characteristics (Bujosa et al.,2010; Chen et al., 2018; Khan et al., 2019; Kosenius, 2010; Yoo & 

Ready 2014). Most studies find that the models produce similar welfare estimates for the 

population (Andrepoulos et al. 2015; Colombo et al., 2009; Hynes et al., 2008), while one found 

that the models produce different welfare estimates (with the mixed logit model producing 

higher estimates) (Bujosa et al., 2010). Many find that the latent class model is the best fit and 
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better captures preference heterogeneity (Andrepoulos et al., 2015; Birol et al., 2016; Bujosa et 

al., 2010; Colombo et al., 2009; Kosenius), while some find that the mixed logit model was the 

better fit (Yoo & Ready, 2014). So, generally speaking, studies that compare preference 

heterogeneity models find that the models produce similar estimates for the population, but that 

the latent model fits the data better and better explains preference heterogeneity.  

Although preference heterogeneity is well explored in SP literature, not many studies 

focus on preference heterogeneity in non-probability sampling. One such study is by Thompson 

& Pickett (2019), which compares results about criminal justice attitudes from five online non-

probability samples that were drawn from either a crowdsourcing platform, Amazon Mechanical 

Turk (MTurk), or an opt-in panel platform, SurveyMonkey Audience to those from the General 

Social Survey (GSS). They found that their results were likely biased due to effect heterogeneity, 

since the non-probability samples generated results that were not of the same magnitude as the 

GSS coefficients, diminishing external validity.  

This chapter investigates whether preference heterogeneity exists between the samples 

and, if so, whether any differences are minimized after controlling for preference heterogeneity. 

Currently, there is a need for research on preference heterogeneity in non-probability 

environmental SP surveys and our research seeks to contribute to this growing area. This area is 

particularly relevant because it is not only important to identify whether there are differences 

between non-probability and probability sample, but also to determine whether we can control 

for these differences. My findings to date are mixed. Although all conditional logits with 

heterogeneity captured with interaction converge, the RP & LC models generally do not.  
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2.3: Econometric Methods and Specification 

Binary Logit Model 

The conditional logit model identifies the population average preference, which is akin to 

assuming preference homogeneity across respondents since a single utility parameter estimate is 

estimated for each attribute. When moving away from the population average results, the 

conditional logit implies that all respondents have the same tastes for each attribute. To 

incorporate preference heterogeneity within the conditional logit approach, socioeconomic 

variables must be included as interactions with attributes or as interactions with alternative-

specific constants. 

To estimate the model, we use a binary logit model. Thus, we model the probability of 

individual i voting yes as Pr1:  

𝑃𝑟𝑖1 =
1

1+𝑒−(𝛽𝑄𝑖1) =
𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖 −𝜃𝑃𝑖

1+𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖
              

where Pr is the probability that respondent i will respond with a yes vote, β is a vector of 

marginal utility parameters to be estimated, 𝛼𝑖1 are alternative specific regressors, and Q is a 

vector of explanatory variables for the four water quality indices.  

Mixed Logit Model 

The mixed logit model incorporates preference heterogeneity by allowing the utility 

parameters to vary across respondents. For the mixed logit model, we assume that there is a 

continuous distribution of f(βi) in the population. To get the unconditional choice probabilities, 

The unconditional choice probabilities are the integrals of the standard logit model over a density 

of parameters 𝛽𝑖 which depends on parameters θ (Train 2009).: 

𝑃𝑟𝑖1 = ∫(
𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖

1 + 𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖
) 𝑓(𝛽𝑖|𝜃)𝑑(𝛽𝑖) 
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where Pr is the probability that respondent i will respond with a yes vote, 𝛽𝑖 is a vector of 

marginal utility parameters to be estimated, 𝛼𝑖1 are alternative specific regressors, and f(𝛽𝑖)  is a 

density function.  

Integral 5 can be approximated via simulation. The simulated probability is given by: 

�̃�𝑖1 = ∑(
𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖

1 + 𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖
)/𝑅

𝑟

 

where R is a set of draws from f(β). 

Latent Class Model 

 The latent class model incorporates preference heterogeneity via discrete distributions, 

whereas the mixed logit uses continuous distributions. The latent class model assumes that a 

population is comprised of classes, or different “types” of people. Within each type or “class”, 

preferences are assumed to be homogenous, but preferences are assumed to be heterogenous 

across classes. The latent class model is constructed by linking a series of conditional logit 

models, where each class (C) has its own conditional logit model. So if there are four classes, 

there will be four conditional logit models. Each class conditional logit model will then have its 

own set of utility functions. The link between the series of conditional logit models is also a 

conditional logit model, called a class assignment model. In the class assignment model, each 

individual has a probability of belonging to each class. In addition, each individual has a 

probability of choosing one of the alternatives (conditional on belonging to the class). In sum, 

the latent class logit model explains preference heterogeneity across individuals conditional on 

the probability of membership in a latent class. 

For the latent class model, the unconditional probability of the observed panel of choices 

is a weighted average over the c classes with weight πc. This is given by: 
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𝑃𝑖1|𝑐 = ∑ 𝜋𝑖𝑐 ∏[
𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖

1 + 𝑒𝛼′𝑖+𝛽𝑑𝑄𝑖−𝜃𝑃𝑖
]

𝑇

𝑡=1𝑐

 

where class assignment is given by: 

𝜋𝑖𝑐 =
𝑒𝑉𝑖𝑐

∑ 𝑒𝑉𝑐
𝑐∈𝐶

 

 

2.4: Results 

Logit Model + Socio-demographic Interaction Terms 

We incorporated preference heterogeneity using a conditional logit model with 

interaction terms, a mixed logit model, and a latent class model. The logit model with interaction 

terms is the same as the original logit model, except it includes interaction terms between 

sociodemographic variables (employment, education, children, income, and gender) and each 

water quality variable and sample dummy variables. Thus, for each sample the interactions 

together show the degree to which the different samples vary by sample’s demographics with 

interactions in the model and the utilities and water quality utilities. Coefficients, standard errors, 

test statistics, and marginal willingness to pay (MWTP) are reported in Table 2.1. As expected, 

the coefficient on cost is significantly negative and the nearly all the coefficients on water quality 

indices are significantly positive in all samples. Of all the interaction terms, only the interaction 

between employment and Qualtrics, education and Qualtrics, education and MTurk, children and 

Mturk, income and ABS, income and Qualtrics, and gender and Qualtrics are significant. For 

these significant interaction terms, all have a positive relationship with the outcome variable, 

except the employment and gender interaction terms. These significant interaction terms indicate 

that on average preference heterogeneity does exist, especially in the non-probability samples. 

However, the preference heterogeneity is not the same across samples.   
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Several tests yield mixed evidence on differences across samples. Unlike in the original 

logit model, half of the parameters were significantly different across samples: fish biomass, 

wildlife score, children, income, gender, and the constants. Interestingly, the cost, water clarity, 

and water contacts scores are not significant in the interaction model but were significant in the 

original model. This suggests that incorporating preference heterogeneity controls for differences 

in cost and some water quality parameters. We also examined the marginal willingness to pay 

(MWTP) for individual water quality indices. Most were not significantly different across the 

three sources; as before in the conditional logit without heterogeneity, the one exception was the 

low and insignificant MWTP for fish biomass in the Qualtrics sample.  

Mixed Logit Model 

After estimating the logit models, we used a mixed logit model to incorporate preference 

heterogeneity. For this model, the interaction terms between the water quality indices and the 

sample sources were specified as random parameters. However, this model did not converge. To 

simplify, we ran a mixed logit model for each sample source. In addition, we ran the models 

using different estimation commands and different specified numbers of Halton draws (nrep). 

Most models did not converge, and it was not consistent across commands. In addition, these 

models yielded almost no significant heterogeneity (the standard deviations for the distribution 

of the parameters). 

 Using Arne Hole’s mixlogit routine in Stata with 10 nreps, the model converges for 

every sample. However, this is a very low number of draws to be reliable. Using mixlogit with 

50 nreps and no constant, MTurk did not converge but ABS and Qualtrics did. Using mixlogit 

with 50 nreps and a constant, ABS did not converge but MTurk and Qualtrics did. Using the 

cmmixlogit command in stata, none of the models converged. Next, we simplified the model 
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further and included only one water quality index in the model. We compared the results of 

mixlogit with 50 nreps and ccmixlogit with 50 draws. Of these, only CLS for MTurk and 

Qualtrics did not converge. However, these models produced almost no significant standard 

deviations of parameters. We also ran the model in NLogit, but none of the models converged.  

Latent Class Model 

 5 latent class models were estimated, where model membership was specified by each of 

the sociodemographic variables.  For each model, two classes were specified. Similar to the 

mixlogit models, the latent class models did not converge or did not produce significant 

heterogeneity. This is true when the models were estimated using the expectation-maximization 

(EM) algorithm, as well as when the models were estimated using maximum likelihood 

estimation. 

2.5: Discussion 

Identifying preference heterogeneity is an important step in the analysis of SP data since 

it may affect the generalizability of results. If heterogeneity is unaccounted for, it may be 

possible that the results are correct for the sample but unrepresentative for the population. This is 

especially true for non-probability data, since these samples tend to overrepresent certain 

segments of the population. Previous research has shown that preference heterogeneity often 

exits due to sociodemographic differences. While this has not been extensively studied in non-

probability samples, one study has shown that such differences likely biased the results, with the 

non-probability sample generating different values than the probability sample (Thompson & 

Pickett 2019).  

We attempt to investigate preference heterogeneity by estimating a conditional logit 

model with interaction terms, a mixed logit model, and latent class models. Overall, the results of 
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our preference heterogeneity research are inconclusive.  The conditional logit model with 

interaction terms to capture heterogeneity converged and generally indicated that preference 

heterogeneity exists. This is especially true in the non-probability samples. However, the mixed 

logit models and the latent class models typically did not converge, and if they did there was 

almost no significant heterogeneity. There are several possibilities for this result. First, it could 

be that heterogeneity was simply not important in the samples and, thus, the models did not 

produce significant standard deviations for the distribution of the parameters. Second, it could be 

related to the data itself, whether it be a feature of the data quirks or limited sample sizes. 

Overall, the results did not give a clear indication of whether preference heterogeneity exists and 

whether it biases our results. Given these inconclusive results, the fact that preference 

heterogeneity in non-probability samples has not been widely studied, and that non-probability 

samples tend to overrepresent some populations, there is a call for continued research.   
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Table 4.  Conditional Logit Model with Heterogeneity Interactions: Estimates and Statistics 

Variable ABS MTurk Qualtrics 
Differences 

Test 

Cost -0.0014*** -0.0018*** -0.0013*** 3.55 

SE (0.0001) (0.0002) (0.0001)  

Δ in Water Clarity 

Score 
0.0140* 0.0192* 0.0135** 0.36 

SE (0.0058) (0.0085) (0.0046)  

MWTP 10.2897 10.8399 10.2180  

Δ in Water Contact 

Score 
0.0117* 0.0385*** 0.0180*** 5.15* 

SE (0.0058) (0.0083) (0.0046)  

MWTP 13.0488 21.7751 13.6432  

Δ in Fish Biomass 

Score 
0.0150** 0.0261*** 0.0027 11.14*** 

SE (0.0046) (0.0066) (0.0036)  

MWTP 11.0161 14.7982 2.0548  

Δ in Wildlife Score 0.0132* 0.0376*** 0.0115* 7.97** 

SE (0.0057) (0.0083) (0.0045)  

MWTP 9.7360 21.2602 8.6863  

Gender 0.2347* -0.3161* -0.0551 10.85*** 

SE (0.1007) (0.1426) (0.0773)  

MWTP 172.5685 -178.8716 -41.7372  

Children -0.0266 0.4546** -0.1122 11.16*** 

SE (0.0556) (0.1445) (0.1090)  

MWTP -19.5702 257.2743 -85.1007  

Education 0.2552* 0.3081* 0.1824* 0.66 

SE (0.1060) (0.1507) (0.0819)  

MWTP 187.6492 174.3655 138.2945  

Employment 0.0178 -0.0175 0.0207 0.04 

SE (0.1150) (0.1634) (0.0874)  

MWTP 178.8961 -9.9162 15.6993  

Age 0.0006 -0.0082 -0.0129*** 8.62** 

SE (0.0036) (0.0058) (0.0029)  

MWTP .4491 -4.6622 -9.7829  

Income 0.0000*** -0.0000 0.0000*** 12.23*** 

SE (0.0000) (0.0000) (0.0000)  

MWTP .0037 -.0005 .0031  

Constant -0.1705 0.8562** 0.8886*** 10.24*** 

SE (0.2752) (0.3080) (0.2179)  

N    5863 

LogL    -3710.1098 

Wald χ2    590.86 

     

Note: ***, **, * represents significance at the 1%, 5%, and 10% level 
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