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ABSTRACT

Recent developments in bottom-up synthesis of atomically precise graphene nanoribbons

(GNRs) [1] are paving the way for new technologies with ångström-scale features that host a

myriad of electronic, spin, and topological properties [2]. Studying the ultrafast phenomena

relevant to the optoelectronic potential of these GNRs requires extreme spatio-temporal reso-

lution. Conventional techniques for atomic-scale investigation of materials, such as scanning

tunneling microscopy (STM) and scanning tunneling spectroscopy (STS), lack the necessary

time resolution to investigate ultrafast dynamics. Meanwhile, conventional ultrafast mea-

surements are able to time-resolve the optical excitations of these GNRs, but, they lack the

requisite spatial resolution to perform more precise experiments on isolated individual struc-

tures. Instead, they act on ensembles and average over many GNR lengths, orientations,

and sample qualities [3, 4].

With the development of terahertz scanning tunneling microscopy (THz-STM), coherent

control of tunneling electrons on sub-picosecond timescales is now possible in an STM tunnel

junction [5–18]. However, to fully empower THz-STM as a scientific tool for materials science,

an approach to characterize the electronic properties of new materials and nanostructures

without prior knowledge of the sample response is needed. This demands the establishment

of terahertz scanning tunneling spectroscopy (THz-STS) with atomic spatial resolution and

an approach to analyzing such measurements.

In this thesis, we demonstrate atomic-scale THz-STS for the first time by extracting

the differential conductance (dI/dV ) from a model GNR system with ångström-scale res-

olution in all three spatial dimensions [18]. We utilize bottom-up synthesis to construct

atomically precise 7-atom-wide armchair graphene nanoribbons (7-AGNR) on an Au(111)

substrate. THz-STM is applied to probe the electronic structure of a 7-AGNR while oper-

ating at ultralow tip heights, where the distance between STM tip and GNR is reduced by

∼3.0− 4.0 Å compared to conventional STM tip heights. We construct a model of the GNR

electronic density of states and apply THz-STS to a collection of THz-STM images taken at



different incident THz field strengths to construct dI/dV maps of the frontier orbitals on a

7-AGNR segment. Lastly, a set of time-domain measurements are performed in the hopes of

observing dynamical effects associated with charging of the GNR during charge injection by

the THz-STM. The aforementioned steady-state THz-STS results are sufficient to describe

the time-domain measurements without charging, suggesting further sample preparation is

needed to decouple the GNR from the Au(111) surface and reveal transient effects.

We further develop and test an algorithm, based on a polynomial representation of the

junction I-V curve, for extracting the tunnel junction dI/dV accessed by an ultrafast THz-

STM probe in both steady-state and optical-pump/THz-STS-probe experiments [19]. We

test our algorithm against a set of model systems constructed to represent typical STM sam-

ples, e.g., metals, semiconductors, and molecules. Then, we simulate a THz-STS experiment

wherein we address systematic error by defining a procedure to determine the algorithm

parameters. After setting the stage with steady-state THz-STS, our algorithm is expanded

upon, and we show how a dynamic junction I(V ) predicted for an optical-pump/THz-STM-

probe experiment can be extracted from THz-STS measurements. By applying the cross-

correlation theorem in the frequency domain we find that the time-resolution of THz-STS

is not limited to the input bandwidth of the ultrafast THz voltage pulse. As a result, our

pump-probe THz-STS algorithm reveals dynamics faster than a single oscillation cycle of

the THz transient, and in the future may be combined with atomically resolved THz-STS

experiments to bridge a new frontier of ultrafast materials science.



ACKNOWLEDGEMENTS

First and foremost, I would like to recognize the amazing opportunity provided by my

advisor, Dr. Tyler L. Cocker. Being the first to join his research team has been an in-

credible experience. My time in his group has turned into a life-changing experience. Tyler’s

passion for research and enthusiasm for teaching and collaboration has been very inspira-

tional. With his guidance, I have accomplished more than I had ever imagined possible. I

am grateful for his patience and support while I developed as a scientist and individual.

I owe nearly as much to Dr. Vedran Jelic. Our time together building up the THz-

STM system was an incredible experience. He is the co-first author of our group’s first

publication, which came from our work performing THz-STM of 7-AGNRs. His dedication

to our research was very motivational and I believe lead to our lab developing as rapidly as

it did. I owe much of my technical knowledge to the time working alongside him.

We received gracious support for our STM experiments from Dr. Reza Loloee. Our

experiments required that our system stays at cryogenic temperatures for extended periods.

Reza made sure we had the liquid nitrogen and liquid helium to keep our experiments

running.

The department machine shop produced several critical components for our optical

setup. I had the fortunate opportunity to learn mechanical skills from Robert Bennett.

Working closely with Rob and using insight gained from my time in his machine shop course

we constructed the dry-air purge box that enables the maximum performance of our THz

setup.

Lastly, I want to thank my friends and family for their love and support over the

years. The road to where I am today started a long time ago. All the lessons I’ve learned

and the experiences I’ve shared with each of you has shaped me into the person I am today.

iv



PREFACE

The research conducted for this thesis was performed from August 2017 to October

2022 at Michigan State University under the guidance and supervision of Professor Tyler L.

Cocker. The work has led to two collaborative refereed publications, of which I am co-first

and first author. I have further delivered one invited talk and three contributed talks on

these results. For the presentation of my work, I have been awarded first place and runner-

up in the student presentation competition at the 45th and 47th (respectively) International

Conference on Infrared, Millimeter, and Terahertz Waves: IRMMW-THz. The publications,

along with their corresponding author contributions, are listed below.

S. E. Ammerman, V. Jelic, Y. Wei, V. N. Breslin, M. Hassan, N. Everett, S. Lee, Q. Sun,

C. A. Pignedoli, P. Ruffieux, R. Fasel & T. L. Cocker. “Lightwave-driven scanning tunnelling

spectroscopy of atomically precise graphene nanoribbons,” Nat Commun 12, 6794 (2021).

I constructed the experimental setup with help from V. Jelic, V. N. Breslin, and T. L.

Cocker. I conducted the experiments with V. Jelic and T. L. Cocker, with assistance from

M. Hassan and S. Lee. I grew the graphene nanoribbon samples with V. Jelic. Precursor

molecules were supplied by R. Fasel and P. Ruffieux, who also consulted on nanoribbon

preparation and STM characterization of samples. Y. Wei, N. Everett, V. Jelic, T. L. Cocker,

and I constructed the model used during data analysis. I performed the data analysis with

V. Jelic and T.L. Cocker. Density functional theory calculations were carried out by Q. Sun

and C. A. Pignedoli. V. Jelic, T. L. Cocker, and I worked together, with input from the

rest of the authorship, to write the manuscript. T. L. Cocker supervised the project. A

majority of the experiments were performed in the weeks leading up to the COVID related

laboratory shutdowns. Follow-up measurements were unable to be completed until we could

safely return to campus. These results are described in chapter 6.

v

https://doi.org/10.1038/s41467-021-26656-3
https://doi.org/10.1038/s41467-021-26656-3


S. E. Ammerman, Y. Wei, N. Everett, V. Jelic, & T. L. Cocker. “An Algorithm for

Terahertz Scanning Tunneling Spectroscopy,” Phys. Rev. B 105, 115427 (2022).

The project was initiated by T. L. Cocker with first simulations performed by N. Everett.

I developed the simulation models with Y. Wei, N. Everett, and T. L. Cocker. I programmed

the steady-state algorithm with N. Everett and I programmed the time-dependent algorithm

with Y. Wei. I analyzed and interpreted the simulation results with input from V. Jelic and

T. L. Cocker. I worked together with V. Jelic and T. L. Cocker to prepare the manuscript.

T. L. Cocker supervised the project. The algorithm developed in this work is discussed in

chapter 7.

vi

10.1103/PhysRevB.105.115427
10.1103/PhysRevB.105.115427


TABLE OF CONTENTS

LIST OF ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2 Scanning Tunneling Microscopy . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1 Tunneling in One Dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Atomic Scale Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 Tunneling Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4 LT-UHV STM System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Ultrafast Light Probe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.1 Terahertz Pulse Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 THz Pulse Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4 Terahertz Scanning Tunneling Microscopy . . . . . . . . . . . . . . . . . . . 62
4.1 Ultrafast STM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 A Guide to THz-STS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5 Atomically Precise Graphene Nanoribbons . . . . . . . . . . . . . . . . . . 87
5.1 Surface-Assisted Bottom-Up Assembly . . . . . . . . . . . . . . . . . . . . . 87
5.2 Scanning Tunneling Spectroscopy of 7-AGNRs . . . . . . . . . . . . . . . . . 93
5.3 Tip-Induced GNR Modifications . . . . . . . . . . . . . . . . . . . . . . . . . 98

6 THz-STM of 7-atom-wide Armchair Graphene Nanoribbons . . . . . . . 100
6.1 THz-STM at Ultralow Tip Heights . . . . . . . . . . . . . . . . . . . . . . . 100
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Chapter 1

Introduction

Gaining greater insight into the character of nanoscale electronic systems is a cornerstone

of materials science and condensed matter physics. For many years, such a pursuit has been

held to a convention that one must choose between observations on the systems’ natural

length scale or their intrinsic timescale. The insight to be gained by investigating new

materials has quickly reached a point where behavior at the atomic scale is crucial to device

function. Strong confinement of excited electrons on nanometer length scales, well below

what they would experience in bulk counterparts (100’s of nm), leads to new non-classical

phenomena [20]. Measurements on their natural length scale allows them to be integrated

into existing or advanced architectures, e.g., field-effect transistors with atomically precise

GNRs [21]. Electronic scanning probe techniques such as STM and atomic force microscopy

(AFM) allow for robust construction and characterization of nanostructures [22], vibrational

spectroscopy of single molecules [23], as well as spatial mapping of intramolecular forces [24].

The extreme spatial resolution of STM is due to the quantum tunneling effect that results

in a current developing when an STM tip is brought within approximately one nanometer

of a conducting sample surface [25]. Applying a voltage bias between the tip and sample

changes the energy level alignment between the two systems and alters the tunneling current

between them. Study of the junction’s current-voltage characteristic (I(V )) as a function

of applied bias and extracting a dI/dV spectrum is known as STS and is the foundation

of materials characterization using STM [26–28]. The energy selectivity of STS allows one

to image the real-space distribution of the electronic density of states and has lead to the

detection of quasi-particle interference of electrons on surfaces [29–31] and within confined

structures [22, 32].

While scanning probe techniques offer the requisite spatial resolution to explore mod-

ern materials, they lack access to important dynamical behavior probed by far-field optical
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measurements utilizing ultafast light pulses. Far-field techniques such as optical and THz

spectroscopies have been indispensable tools for determining conductivity [33–35] and en-

ergetic transitions [4], as well as coherent control of molecular rotations [36, 37]. The THz

frequency range spans the gap between mid-infrared (MIR) and microwave frequencies. For

1 THz, the wavelength is λ = 300 µm, which corresponds to a photon energy of just 4meV

(for comparison, kBT = 26 meV at room temperature). Hence, THz light is considered non-

ionizing radiation. The THz frequency range is well suited for investigation of low-energy

collective excitations in condensed matter systems, e.g., plasmonic modes and phonons [38].

Through the technique of free-space electro-optic sampling (EOS) [39, 40], time-domain

measurements of the THz electric field have become standard in materials characterization

[38, 41]. It has been shown that THz frequencies have access to the evolution of collective

excitations directly on their natural timescales. Integrating a femtosecond (fs, 10−15 s) op-

tical pump pulse into a THz spectroscopy setup, time-resolved THz spectroscopy can be

performed by recording the time-domain electric field of a free-space propagating THz pulse

at a series of time delays relative to sample photoexcitation. For example, the build-up of

screening of photoexcitated free-carriers has been observed [42]. Ultrafast optical techniques

are also capable of following the evolution of molecular systems, e.g., chemical reactions [43,

44] and molecular reaction dynamics [45]. Access to the natural length and timescale of these

processes simultaneously would be groundbreaking in the areas of surface-assisted chemistry

[46] and tip-induced chemical reactions [47]. Combining a range of technical concepts from

ultrafast THz and optical spectroscopy measurements with the ultimate spatial resolution

of STM will allow us to fully characterize a vast array of structure and function on length

scales many orders of magnitude smaller than the diffraction limited spot size of a focused

ultrafast light pulse, as illustrated in Figure 1.1.

THz-STM builds on the lessons learned in junction mixing STM [48], where light pulses

generate fast voltage pulses that couple to the junction via a transmission line. Coupling light

pulses directly to the tip apex of an STM from the far-field allows us to generate ultrafast

voltage pulses across the STM junction. THz-STM utilizes a phase-stable single-cycle THz-

frequency light pulse (ETHz(t)) to apply an ultrafast transient bias voltage (VTHz(t)) to

the tunnel junction of an STM system. Benefiting from an enormous field enhancement

(105 − 106) at the scanning probe apex [5, 7, 8, 13], the THz electric-field transient operates

in the strong-field regime [17]. The Keldysh parameter (γ) distinguishes between the strong-
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Figure 1.1: Far-field (left) and atomically resolved (right) measurements of GNRs. In the
far-field, on the length scale of millimeters to micrometers, light is focused onto sample
surfaces containing many different GNRs of various lengths and orientations. At the sub-
nanometer scale, scanning probe techniques such as STM investigate individual species with
well characterized lengths and structure.

field (γ < 1) and multi-photon (γ > 1) regimes by relating the tunnel junction’s ionization

energy to the pondermotive energy of the driving field. It is on the order of 10−3 for THz-

STM [49], whereas for optical pulses of the same field strength it is >1. In the strong-field

regime, the THz field can be considered a quasi-static voltage transient that changes the

energy landscape of the tunnel junction, temporarily opening tunneling pathways on sub-

picosecond timescales. This voltage pulse is then rectified by non-linearities of the junction’s

I(V ) to produce a non-zero flow of current between the tip and sample. The resulting

THz-induced current pulse far exceeds the bandwidth of traditional STM electronics, with

pulse durations of <500 fs. THz-STM measurements often use lock-in detection to measure

the average THz-induced current, which is proportional to the charge rectified by each THz

pulse at the repetition rate of the laser system. A typical lock-in detection scheme allows

high-repetition-rate systems to detect THz driven current on the order of 1 electron per

pulse.

The field of THz-STM was first established in 2013, when a THz-driven STM system

demonstrated nanometer spatial resolution and sub-picosecond (∼500 fs) temporal resolu-

tion [5]. Operating in ambient conditions reduced the stability of the junction, limiting the

spatial resolution. Now, THz-STM systems operate in ultrahigh vacuum (UHV) environ-

ments and at cryogenic temperatures, which provides the stability required for precision

3



measurements on the smallest scales. Near liquid helium temperature (<10K), molecules

can be adsorbed onto mono- to few-layer sodium chloride (NaCl) islands and imaged with

STM and AFM [24, 50]. Utilizing THz-STM, orbitally selective tunneling out of the high-

est occupied molecular orbital or into the lowest unoccupied molecular orbital was shown

to induce an oscillation of the temporarily charged molecule within the junction, over an

insulating NaCl island, in a THz-STM-pump/THz-STM-probe experiment [7].

In addition to resonant tunneling through molecular orbitals, THz-STM can investigate

the junction I(V ) much like conventional STS. The polarity of VTHz(t) determines the net

flow of THz-induced current. Phase and amplitude control of ETHz(t) allows for the inves-

tigation of the I(V ) that rectifies the THz voltage [6, 9]. While steady-state experiments

may, at times, be approximated by rectification on the I(V ) measured in DC-STM, unique

circumstances, such as extreme tunnel currents recorded during THz-driven imaging of the

metallic-like Si(111)-(7x7) surface [8], will lead to a deviation from DC measurements. Ul-

timately, for atomic-scale non-equilibrium states induced by photoexcitation, the I(V ) of

the junction will be unknowable by means other than ultrafast THz-STM. The field is now

at a point where the development of a THz-STM analogue to STS is needed. A form of

THz-STS capable of extracting both steady-state and time-dependent information will bring

THz-STM to the forefront of materials science research. However, with two vital unknowns

contributing to the measured signal, i.e., an unknown I(V ) and VTHz(t), the problem was

nearly intractable. Yet, recent advances in the detection of THz near fields at the apex of

an STM tip [10, 11, 15] have allowed us, in this thesis, to develop an approach to extracting

the junction’s I(V ) when the only a priori knowledge is VTHz(t).

In this thesis, we pair a custom, commercial STM system operating in UHV and at

cryogenic temperatures with a MHz-repetition-rate near-infrared (NIR) laser system and a

state-of-the-art, home-built THz generation setup to drive and detect single-electron charge

rectification on the scale of 160 fA per pulse with a high-gain (109 V/A) current preamplifier

and lock-in detection. By operating at cryogenic temperatures, stray signals are reduced and

numerous simplifications in STM formalism can be applied [51]. The details of our STM

system and the modes of operation used to characterize samples at low temperature under

UHV conditions are described in Chapter 2.

The generation of single-cycle, phase stable, free-space THz light pulses was first demon-

strated via generation by fast currents in optically-pumped semiconductor photoswitches [52].
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New light sources based on efficient nonlinear frequency down conversion in crystals such

as lithium niobate (LiNbO3) [53] have lead to higher peak fields [54] suitable for THz-STM.

Chapter 3 details (i) our THz generation scheme using the optimized tilted pulse-front ge-

ometry established in reference [55], (ii) our setup for performing the aforementioned EOS

measurements, and (iii) characterization of the THz pulses produced in our setup.

Though THz-STM is analogous to DC-STM in many ways, understanding subtleties

between the techniques is required before meaningful measurements can be performed. Ad-

ditionally, characterization of VTHz(t) is necessary for the analysis of THz-STM data and,

therefore, an implementation of photoemission sampling is needed. In Chapter 4, I dis-

cuss how we manipulate ETHz(t) and sample VTHz(t) in the tip’s near field. The principles

of THz-STM are described, along with a walkthrough of THz-STM operation for materials

characterization. Our new methodology for THz-STS measurement modes are also presented

in Chapter 4.

Graphene nanoribbons are an exciting platform for atomic-scale optoelectronic devices,

as light is expected to interact strongly with the system’s electrons to drive them out of

equilibrium [56, 57]. With methods developed for surface-assisted bottom-up synthesis using

molecular precursor molecules [1], atomically precise GNRs offer a tunable system compati-

ble with density functional theory (DFT) for first principles calculations of system properties

[58–60]. Properties such as magnetism [61], band-gap [62], and topological states [63, 64] are

customizable, while heterojunction devices can be directly grown [65, 66]. DFT calculations

predict excitonic properties for armchair- [67, 68] and chevron-type [69] GNRs as well as

topological phases in cove-edged and chevron GNRs [70]. Far-field THz spectroscopy exper-

iments have reported ultrafast dynamics in GNRs [3, 4, 71, 72], making them an excellent

candidate for first atomic-scale THz-STS studies in both steady-state and pump-probe con-

figurations. Chapter 5 describes our growth in UHV conditions and STM characterization of

atomically precise 7-AGNRs via bottom-up synthesis using 10,10’-dibromo-9,9’-bianthracene

(DBBA) precursor molecules deposited onto an Au(111) surface.

As stated previously, an analogous form of STS is needed for THz-STM to move forward

as a tool for materials science. Measurements of the DC I(V ) curve, and the corresponding

dI/dV spectra, for 7-AGNRs exhibit wide band gaps of ∼ 2−2.5 eV [73], which are suitable

for optical excitation with visible light pules. The valence band (VB) and conduction band

(CB) onsets are located at approximately −0.8 eV below the Fermi level and +1.5−2.0 eV
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above the Fermi level, respectively [74–76]. The VB and CB onsets provide nonlinearities

in the GNR I(V ) curve that will rectify VTHz(t). Due to the bipolar nature of VTHz(t), both

positive and negative voltages are sampled during THz-STM. The convolution over I(V )

features in the rectified charge poses a significant challenge when interpreting THz-STM

data. Chapter 6 describes our THz-STM measurements of single 7-AGNRs and subsequent

extraction of the spatially dependent dI/dV spectrum probed during THz-STM operation,

which establishes atomic-scale THz-STS for the first time.

A significant challenge in performing ultrafast pump-probe THz-STS is the lack of a

priori knowledge of the junction’s non-equilibrium I(V ), e.g., following photoexcitation. In

order to bring THz-STS forward into a prominent role as a tool for atomic scale surface

science, we develop a theoretical framework to analyze THz-STS measurements. Previously,

data analysis for THz-STM experiments has largely relied on guess-and-check methods that

simulate rectification based on a model system [5, 7, 8]. In Chapter 7, we use measurements

of the rectified charge as a function of peak incident electric field strength (QTHz −ETHz,pk)

to perform THz-STS. I introduce our inversion algorithm, which combines measurements of

the near-field voltage transient [10, 11, 15] with QTHz − ETHz,pk data to extract the dI/dV

spectra of model and simulated systems. In a pump-probe experiment, the junction evolves

on a femtosecond to picosecond timescale following optical excitation. Nevertheless, our

algorithm allows us to extract the transient dI/dV with time resolution faster than a single

oscillation cycle of the THz probe, thereby accessing an elusive regime of spatio-temporal

resolution for materials science. With the advancements in analysis and developments in

experimental protocol established in this thesis, we demonstrate a new capacity for THz-STM

characterization of nanomaterials with simultaneous ultrafast time resolution and atomic

spatial resolution.
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Chapter 2

Scanning Tunneling Microscopy

2.1 Tunneling in One Dimension

Theoretical and experimental consideration of the classically forbidden phenomenon of

quantum mechanical tunneling dates back to the start of the 20th century, with work focusing

on the emission of electrons from solids [77] and metals subject to intense electric fields [78].

Quantum tunneling arises when an electron is near a material surface, represented in one-

dimension by a potential energy, V (z), with a barrier located at z = 0 of height V (0) = V0.

Figure 2.1 illustrates a free electron, with energy E, bound within a material as a plane wave

described by the function,

Ψe(z, t) =exp(ikz − i

ℏ
Et)

=ψe(z)ψe(t) ,
(2.1)

where k is the wavevector amplitude, z is distance along the normal of the material, and

ℏ is Planck’s constant. Application of the time-dependent Schrödinger equation will occur

later, in Section 2.3.1. For now, the spatial electron wavefunction comes as a solution to the

time-independent Schrödinger equation,

ℏ2

2m

∂2

∂z2
ψ(z) = [V (z)− E]ψ(z) , (2.2)

where m is the electron mass, resulting in a wavevector amplitude,

k =

√
2m

ℏ2
[E − V (z)] if E > V (z)

k =

√
2m

ℏ2
E if V (z) = 0 (region I)

k =

√
2m

ℏ2
[V (z)− E] = iκ if V (z) > E (region II)

(2.3)

with different forms depending on the potential and energy. With V (z) = 0, the wavefunction

forms a standing wave with a complex exponent, characteristic of the energy eigenstates of
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Figure 2.1: Quantum tunneling into a one-dimensional potential V (z). An electron wave-
function, ψe, is represented by a complex plane wave in region (I), where V (z) = 0, and
experiences a real-valued decay within region (II) where V (0) = V0.

the material system. However, when the electron wavefunction encounters the barrier with

E < V0 (i.e., bound in the material), k becomes imaginary and the exponent of Equation 2.1

becomes real. The result is an exponential decay of the wavefunction amplitude outside the

surface of the material. If another material is introduced within close proximity to the first,

such that the potential barrier is narrow, with width d ∼ 1 − 100nm, we can examine the

probability that an electron may tunnel through the barrier by applying Equation 2.2 and

Equation 2.1 again. However, to determine the probability amplitude, |ψ|2, of finding an

electron in each of the regions in Figure 2.2 we must consider multiple solutions to Equation

2.2. Notably, Equation 2.1 is valid for both −k and +k. We define a rightward propagating

wave with k > 0 and a leftward one with k < 0. The electron wavefunction is then described

as a superposition of rightward and leftward propagating waves,

ψ(z) =


Aeikz +Be−ikz z < 0 (region I)

Ce−κz +Deκz 0 < z < d (region II)

Feikz z > d (region III)

(2.4)

where A, B, C, D, F are complex amplitudes of the traveling wave components. The

probability of the electron tunneling through the barrier and being found in region III is

calculated by enforcing continuity of the wavefunction across the potential barrier edges at

z = 0 and z = d. Both ψ and its derivative must match at the boundary, leading to a set of
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Figure 2.2: Quantum tunneling through a one-dimensional potential barrier with height V0
and width d. An electron wavefunction, ψe, is represented by a complex plane wave in region
(I), where V (z) = 0, and experiences a real-valued decay within region (II), where V (z) > E.
The electron is shown to have tunneling through the barrier into region (III), where it forms
another complex plane wave with smaller amplitude.

coupled equations that defines the transmission through the barrier as,

T = |F |2 = 16E(V0 − E)

V 2
0

exp

(
−2d

√
2m

ℏ2
(V0 − E)

)
, (2.5)

i.e., the square amplitude of the wavefunction for z > d. Despite encountering a potential

barrier higher than the energy of the incident particle, the electron wavefunction spreads

out through space and leaks into the space past the barrier. The exponential decay of the

transmission factor is a hallmark of quantum tunneling and is expanded upon in Section

2.3.1.

The result in Equation 2.5 can be further generalized by allowing the height of the bar-

rier to vary at each boundary. Introducing the Fermi energy, EF, defines the highest energy

fully occupied by electrons on both sides of the barrier and allows us label a material’s work

function, Φ, as the distance from EF to the top of the barrier, as shown in Figure 2.3. In

Section 2.3.1, I will show how a tunneling picture that involves transmission between two

weakly interacting electronic reservoirs, known as the Bardeen model, replaces the trans-

mission amplitude in Equation 2.5 with the square of an energy dependent matrix element,
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Figure 2.3: Trapezoidal potential barrier diagram. The tip material (left) is characterized
by a work function, Φt, which is the difference between the Fermi energy, EF, and the top
of the potential barrier at z = 0. The sample material (right) is characterized by a work
function, Φs. Notably, the difference between Φt and Φs produces a trapezoidal barrier that
can be approximated by a rectangular barrier of height Φavg = (Φt +Φs)/2. The differences
in height can arise from a combination of material and geometrical differences.

|M(E)|2. The transmission factor,

T (E, V, d) ∝ exp(−2κd) = exp

(
−2d

√
2m

ℏ2
(V − E)

)
= exp

(
−2d

√
2m

ℏ2
(Φt + Φs)/2

)
= exp

(
−2d

√
2m

ℏ2
Φavg

) (2.6)

takes the same form as in Equation 2.5 but uses the average barrier height of the junction

formed between the materials [79]. This work function was among the first quantities mea-

sured after the development of a controllable vacuum gap [80] leading up to the establishment

of STM.

2.1.1 Tunneling Microscopy

Observations of tunneling current led to the development of tunneling spectroscopy

as a technique for characterizing the electronic properties of materials, leading to notable

advances over several decades, e.g., identification of the superconducting energy gap in

superconductor-insulator-metal devices [81]. These tunneling spectroscopy measurements

deviate from the expected vacuum behavior due to inhomogeneity of the insulating oxide
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Figure 2.4: Illustration of the basic operational principles of the scanning tunneling micro-
scope.

layer that separates the two conducting elements of the device [82]. A significant advance

occurred when the insulating layer of the structure was replaced with a controllable vacuum

gap, e.g., it became possible to observe vacuum tunneling based on the exponential depen-

dence of the current with tunnel gap distance, and hence to determine the material work

function [80]. With the extreme sensitivity to gap width realized, the tunnel current was

quickly utilized to control the height of a scanning probe tip while maintaining a vacuum

gap [83].

Due to the extreme sensitivity of the tunnel current on gap distance — tip height changes

on the order of 1 Å produce a change in tunnel current of one order of magnitude [27] —

precise control of the tip on the sub-Å scale is needed. The implementation of piezoelectric

crystals, whose structure deforms under external electric fields, provides picometer spatial

precision [51]. This allows for precise control while positioning the probe tip close to the

sample surface. A current feedback mechanism is typically employed in a constant-current

mode of operation to maintain the tip at a consistent distance from the surface. Figure 2.4

shows the basic operation of an STM system. The STM tip is scanned across the surface

and topography is generated as the tip height is modulated to maintain the current setpoint,
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IDC, at a voltage, VDC. While the vertical resolution is determined by the vacuum decay of

the tunnel current, the atomic lateral resolution comes from the area of the tunnel junction.

With this area being related to the radius of curvature of the tip, it becomes important to

control the geometry of the probe used to acquire STM images. The wavefunction of an

atomic-scale protrusion is typically considered a spherical s-wave with radius, R < 10Å, [84,

85] (red sphere in Figure 2.4), though higher order states may be the source of atomic scale

resolution [86].

Scanning across the surface in constant-current mode, the tip height traces out a topog-

raphy of the surface with ångström-scale resolution. Unlike atomic force microscopy [87], the

topography in STM does not necessarily correspond to the physical position of atoms but

rather to the local density of electronic states (LDOS). This has been shown in theoretical

modeling of the density of states for individual atoms: if their contribution to the LDOS is

negligible at a particular energy, they are invisible to the tunneling process and thus present

no feature in the STM topography [26]. A local minimum in LDOS even leads to a valley

in topography [88]. Therefore, the tunnel current depends on more than the transmission

factor; the tunnel current also depends on the LDOS of the sample. Scanning tunneling

spectroscopy is the investigation of the LDOS via the junction’s I(V ) and is the principle

investigative tool that STM has to offer, in addition to imaging. A detailed discussion of

STS measurements is provided in Section 2.3. STM has earned a position among the most

common techniques for surface science and is used to study the electronic properties of sur-

faces [27], nanostructures [22], and molecules [23]. Combining real-space imaging of atomic

scale topography with spectroscopic analysis of the surface electronic density of states results

in one of the most powerful tools for surface science.

2.2 Atomic Scale Imaging

2.2.1 Tip Preparation

As discussed, the atomic-scale structure of the tip is responsible for imaging the surface

features of the sample; careful preparation of the tip micro-structure is therefore necessary.

The preparation of tungsten (W) tips begins with electrochemical etching in an electrolyte

solution (typically, NaOH or KOH) using an electronic circuit to detect a sudden decrease in

the etching current associated with a dramatic change to the tip geometry [89], as illustrated
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Figure 2.5: Electrochemical etching of a tungsten wire tip. A solid tungsten (W) wire is
lowered into a solution of NaOH and adjusted to form a meniscus around the neck of the
wire. Negative hydroxide (OH−) ions react with W to form tungsten oxide (WO4). The wire
surface is preferentially etched at the meniscus due to increased OH− availability, giving
rise to a taper in the lower shank. As the neck of the wire shank thins, the weight of the
suspended material will cause the lower shank of wire to separate. This event causes a
significant drop in the etch current (I) that will trigger a disconnect of the etch voltage (V)
via a switch in the circuit. High current response rates produce a radius of curvature on the
10−100 nm scale.

in Figure 2.5. A bias is applied to the tip while an etching current is measured through a

circuit that is designed to shut off when the current drops below a threshold value. The

etching process is described by the chemical reaction,

W(s) + 2OH− + 2H2O → WO−2
4 + 3H2(g) . (2.7)

The loss of wire material is driven by oxidation of the tungsten surface, forming tungsten

oxide (WO−2
4 ), while a positive voltage (typically, 3.5 V) is applied to the tip [90]. Isolating

the effect to the perimeter at the liquid-air interface is crucial to achieving sharp STM tips

[91]. A meniscus formed from surface tension in the etching solution enhances the flow of

dissolved WO4 away from the shank, increasing the local etching rate. Preferential etching

in the narrow region at the liquid-air interface leads to a relatively large mass of material

that is connected to the tip shank by an increasingly narrow bridge. When the weight of the

mass overcomes the tensile strength of the tungsten wire, plastic deformation of the bridge

reliably produces a sharp tip with radius of curvature below 50 nm [91]. An example is

shown in Figure 2.6.

While electrochemical etching is a straightforward method for preparing the macroscopic
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Figure 2.6: An example of successful electrochemical etching of a tungsten wire tip. (a)
Optical microscope image at 10x magnification. A single cusp feature formed by the meniscus
and ‘drop-off’ mechanism is present, providing a smooth taper on the scale of 300 µm. (b),
(c), and (d) Scanning electron microscope images of the same tungsten tip with increasing
magnification. The SEM images indicate a radius of curvature of ∼13 nm.
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Figure 2.7: Preparation of an atomically sharp tip apex via controlled collision with a gold
metal surface. Using the scanning piezo of the STM tip, a controlled motion in the z-direction
allows the tip apex to collide with a metal surface. Upon retraction of the tip a cluster of
atoms can be extracted from the surface to create a micro-tip. Repeated collisions may
be used to further stabilize the tip into a configuration that hosts an atomic protrusion.
Applying a bias, VDC, during collisions changes the intensity with which the tip interacts
with the sample. Significant changes to both the tip and surface will be achieved when VDC

∼ 1 V, while VDC ≲ 100 mV will do minimal damage to the surface and act as a perturbation
to the atomic cluster at the apex.

and mesoscopic structure of the STM tip, in situ treatment of the tip apex is the final

step to achieving atomic resolution. An accepted limitation of the etching process is a

tungsten oxide (WO3) byproduct that coats the surface with thicknesses up to ∼5 nm [92].

Highly technical approaches such as field evaporation during field ion microscopy have shown

promise for standardizing the production of atomically sharp STM tips [93]. However, more

typical procedures involve multiple techniques to fully prepare the tip. Heating the tip to

temperatures upward of 1075 K allows the insulating WO3 to react with individual W atoms

and sublimate from the tip surface. Additionally, biasing the tip with a voltage on the scale

of 0.5 kV to 2 kV will drive field emission and can be applied to estimate both the radius

of curvature (with Fowler-Nordheim curves [94]), and the cleanliness and stability of the tip

apex [95], as well as to further remove oxide and sharpen the apex. The oxide layer can also

be removed by sputtering with noble gasses, such as Ar and Ne, and typically leds to a tip

radius of curvature below 10 nm [96, 97].

From the conventional techniques, annealing, field-emission, and sputtering remove the

oxide layer that acts as an insulator and inhibits the flow of tunnel current. However,

after exposing the conductive W tip, a final atomic protrusion must still be formed. Figure

15



2.7 shows a simple mechanical method to form an atomically sharp tip apex. Starting in

constant-current mode with the STM feedback loop establishing a tip height determined

by typical parameters of IDC = 100 pA and VDC = 100 mV, the feedback is disengaged

and the STM tip is approached to the sample surface until contact occurs. Penetrating

the surface causes atoms from the sample to transfer to the tip apex, e.g., forming a gold

nanotip on a tungesten wire [98]. The interaction between the tip and surface is governed by

the approach distance and the applied DC bias [99]. Both elevated voltages and increased

approach distances will cause significant changes to the tip apex and sample location where

contact occurs. Break junction measurements and simulations for gold point contacts suggest

the lattice temperature is on the order of 100−500 K at 100 mV, while at 2 V the temperature

is expected to reach the melting point [100]. It has been shown that atomic arrangements of

the tip apex (e.g. BCC vs FCC) can lead to reproducible changes in the tip DOS [101]. Thus,

further approaches at VDC ⪅ 100mV can be seen as mechanical annealing of the cluster into

a stable crystalline arrangement [102].

2.2.2 Substrate Preparation

Ion bombardment by noble gases, e.g., Ar, also known as sputtering, is a sample prepa-

ration technique that cleans a surface at the atomic scale by colliding high energy Ar+ ions

with atoms on the sample surface. Ions in our procedures are typically accelerated with

a 1−2 keV potential. Upon collision, the heavy Ar+ atoms penetrate into the bulk and

transfer kinetic energy through to the top layers of the material, generating a cascading

transfer of energy that results in surface layer atoms being ejected from the material [103].

The relatively high energy of the ions may also lead to trapping and capture of the sputter

gas, forming defects [104, 105]. To avoid trapping the sputter ions and creating defects in

the material, the sputter process is optimized by increasing the sputter yield and decreasing

the penetration depth of colliding ions. Adjusting the angle of incidence during sputtering

reduces the penetration depth of energized ions and instead enhances the transfer of in-plane

momentum into the surface atoms, with increasing sputter yield up to an incident angle of

70−80 degrees [106]. In our sample preparation, the surface is tilted at 70 degrees relative to

the incident ion beam and we operate at an Ar pressure of ∼2×10−5 mbarr. With an acceler-

ating voltage of 1 keV, we measure a sputter current of ∼3 µA. Nevertheless, bombardment

disrupts the crystalline surface. In order to reform the surface structure, we thermally anneal
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Figure 2.8: Constant-current topography image of a clean, atomically smooth, Au(111)
surface. The herringbone surface reconstruction of the (111) crystal orientation is visible in
the inset (red box). Preparation of the sample surface was done through cycles of sputtering
with 1 keV Ar ions and annealing to 900 K. Imaging conditions: IDC = -50 pA and VDC =
-2.0 V.

the sample to high temperatures (e.g., 900 K for gold), allowing the surface atoms to redis-

tribute. Relaxation of the lattice allows for surface reconstruction, such as the herringbone

structure visible on the (111) crystal orientation of gold (Au(111)). Figure 2.8 shows an

Au(111) surface cleaned by successive cycles of Ar+ ion bombardment for 30 minutes and

annealing to 900 K for 15 min.

2.2.3 Image Calibration

While scanning, the STM tip position is controlled by the deformation of the scanning

piezo crystals and the current signal is mapped to coordinates in the image plane. While

operating in constant-current mode, the current signal is maintained by precisely varying

the tip-sample distance, with significant changes in tunnel current occurring on distances of

< 1 Å. Therefore, accurate calibration of the STM system is needed to operate the feedback

loop and accurately record surface features. Although the current signal recorded during

STM measurements does not directly reflect the nuclear positions, the periodicity of lattice

sites emerges as a spatial modulation of the electronic density of states. The STM exper-

iments for this thesis were performed on Au(111) surfaces. Scanning a bare gold surface
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Figure 2.9: Atomic resolution images used to calibrate the STM scanning piezos. (a) Noisy
topographic image of an Au(111) surface with atomic resolution (top) and filtered atomic
resolution topographic image (bottom). (b) 2D Fast-Fourier transform (FFT) with lattice
vectors ra=1/qa=2.86 Å and rb=1/qb=2.77 Å. (c) Topographic image of Au(111) terrace
edge, including oscillations due to scattering of electrons in the surface state at the step edge.
(d) Line cut along the blue dashed line in (c) indicating a step height of 2.5 Å. The filtered
image in (a) is the result of isolating the Bragg peaks in the FFT of (b). Topographic images
acquired in constant-current mode with setpoints (a) VDC = −6mV and IDC = −50 pA at
Tsample = 78K and (c) VDC = −400mV and IDC = −300 pA at Tsample = 7K.

containing a terrace step-edge allows us to calibrate the vertical (z) axis based on the known

step height. Fourier analysis of an atomically resolved Au(111) surface allows us to calibrate

the x and y axes. Peaks in the FFT of an atomically resolved surface quantify the periodicity

of the surface structure. The inverse of the periodicity should reflect the atomic lattice vec-

tors of the surface. Figure 2.9(a) (top) shows an atomically resolved Au(111) surface where

the hexagonal symmetry of the atoms is visible. A 2D FFT (Figure 2.9(b)) shows 6 peaks,

which correspond to the lattice arrangement. Isolating these peaks leads to the filtered im-

age, which more clearly shows the hexagonal arrangement of atoms (Figure 2.9(a), Bottom).

Adjustment of the piezo constants is performed to compensate for the disagreement between

the measured lattice vectors and those found in the literature [107]. The correct constant is
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a product of the original value and the ratio of expected lattice vector length to measured

lattice vector length,

P ′
xyz = Pxyz

rexpected
rmeasured

. (2.8)

The vertical piezo requires a corresponding feature to perform a calibration. On the Au(111)

surface, the in-plane lattice vectors are expected be between 2.7 Å and 2.9 Å. Meanwhile,

atomically flat terraces form monolayer step-edges where the topographic height is expected

to change by ∼2.4 Å [108]. Analysis of constant-current STM imaging across a clean step-

edge (blue dashed line in Figure 2.9(c)) is a simple procedure for determining the z-piezo

calibration. Notably, at a bias voltage VDC = −400mV, we see scattering of electrons in the

Au(111) surface state at the terrace edge, which appear as standing waves [109]. Repeating

these calibration steps is required when changing the operation temperature of the STM

system. The piezo crystals deform less as the temperature decreases, requiring adjustment

of the constants when cooling down, e.g., from room temperature (RT, 300 K) to liquid

nitrogen (LN2, 77 K) or liquid helium (LHe, 4 K) temperature.

2.3 Tunneling Spectroscopy

Measuring variations in the I(V ) at different tip positions allows us to perform STS

of the LDOS with ångström-scale precision. The tunneling picture presented in Section 2.1

does not take into account the energy-dependent DOS, ρ(E), that can be combined with the

electron wavefunction to generate the energy-dependent LDOS,

LDOS = ρ(r, E) =
∑
n

|ψe(r)|2δ(E − En) , (2.9)

that, as we see later, contributes directly to the tunneling current in the Bardeen model. In

a neutral configuration, i.e., VDC = 0, electronic states are filled to the energy EF on both

sides of the junction. As a result, there is zero net current. Figure 2.10 shows a schematic

illustrating the properties of the junction and their contributions to the flow of electrons

across the tunnel junction with a positive bias applied to the sample. The occupied density

of states of the tip, filled to EF,t, are free to tunnel into unoccupied states of the sample

from EF,s to EF,s + eV . Elastic tunneling is an energy conserving process, so the electrons in

ρt(E) must tunnel into unoccupied sample states ρs(E). By changing the applied bias, the

set of states that are exposed for transport changes, resulting in a change to the total current

based on the tip and sample wavefunction overlap at a given energy, ρ(r, E) ∼ ψt(r)ψs(r).
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Recall from Equation 2.6 that the transmission factor depends on the height of barrier.

When a bias is applied to the junction, the average barrier height becomes

Φ̄ = Φavg + eV/2 . (2.10)

For an electron tunneling from the tip to the sample with energy EF,s < E < EF,t, the

apparent barrier height is largest at E = 0 = EF,s and is reduced for increasing E, i.e.,

Φapp = Φ̄ − E. The barrier height is lowest at the highest occupation energies, EF,t =

EF,s + eV , providing the largest transmission factor due the exponential behavior,

T (E, V, d) = exp

(
−2d

√
2m

ℏ2
[Φavg +

eV

2
− E]

)
, (2.11)

which is illustrated by arrows of decreasing length in Figure 2.10.

In the following section we consider the energy levels introduced as the bias is changed.

The positive bias condition, VDC > 0, allow electrons from the occupied states of the tip

to tunnel into unoccupied states of the sample. In the negative bias condition, VDC < 0,

electrons from the sample tunnel into unoccupied states of the tip. When we consider

the energy dependent behavior of T (E, V, d), it is clear that the majority of the current is

generated by electrons with E ≃ eV . The transmission factor exclusively allows tunneling

into unoccupied states, whether they be of ρs when VDC > 0 or ρt when VDC < 0. The

reduced barrier height for electrons tunneling at E = eV leads to an asymmetry in the

contributions from occupied and unoccupied states of ρs to the tunneling current. The

contribution from the occupied states of the sample, ρs(E < EF,s), at VDC < 0 is minimized

by the transmission factor because the barrier height is largest for ρs(E = EF,s − eVDC).

However, at VDC > 0 the largest contributions to the tunnel current occur at unoccupied

states of the sample, ρs(E = EF,s + eVDC). This asymmetry in the tunneling condition as

well as other voltage dependent effects has prompted development of extraction methods

for ρs of various complexity [110, 111]. Bias dependent changes in the tunnel current is the

basis of STS and the following discussion aims to elucidate the origins of this behavior using

the Bardeen model [112] as well as provide an understanding of how STS measurements are

performed.

2.3.1 Bardeen Tunneling Model

Bardeen considered the transmission of many electronic states through a one-dimensional
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Figure 2.10: Energy level diagram of an STM junction with positive bias applied to the
sample. A change in applied bias voltage (eV ) alters the Fermi level alignment between the
tip (EF,t) and sample (EF,s), promoting tunneling between the two reservoirs. Tunneling
is limited to exchanges between occupied states of the tip, ρt(E), and empty states of the
sample, ρs(E). Transmission through the barrier is further emphasized near the Fermi level,
where the apparent barrier height, Φapp = Φ̄− E, is the lowest.

barrier [112]. This interpretation has seen widespread application in the years since the de-

velopment of STM [79, 84, 113]. In a many-state picture, all tunneling channels are open

simultaneously and we must consider transmission of electrons through the barrier from all

occupied states with energies EF − e|V | < E < EF.

The transmission rate across the barrier is governed by the continuity equation from

electrodynamics,
∂ρ(z, t)

∂t
+ div j(z, t) = 0 , (2.12)

where ρ(z, t) is the probability density,

ρ(z, t) = Ψ(z, t)Ψ∗(z, t) , (2.13)

and j(z, t) is the current density flowing between the tip and sample. We can apply the

time-dependent Schrödinger equation,

iℏ
∂

∂t
Ψ(z, t) =

(
− ℏ2

2m

∂2

∂z2
+ V (z, t)

)
Ψ(z, t) , (2.14)

to describe the change in ρ(z, t), producing a matrix element for the transmission amplitude

from an initial state of the tip (ψt,i(0)) to a final state of the sample (ψs,f (d)), which we
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evaluate at a surface located within the barrier above the sample surface,

Mfi(E) =
ℏ2

2m

∫
z=zs

[
ψt,i(z, E)

∂

∂z
ψ∗
s,f (z, E)− ψ∗

s,f (z, E)
∂

∂z
ψ0,i(z, E)

]
dS . (2.15)

We can insert the wavefunctions from Equation 2.4 after applying the proper boundary

conditions from Equation 2.3, where the origin of the wavefunctions are at z = 0 and z = d

for the tip and sample, respectively. Evaluation of the one-dimensional matrix element

produces,

Mfi(E) =
ℏ2

2m
κψt,i(0)ψs,f (d)A exp(−κd) , (2.16)

where A is the tunneling area of the junction and κ can be defined based on Equation 2.11

or Equation 2.3, depending on that accuracy needed. In the Bardeen model, I(V ) is the sum

of all allowable electron transmission paths through the vacuum and takes the form,

I =
4πe

ℏ
∑
i,f

|Mfi|2δ(Ef − Ei) . (2.17)

When a bias, V , is applied to the junction the energy levels change, such as in Figure 2.10,

and all the states between E = 0 and E = eV contribute to the tunnel current. The initial

and final state energies must be the same to conserve energy so Mfi reduces to M(E) and

the current takes the integral form,

I(V ) =
4πe

ℏ
A

∫ eV

0

ρs(E − eV )ρt(E)exp(−2κ(V )d)dE , (2.18)

where ρs = ΨsΨ
∗
s is the density of states of the sample and ρt = ΨtΨ

∗
t is the density of states

of tip.

For energies eV << Φ̄, the transmission coefficient simplifies to T (d) (Equation 2.6),

where d is the tip-sample separation distance, and can be separated from the integral in

Equation 2.18. Rearranging the terms allows I to be written as,

I(V, z) ∝ I(V )T (z) = I(V ) exp(−2κz) , (2.19)

with κ the barrier decay coefficient. Determination of κ is achieved through vertical spec-

troscopy measurements where the current is recorded as a function of tip height (I(z)).

Analysis of vertical STS measurements involves fitting I(z) with an exponential according

to Equation 2.19 and leads to an estimation for the work function according to Equation

2.6.
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2.3.2 dI/dV Spectroscopy

Experimental STS is performed by measuring changes in the tunnel current as a function

of applied bias. The Bardeen model again offers a concise description of the change in tunnel

current, dI, for a change in the bias of dV . If we consider the case of eV << Φ̄ and let

I(V )=
∫
∂I/∂V dV , then Equation 2.18 produces,

dI

dV
≈ 4πe2

ℏ
ρtip(eV )ρsample(eV )T (d) , (2.20)

when evaluated at E = eV so that T (d) = exp(−2κd). If we assume the Tersoff-Hamman

approximation for a spherical (s-wave) tip wavefunction [84], a flat density of states near the

Fermi level of ρtip is reasonable, e.g., ρtip(eV ) = ρtip(0). With this constant approximation

for the tip density of states, measurements of the differential conductance performed at fixed

tip-sample distance are proportional to the energy-dependent local density of states in the

sample,
dI

dV
(V ) ∝ ρsample(eV ) . (2.21)

Under these assumptions, a trace of dI
dV

(V ), such as is shown in Figure 2.11, reveals the

sample LDOS.

Figure 2.11: Extracting the differential conductance spectrum from the local slope of the
I(V ). We trace out the local dI/dV as a function of applied bias (V ) by recording changes
in current, dI, for a bias modulation amplitude of dV . An AC current, i(t), is induced by
an AC bias modulation, VAC = dV cos(ωt), which can be measured using lock-in detection.

Acquiring a measurement of dI/dV is made relatively straightforward through the ap-
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plication of a bias modulation and lock-in detection (Figure 2.11). Applying a time-varying

voltage results in a periodic change in the tunnel current,

i(t) = I(VDC + dV cos(ωt)) , (2.22)

where the instantaneous current, i(t), is the result of modulating the static bias, VDC, by an

amount, dV , at an angular frequency, ω. If dV is small compared to the static bias, a Taylor

series expansion of Equation 2.22 about VDC becomes a reasonable approximation,

i(t) =
∞∑
n=0

δV n

n!

dnI(VDC)

dV n
cosn(ωt) . (2.23)

Using a power reduction identity, each of the cosine terms in Equation 2.23 can be written

as a function of the corresponding harmonic frequency, ωn = nω,

cos2(ωt) =
1

2
+

1

2
cos(2ωt)

cos3(ωt) =
3

4
cos(ωt) +

1

4
cos(3ωt)

cos4(ωt) =
3

8
+

1

2
cos(2ωt) +

1

8
cos(4ωt)

Regrouping the terms in order of increasing ωn,

i(t) =
∞∑
n=0

δV n

n!

dnI(VDC)

dV n
cosn(ωt) =

+ (I(VDC) + ...)

+ δV cos(ωt)(
dI(VDC)

dV
+ ...)

+
1

4
δV 3cos(2ωt)(

d2I(VDC)

dV 2
+ ...)

+ ... ,

we find that the lowest order approximation for each cos(ωnt) has an amplitude proportional

to the corresponding differential order dnIDC/dV
n. Therefore, recording the lock-in detector

signal at frequency ωn of the modulated current in Equation 2.22 is approximately propor-

tional to recording the direct measurement of dnI(VDC)/dV
n. Pairing lock-in detection with

a sweep of VDC extracts the energy dependent differential conductance.
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The resolution of the STS measurements is controlled by both the oscillation amplitude

of VAC as well as the temperature of the measurement. In all dI/dV measurements utilizing

an oscillating bias voltage the energy resolution takes the form,

∆E =
√

(2eVRMS)2 + (0.28meV/KT )2 , (2.24)

where VRMS = dV/
√
2 and the value 0.28 meV/K arrises from the width of the derivative of

the Fermi distribution,

f(E) =
1

1 + exp
(
E−eV
kBT

) , (2.25)

with kBT being Boltzmann’s constant [51]. Thermal broadening of the energy resolution

plays a significant role in room temperature experiments, where the energy resolution is at

least 83 meV and resolution losses due to bias modulation are easily managed by selecting

an appropriate modulation amplitude. When investigating samples at lower temperatures

(T ∼ 10 K), thermal broadening is minimal at just 2.8 meV. In this case, careful selection

of modulation amplitude is necessary to avoid limiting the energy resolution based on the

applied VRMS. Working at lower voltages, where small modulation amplitudes are significant

is an advantage, e.g., VDC = 10mV and dV = 1mV, 2eVRMS ≃ 2.4meV compared to

VDC = 1V and dV = 20mV, 2eVRMS ≃ 48meV.

At higher voltages, e.g., VDC ≃ 1V, calculation of the transmission factor suggests

significant suppression of contributions to the current in Equation 2.18 by energies less

than eV . This implies that the limit of STS resolution on the 1 V scale is largely due to

variation in the transmission factor rather than thermal broadening of the energy levels or

bias modulation amplitude, so long as they are reasonably smaller than the width of T (V, d).

A practical consideration when performing dI/dV spectroscopy is the bandwidth limit of

the pre-amplifier necessary to detect pA-scale currents. For modulation frequencies within

the bandwidth of the pre-amplifier, the output is measured without distortion. However,

there is a frequency-dependent transfer function (i.e., ‘roll off curve’) that will affect the

amplitude of the signal recorded by the STM electronics (Figure 2.12). To determine the

transfer function, a known bias modulation (e.g., 100 mV) is used to induce a current oscil-

lation with a linear response (e.g., a resistor with R = 1 GΩ) that is transmitted through

the pre-amplifier (with gain set to 109 V/A). Using our lock-in as both the detector and the

reference, we sweep the modulation frequency and measure the pre-amplifier output. For
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Figure 2.12: Frequency dependent transfer function for our FEMTO low-noise pre-amplifier
operating at maximum gain of 109 V/A. The response curve is normalized to the modulation
amplitude used during the measurement, 100 mV. Red dashed lines indicate commonly used
modulation frequencies for THz-STM (963 Hz) and STS (2083 Hz).

frequencies within the bandwidth we expect a signal that accurately reflects the amplitude

of the current modulation. When the frequency exceeds the bandwidth, stray capacitance in

the pre-amplifier and cabling connecting to the tip leads to a frequency dependent filtering,

|VOUT| =
IINRFB√

1 + (ωRFBCFB)
, (2.26)

where RFB is the feedback resistor used inside the pre-amplifier and CFB is the parasitic

capacitance of the circuit [107]. During imaging experiments, the combination of STM scan

speed, scan size, and pixel count define a sampling interval in which the STM electronics

records the current signal. Higher modulation rates improve the signal-to-noise ratio (SNR)

by increasing the number of dI/dV or THz-STM samples obtained within the STM sampling

interval. Averaging over an increased number of counts divides noise (e.g., tip motion,

junction changes, or voltage fluctuations) across each data point at a characteristic rate of

1/f . The increased modulation rates also allow STM imaging to be performed at higher

speeds, allowing experiments to be performed in less time with sufficient signal. However, a

balance must be struck between increased SNR and decreases in the pre-amplifier output.

2.4 LT-UHV STM System

This section covers aspects of the STM system used in the experiments presented later
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Figure 2.13: Image of the STM scan head with optical elements and pan-scan design.

in this thesis. For course motion, the system implements a stick-slip action, where opposing

piezos push and pull each other to walk the tip around the sample surface and move the

tip vertically for retraction and approach. Figure 2.13 shows our custom commercial STM

system produced through collaboration with Createc GmbH. The system operates in a UHV

environment (P < 10−10 mbar) at cryogenic temperatures while maintaining optical access.

The STM is located in a nested system of cooled shields that provide thermal insulation for

operating at cryogenic temperatures. The outermost heat shield is connected to a cryostat

that contains 20 L of liquid nitrogen (LN2) at 77 K. It acts as a thermal barrier for the inner

heat shield, which is connected to a helium cryostat containing 4.2 L of liquid helium (LHe)

at 4 K. When operating at LHe temperatures, the hold time for the inner cryostat of our

microscope is ∼100 hrs when subject to the lowest heat loads, reducing to ∼66 hours when

utilizing optical access. When operating at 77 K using LN2 and under typical heat loads, the

inner cryostat hold time increases significantly and lasts longer than the >100 hr hold time

of the outer cryostat. For initial cooling purposes, from room temperature, the scan head

is brought into physical contact with the helium shield for increased heat conduction. The

helium cryostat can hold either LN2 or LHe for operation at 77 K or <10K, respectively.

During typical operation, the scan head is mechanically isolated from the thermal shields

to increase stability but is kept in thermal contact with the inner cryostat via a braided

copper wire. The scan head is suspended from a set of three springs that provide necessary
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Open Shutters Heater Temperature (K)

0/2 Off 6.6
0/2 On 7.1
1/2 Off 7.7
1/2 On 8.2
2/2 Off 9.0
2/2 On 9.5

Table 2.1: STM base temperatures for different configuration of heat loads. Heater refers to
usage of the internal pre-amplifier.

balance and damping against vertical vibrations. Rotational motion of the scan head is

damped by an array of magnetic standoffs located around the bottom perimeter of the scan

head that generate eddy currents in opposing metallic standoffs on the helium shield. The

entire vacuum system is then suspended on pneumatic air legs to dampen building vibrations.

For increased current sensitivity, our scan head is equipped with an internal pre-amplifier

that offers a gain of 1010 V/A while operating at cryogenic temperatures. However, LHe

temperature is too cold for normal operation and a heater is used to keep the pre-amplifier

from ‘freezing’. Using the internal pre-amplifier heater causes the average temperature of

the scan head to increase and reduces cryogen hold time. Optical access for the STM is

provided by a 6-mm-thick c-cut sapphire vacuum window and a pair of 1-inch-diameter, 3-

mm-thick, windows of the same material on each side of the system (one on each heat shield).

Illumination is controlled via a pair of shutters located on each side of the nitrogen shield;

opening them exposes the windows on the nitrogen and helium shields. Attached to the

STM chamber is a preparation chamber used for in-situ tip/sample preparation. Finally, a

load-lock chamber is coupled to the preparation chamber to facilitate the transfer of samples

from ambient conditions into UHV via the preparation chamber, and ultimately to the STM

scan head, as seen in Figure 2.14.

Table 2.1 contains the base operating temperatures for the STM while operating in

a number of different conditions that subject the scan head to varying heat loads. Two

shutters provide line-of-sight access to the STM scan head for optical measurements. These

ports allow heat and light to illuminate the system, causing the base temperature to rise.

Similarly, the heat load needed to operate the internal pre-amplifier incidentally applies an

additional thermal load to the scan head, again resulting in elevated base temperature. A

combination of shutter status and internal pre-amplifier engagement leads to variation in the
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Figure 2.14: Schematic of the STM vacuum chamber. Valves are indicated by pairs of
crossed grey dashed lines. Both the STM and preparation chambers are equipped with ion
pumps capable of maintaining chamber pressures < 10−10 mbar. A turbo molecular pump
is connected to the preparation and load-lock chambers and backed by a roughing pump. A
leak valve connected to the ion gun is used to incorporate argon gas for ion bombardment.
A circular access port is used to exchange tips and samples in/out of the vacuum system
through the load-lock chamber. The manipulator arm maintains vacuum while moving in
four degrees of motion and is pumped out through the load-lock chamber.
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STM base temperature from 6 K to 10 K. Increased heat loads result in reduced hold times

for the system’s cryogenic liquids.

Regardless of system configuration, the cleanliness of our sample surface is paramount

for the proper execution of experiments. To maintain ultrahigh vacuum of P < 10−10 mBar, a

series of pumps designed to operate in different pressure regimes is implemented. A turbo and

roughing pump are primarily used to evacuate the majority of gas from the system and reduce

the pressure below 10−7 mbar, where water vapor is no longer a significant contribution to

the chamber atmosphere. However, below 10−7 mbar, out-gassing of adsorbates, specifically

water vapor, on the chamber walls prevents the system from achieving UHV pressure. A

‘bake-out’ of the system is performed by heating the vacuum chamber above the evaporation

temperature of water. For our system, a bake-out temperature of 120−135 ◦C is maintained

for ∼72 hrs so that when the chamber returns to room temperature, P ∼ 10−8 − 10−9

mbar is reached. To approach UHV conditions, additional ion pumps are employed that

use high potential gradients (several thousand volts) to ionize gas particles within the pump

volume and accelerate them into a collection plate made of a highly reactive material (e.g.,

titanium). At UHV pressure (∼10−10 mbar), small molecules become the dominant species

in the vacuum (e.g., H2 and CO). A titanium sublimation pump (TSP) can be used to

coat the chamber with titanium atoms that react with colliding molecules, capturing them

indefinitely, to aid in the adsorption of smaller molecules, which further lowers the base

pressure of the microscope. Maintaining ultra low chamber pressure (P < 10−10 mbar)

reduces adsorbate accumulation rate. The accumulation rate is inversely proportional to the

pressure and an estimate for the time it takes to accumulate one monolayer of adsorbates at

P = 10−9 mbar is 1 hr [106]. For our system this estimate suggests a surface cleanliness on

time scales > 10 hrs, sufficiently long to perform experiments.

2.4.1 STM Optics

The STM is a commercial unit designed to provide excellent mechanical, thermal, and

electrical stability for high quality measurements. It also provides optical access for THz-

STM measurements. A pair of 1-inch-diameter, 60-degree off-axis parabolic mirrors are

attached directly to the STM carriage (Figure 2.13, left). The effective focal distance is 33.85

mm and the focal point is fixed to a height of 2.2 mm above the base of the STM sample

plate (Figure 2.15). With the parabolic mirrors connected directly to the STM carriage,

30



Figure 2.15: Schematic for the optical beam path on our custom Createc GmbH scan head.
The scan head is equipped with a pair of 1 inch diameter, 60-degree off-axis parabolic mirrors
with effective focal length of 33.8 mm. The scan piezo can be coarsely moved across the
sample and vertically. To keep the tunnel junction within the optical focus, the sample +
plate must be 2.2 mm in height and the parabolic mirrors are mechanically coupled to the
scan piezo. The optical beam is incident from the left to reproduce our experimental setup
and the right-side optical path may be used for illumination or collection of light coming
from the focus.

the STM tip can be moved anywhere on the sample while maintaining a tip position in

the common focus. A pair of flat mirrors fixed to the scan head frame (Figure 2.13(left))

direct light into (or away from) the focusing mirrors (Figure 2.15). Both sets of optical

elements are made of aluminum, offering high reflectance across a broad spectral range. The

on-board parabolic mirrors offer two significant advantages over traditional optical setups

with externally mounted lenses. Positioning them inside the chamber close to the tip (rather

than outside the chamber) reduces the focal length, leading to increased numerical aperture

when using the same diameter beam,

NA = nr
D

2f
, (2.27)

where the refractive index nr = 1 in vacuum, D is the beam diameter, and f is the focal

length of the optical element. With an incident beam diameter of 25.4 mm, the NA of our

focusing mirrors is 0.375. A larger numerical aperture reduces the beam waist, i.e., the

distance from the center of the focus to the position at which the intensity falls to 1/e2. The
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beam diameter (2 × beam waist, wf ) can be expressed as,

2wf =
4λ

πNA
, (2.28)

where λ is the wavelength of the light being focused. The focal spot size is constrained

by diffraction and requires a high NA to achieve effective focusing. For our system and a

wavelength of 300 µm (i.e., f = 1 THz), the beam diameter at the STM focus is ∼ 1 mm.

The second advantage to using parabolic mirrors as focusing optics is avoiding disper-

sion. It is important to note that reflective optics (mirrors), as opposed to transmissive

optics (lenses), do not introduce the same material-related effects to the light pulse being

focused, e.g., attenuation, spectral losses, dispersion and chromatic aberration. By limiting

the dispersion introduced by the optical components of our setup, the laser pulse duration

remains as short as possible and the time resolution is maintained. Using materials with

significant frequency dependence impedes experiments by limiting the parameter space that

we can explore. The choice of broad-spectrum reflective parabolic mirrors allows us to utilize

laser light from the low UV range (∼300 nm) all the way to the terahertz regime (∼300µm).

The diffraction limit as well as the effects of dispersion will be discussed in the following

chapter, where the optical setups of this thesis and its experiments are introduced.
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Chapter 3

Ultrafast Light Probe

There is an ongoing pursuit to develop new tools for materials science and fundamen-

tal research. Electronic transport measurements at microwave frequencies [114] and optical

spectroscopy with NIR and visible light have been prominent historical methods for mate-

rials characterization [115]. Typically, transport measurements are performed via patterned

contacts, but these can limit device design and distort the measured properties, e.g., due to

contact morphology [116] and Schottky barriers [117]. Electronic circuits and sources further

limit these measurements to microwave frequencies and nanosecond timescales. The devel-

opment of THz time-domain spectroscopy, with far-infrared light (0.1 to 10 THz), provided

a non-contact method for measuring a material’s frequency-dependent complex refractive in-

dex, permittivity and conductivity with ultrafast time resolution [118]. These measurements

access intrinsic electronic properties, such as carrier mobility and scattering rate [33]. Mod-

ern THz sources generate broadband pulses with duration ranging from picoseconds to tens

of femtoseconds [55, 119–121]. Combining an optical pump with THz spectroscopy measure-

ments in a pump-probe scheme provides access to excited state behavior, e.g., photoinduced

carrier [122, 123] and quasiparticle dynamics [124, 125]. Measurements of the THz electric

field transient, enabled by electro-optic sampling [39], grant sub-picosecond time resolution.

With photon energy of 0.4−40meV, THz frequency light bridges the gap between electronic

and optical measurements without significant disturbance to the system. THz spectroscopy,

having the combined capability to investigate materials in steady-state and non-equilibrium

conditions, has now grown into a key tool for materials science and ultrafast research [126].

In the early 20th century, it was shown that the physical properties of bulk crystals could

be defined by the periodic potential that comes from the organization of the atomic lattice,

providing a way to classify insulators, semiconductors, and metals based on the distribution

of electronic states [127]. For the non-equilibrium state formed when a semiconductor absorbs
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Figure 3.1: Electromagnetic spectrum spanning microwave to visible frequencies. The far-
infrared (0.1 - 10 THz) frequency range has become a powerful tool for ultrafast materials
science. With photon energies on the order of kBT at room temperature or below, THz
light is non-ionizing and suitable for investigating low-energy and collective excitations in
the range of a few meV to several tens meV.

photons with energy above the band gap, the strength of electron-electron and electron-

phonon interactions begins to dictate the properties of the system [128]. For example,

photoexcited free carriers (i.e., electrons and holes) in GaAs experience strong interactions

with longitudinal-optical phonons as they cool to the band edge [129]. The effect is observed

in THz spectroscopy on the 1 to 3 ps timescale, while the lifetime of free carriers at the

band edge can also be seen and is on the order of 100 ps [130]. Even faster dynamics

have also been measured through the THz photoconductivity, such as the sub-picosecond

photoinduced phase transition of VO2 [131, 132]. These measurements have been enabled by

EO detection of phase-stable THz (0.1−10THz) and multi-THz (10−60THz) probe pulses

[34, 133]. By directly detecting the oscillating electric field of the probe pulses in the time

domain − analogous to an oscilloscope with THz bandwidth − EO detection achieves time

resolution faster than an oscillation cycle of the probe light, allowing for the separation of

competing atomic and electronic degrees of freedom.

In modern optoelectronic materials, quasiparticles called excitons are formed when car-

rier screening is low and binding between electrons and holes is larger than kBT . Exciton ab-

sorption resonances at visible wavelengths are of particular interest for use in next-generation

photovoltaic devices [134, 135]. Excitons in two-dimensional semiconductors have gained par-

ticular attention because reduced screening out of the material plane leads to strongly bound

excitons that are stable at room temperature [136, 137]. The excitons in these systems can
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be measured by THz spectroscopy through intra-excitonic transitions [138]. They have been

found to form on sub-picosecond timescales and have lifetimes on the order of 100 ps [72].

In this thesis, we investigate GNRs, which are also atomically thin. Additionally,

whereas graphene is a semimetal with a Dirac cone dispersion relation, confinement in the

lateral direction opens a band gap that is comparable to two-dimensional semiconductors like

the transition metal dichalcogenides. We therefore expect dynamics on similar timescales,

i.e., the 100 fs − 100 ps range accessible by THz pulses, provided the GNRs are sufficiently

isolated from the substrate. Indeed, optical-pump/THz-probe spectroscopy of GNR ensem-

bles in solution reveals picosecond-scale THz photoconductivity dynamics [4, 139], which we

aim to resolve on the atomic scale. Thus, for our experiments, we employ single-cycle phase-

stable THz light pulses with duration on the order of 1 ps in order to access the intrinsic

timescales of electron dynamics in these materials.

3.1 Terahertz Pulse Generation

Early reports of sub-mm-wavelength electromagnetic waves date back to the use of fast

arc currents as early as 1920 [140, 141]. However, this method of fast electrical current

generation was supplanted by acceleration of photoexcited free carriers generated in pho-

toconductive materials. The photoconductive switch (PC) became the basis for generating

free-space-propagating THz light pulses [52, 142]. In THz generation by a PC, femtosecond

optical pulses excite a semiconductor substrate, which is subject to an external electric field.

It produces THz radiation according to the relationship,

ETHz(z, t) = −µ0A

4πz

dJ(t)

dt
, (3.1)

where ETHz is the emitted THz electric field, A is the excited area, J is the current density

produced by photoexcitation, and z is the far-field distance where the emission is detected

(z ≫ λ) [143]. The relationship suggests shorter excitation pulses produce higher THz peak

fields. However, scattering into satellite valleys of the band structure limits carrier mobility

for broadband THz generation when using very short optical excitation pulses [130]. The

field strengths generated with this technique is also limited by the mobility of the carriers

generated during photoexcitation [144], leading to maximum peak fields on the order of 1

kV/cm when subject to mJ/cm2 fluences [145].

Ultimately, the experimental goals of this thesis dictate the choice of generation method
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used. Although PC switches have been employed for THz-STM [5, 8], the work presented in

this thesis requires high peak THz electric fields (ETHz,pk) at the source due to the optical

losses anticipated for our envisioned new modalities. Additionally, operating at higher repe-

tition rate than past THz-STM setups will enable an improved signal-to-noise ratio. Modern

solid-state laser systems offer high average powers and operate at MHz repetition rates [146].

The system used in our experiments is a CARBIDE laser produced by Light Conversion.

The laser system is based on an ytterbium-doped KGW crystal (Yb3+:KGd(WO4)2), with a

central emission wavelength of λ = 1030 nm and a pulse duration, τp=232 fs. The Yb-doped

crystal family, commonly found in the form Yb:YAG and Yb:KGW, offers high thermal sta-

bility and emission cross-section [147], allowing our system to achieve an average power of

40 W with 40 µJ pulse energy at a repetition rate, frep = 1 MHz. The laser system drives

optical rectification in LiNbO3, an all-optical generation method that exploits the electro-

optic properties of a non-centrosymmetric medium [148, 149]. THz generation via optical

rectification follows from the nonlinear polarization induced by the ultrafast optical pulse.

The remainder of this section will discuss the generation of single-cycle phase-stable THz

electric field transients via optical rectification in LiNbO3.

3.1.1 Optical Rectification in Lithium Niobate

Optical rectification (OR) is a nonlinear optical effect occurring in non-centrosymmetric

media. Bound electrons in a non-centrosymmetric crystal can be treated as harmonic oscil-

lators subject to an anharmonic potential,

Uanh(x) =
1

2
mω0x

2 +
1

3
max3 , (3.2)

where m is the electron mass, ω0 is the oscillator’s resonant angular frequency, and a is

strength of anharmonicity. The anharmonic term in Uanh(x) is a consequence of a nonlinear

contribution in the restoring force,

F = −dU
anh(x)

dx
= −mω2

0x−max2 . (3.3)

If we introduce a monochromatic electric field,

E(t) = E0exp(−iωt) , (3.4)

of angular frequency ω, a Lorentzian model for electron displacement, x(t), is formed,

ẍ(t) + 2γẋ(t) + ω2
0x(t) + ax2 = − e

m
E(t) (3.5)
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Figure 3.2: One period of an anharmonic oscillation demonstrating the preferential motion
in one direction. The anharmonic curve (solid black line) is the sum of linear curve (solid
grey line) and the nonlinear curve (dashed grey line).

with −2γẋ(t) representing a damping force.

For weak anharmonicity, ax2 ≪ ω2
0x, the solutions for x(t) can be separated into a

superposition of harmonic displacements,

x(t) = xL(t) + xNL(t) , (3.6)

where xL(t) is the linear solution and xNL(t) is the nonlinear solution. A schematic of the

electron motion is depicted in Figure 3.2. In a non-centrosymmetric crystal, characterized by

U(x) ̸= U(−x), electronic motion develops additional harmonic modes when driven by E(t).

With ax2 ≪ ω2
0x, xNL(t) can be treated as a perturbation, of magnitude λ, and expanded in

a power series,

xNL =
∞∑
n=1

λnx
(n)
NL . (3.7)

After we insert a displacement into Equation 3.5 with the form defined by Equation 3.6 and

Equation 3.7 and separate terms by their order in λ, a set of coupled equations is obtained,

ẍ(1)(t) + 2γẋ(1)(t) + ω2
0x

(1)(t) =− e

m
E(t)

ẍ(2)(t) + 2γẋ(2)(t) + ω2
0x

(2)(t) =− a[x(1)]2

ẍ(3)(t) + 2γẋ(3)(t) + ω2
0x

(3)(t) =− 2ax(1)x(2) etc.

(3.8)
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The first expression is the linear variant of Equation 3.5 with a steady-state solution, where

x(1)(t) oscillates with amplitude,

x(1)(ω) =
e

m

E0e
−iωt

ω2
0 − ω2 − iωγ

. (3.9)

This term manifests in the material when we look at a single electric dipole, expressed as,

p(t) = ex(t) , (3.10)

such that a volumetric collection of electrons within the system produces a polarization,

P (t) =
Ne2

m

E0e
−iωt

ω2
0 − ω2 − iωγ

. (3.11)

Here, N is the number of electrons per unit volume and may be expressed in a simplified

form,

P (t) = ϵ0χ
(1)
e (ω)E0e

−iωt , (3.12)

where ϵ0 is the vacuum permittivity and

χ(1)
e (ω) =

Ne2

m

1

ω2
0 − ω2 − iωγ

(3.13)

is the linear electric susceptibility. The polarization can be inserted into the macroscopic

electric-displacement-field equation,

D(t) = ϵ0E(t) + P (t) = ϵ0(1 + χ(1)
e )E(t) , (3.14)

resulting in the linear dielectric constant, (1 + χ
(1)
e ), and the dielectric permittivity,

ϵ(ω) = ϵ0(1 + χ(1)
e ) . (3.15)

Now that we have formulated the response for a monochromatic wave we extend our

picture to the interaction of two frequency components of a light pulse, ω1 and ω2, producing

a combined electric field,

E(t) = E1exp(−iω1t) + E2exp(−iω2t) + c.c. , (3.16)

where c.c. denotes the complex conjugate. Inserting Equation 3.16 into Equations 3.8 reveals

a second order response, x(2)(ω) ∝ [x(1)(ω)]2 ∝ |E(t)|2. The square of the electric field can
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be expanded to show it contains terms corresponding to second harmonic generation (SHG),

difference frequency generation (DFG), and sum frequency generation (SFG), i.e.,

1

2
|E(t)|2 =E2

1 + E2
2

+ E2
1cos(2ω1t) + E2

2cos(2ω2t)

+ 2E1E2cos([ω1 + ω2]t) + 2E1E2cos([ω2 − ω1]t) .

(3.17)

SHG is provided by terms containing cos(2ωt), DFG by cos([ω2−ω1]t), and SFG by cos([ω2+

ω1]t). OR is a special case of DFG where ω1 = ω2. Interestingly, for intrapulse OR, frequency

mixing necessarily cancels any carrier-envelope-phase offset, ϕ0, carried by the optical pulse.

In general, the cosine arguments in Equation 3.17 carry the full angular dependence of the

wave in the form, ωt+ϕ0. In conventional optical or NIR pulsed fs laser, ϕ0 results in a shot-

to-shot change in the carrier envelope phase, ϕCEP, which specifices the shape of the electric

field within the constant pulse envelope. Conversly, the difference calculation removes ϕ0

leading to a phase-stable THz pulse after generation.

The expression for the second-order nonlinear polarization induced by OR is

P
(2)
i (0) = 2ϵ0

∑
j,k

χ
(2)
ijk(0, ω1,−ω1)Ej(ω1)E

∗
k(ω1) , (3.18)

where the indices i, j, k represent Cartesian components of the susceptibility tensor χ
(2)
ijk and

the complex field, E∗
k(ω1), arises because the polarization is a real observable, as are the

fields, and so Ek(−ω1) = E∗
k(ω1).

The macroscopic electric-displacement-field from Equation 3.14 can be extended to non-

linear media by incorporating the second-order polarization in Equation 3.18. We can then

examine the one-dimensional wave equation in a nonlinear medium where, the linear and

nonlinear components of D are incorporated as the THz electric field and the second-order

polarization,

∂2ETHz(z, t)

∂z2
− n2

THz

c2
∂2ETHz(z, t)

∂t2
=

1

ϵ0c2
∂2P

(2)
THz(z, t)

∂t2

=
χ
(2)
e

c2
∂2|E(z, t)|2

∂t2
,

(3.19)

where c is the speed of light, nTHz is the complex index of refraction at THz frequencies,

and E(z, t) is the optical electric field introduced in Equation 3.4. From Equation 3.19 we

see that the nonlinear polarization, induced by the optical field E(z, t), becomes a source for

the THz wave generated in a non-centrosymmetric medium.
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Crystal χ
(2)
e (pm/V) bandgap (eV)

ZnTe 68.5 [150] 2.26 [151]
LiNbO3 168 [150] 3.8 [152]
GaP 24.8 [153] 2.25 [154]

Table 3.1: Optical properties of common nonlinear crystals.

Optical rectification, like all nonlinear optical processes, is inefficient due to the small

nonlinear dielectric coefficients of materials. LiNbO3 is the crystal of choice for high-field

THz generation through OR because it has a relatively large χ
(2)
e and bandgap [37]. Table

3.1 lists the second order susceptibility and optical bandgap of common crystals used in THz

generation. The nonlinear coefficient in LiNbO3 is an order of magnitude larger than other

common materials for THz generation and has a larger bandgap, which prevents saturation

at higher fluence due to multi-photon absorption. This leads to significantly higher field

strengths over GaP and ZnTe [152].

In our system, we utilize NIR pulses centered at 1030 nm with a pulse duration τp =

232 fs. According to the time-bandwidth product, assuming a Gaussian NIR pulse, 0.44 =

τ∆ν, where δν is the NIR pulse bandwidth. Therefore, our estimated THz bandwidth from

OR spans from 0 THz to ∆νTHz = 0.44
0.232ps

=1.9THz. In practice, the maximum allowable

frequency is determined by the frequencies of phonon resonances in the generation medium.

ϵ(ω) becomes imaginary when ω approaches the frequency of the transverse optical (TO)

phonon, ωTO, maximizing the attenuation coefficient,

α(ω) =
ω

c
Im

√
ϵ(ω) . (3.20)

As a result, THz radiation with frequency near ωTO is strongly absorbed for propagation

distances L > 1
α
. In stoichiometric LiNbO3 crystals (∼1:1 ratio Li:Nb), the first TO phonon

frequency occurs near 5.3 THz [155]. In the crystal used in our THz generation setup,

LiNbO3, the phonon frequency is increased to 7.44 THz [156] by doping with 1.3 mol%

magnesium [157].

Additionally, if the THz waves propagate slower than the optical pulse envelope (nTHz >

nO) a walk-off of length,

lw =
cτp

nTHz − nO

, (3.21)

will develop. Generation of a secondary THz wave after a distance lw will lead to destruc-

tive interference, while continuous generation through the crystal will result in complete
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destructive interference after a distance lw ≪ l.

Extending our picture from one dimension to two (or three) dimensions, the interference

develops through THz wave generation at all points along the pulse front, i.e., across the

spatial extent of the optical pulse. Individual circular waves develop at each point in space

to form a unified wavefront − a process known as the Huygen’s principle (Figure 3.3(a)). As

the optical pulse moves ahead of the THz wavefront, the next THz wavefront is generated

before the pre-existing THz wavefront has reached the same position, resulting in destructive

interference.

This interference effect can be understood in terms of phase-matching conditions. Con-

sider a plane wave,

En(z, t) = An(z, t)exp(i(knz − ωnt)) + c.c. , (3.22)

where kn is the amplitude of the wavevector at a frequency ωn. Referring to Equation

3.19 and considering a pair of frequencies ω1 and ω2 that generate ωTHz = ω2 - ω1 without

depleting ω2, we have the following conditions,

dA2

dz
=0

dA1

dz
=

2iω1χ
(2)
e

k1c2
A2A

∗
THze

i∆kz

dATHz

dz
=

2iωTHzχ
(2)
e

kTHzc2
A2A

∗
1e

i∆kz ,

(3.23)

where A1 and ATHz are complex and A2 is constant. Unless the phase-matching condition,

∆k = k2 − k1 − kTHz = 0 , (3.24)

is met, the wave amplitudes A1 and ATHz will be oscillatory and unable to increase, aver-

aging out to zero over long distances. The wavevectors associated with the phase-matching

condition are tied to quantum mechanical momentum conservation,

ℏkTHz = ℏk2 − ℏk1 , (3.25)

that is, in turn, connected to the interaction between the oscillating light and the crystal.

The propagation of light through matter is governed by the dispersion relation,

ki =
ωi

c
n(ωi) , (3.26)
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where n(ωi) is the complex index of refraction. Momentum conservation can then be de-

scribed as,

ωTHzn(ωTHz) = ω2n(ω2)− ω1n(ω1) , (3.27)

where the right-hand-side can be written in terms of the central frequency of the optical

pulse, ωO,

ω2n(ω2)− ω1n(ω1) =

[
∂k(ω)

∂ω

]
ωO

. (3.28)

Therefore,
kTHz

ωTHz

=

[
∂k(ω)

∂ω

]
ωO

, (3.29)

where the ratio, kTHz

ωTHz
, defines the phase velocity of the generated THz wave and the expres-

sion,
[∂k(ω)

∂ω

]
ωO
, defines the group velocity for a pulse with center frequency ωO. Thus, the

phase-matching condition has lead to the velocity relationship needed to ensure optimized

THz generation,

vTHz
ph = vOgr , (3.30)

where the THz waves add constructively throughout the crystal. This can also be written

in terms of the index of refraction,

nTHz
ph = nO

gr . (3.31)

For ZnTe, this condition is met for NIR pulses centered at 812 nm and a generation frequency

of 1.7 THz [143]. As femtosecond 800 nm pulses are readily available through Ti:Sapphire

lasers, ZnTe has been one of the key materials for THz science for almost thirty years.

Conversely, for LiNbO3, which has a higher χ(2), nTHz
ph = 5.16 and nO

gr = 2.23 [53] at 1 THz

and 800 nm respectively. The following section will discuss how to account for the velocity

mismatch and engineer constructive interference for optimized THz pulse generation.

3.1.2 Phase-Stable Single-Cycle THz Pulses

The last section described the importance of phase matching during nonlinear optical

generation of THz waves in a non-centrosymmetric medium. For THz frequencies with

nTHz
ph > nO

gr, the wavefront generated by OR moves slower than the nonlinear polarization

induced by the intensity envelope of the optical pulse. This phenomenon was observed in

lithium tantalate as EO shockwaves [148, 149] before being imaged in LiNbO3 [158–160]. As
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Figure 3.3: An illustration of the Cherenkov cone produced in LiNbO3. (a) An optical
pulse with a pulse front perpendicular to the z axis (blue), propagating with wavevector,
kO, generates Huygen’s THz wavelets uniformly across the front (orange). Lack of phase
matching with the the pulse front prevents the wavelets from different pulse front locations
from constructively interfering. (b) Wavelets produced along the optical axis define a THz
wavefront at the Cherenkov angle, θC . (c) Tilting the optical pulse front at θC = 64o allows
THz wavelets to constructively interfere along kTHz, thereby increasing in amplitude to form
a strong THz wave propagating along kTHz (dark orange).

a result of the differences in their velocity, the THz wave and optical pulse front develops an

angular separation,

θC =cos−1

(
vTHz
ph

vOgr

)
= cos−1

(
nO
gr

nTHz
ph

)
=cos−1

(
2.23

5.16

)
= 64.4o .

(3.32)

This leads to a THz wavefront propagating with wave vector, kTHz, at an angle θC from the

optical wave vector (Figure 3.3(b)). θC is known as the Cherenkov angle, and is observed

in a number of physical situations where an object moves faster than the speed of light in a

medium. A tilted optical intensity front allows the individual THz waves to constructively

interfere and generate THz efficiently with a pulse front along kTHz (Figure 3.3(c)) [53].

For our setup, we use a modification to the tilted-pulse-front technique developed in
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reference [53], refined based on the 4f geometry in reference [55], and adapted for THz-

STM in references [7, 13, 15]. The schematic in Figure 3.4 shows a horizontally polarized

(in-plane) NIR pulse (red) incident on a pair of cylindrical lenses (C1 and C2) that give

the beam shape a vertical ellipticity with a vertical magnification ratio of 150/70 = 2.14.

The grating (Thorlabs GR50-0310, 300 lines/mm) has an expected damage threshold of 40

W/cm2. To minimize damage, our beam is further expanded by a pair of spherical lenses

(Sa and Sb) with a magnification ratio of 60/50 = 1.2. For a 3 mm beam diameter, the area

of the beam profile is increased from 7.06 mm2 to 21.2 mm2, reducing the power density on

the grating from 255 W/cm2 to 85 W/cm2. We also use an optical chopper at the cylindrical

lens focus, reducing the average power incident on the grating to 42.5 W/cm2. Selection of

the grating parameters and 4f telescope design follows from reference [55] and [156]. The

magnification ratio of the telescope lenses can be related to (1) the pulse front tilt and (2)

the imaging of the grating into the crystal, i.e., the color focus, where there is no spatial

chirp. The optimized configuration is obtained when these two magnification ratios, β1 and

β2, are equal. The first condition leads to,

β1(θd, p) =
pλ

nNIR
gr cos(θd)tan(γC)

, (3.33)

where θd is the diffraction angle of the NIR beam off the grating, p is the groove density in

lines/mm, λ is the center wavelength of the NIR pulse, nNIR
gr is the NIR index of refraction

used in Equation 3.32, and γC is the final (desired) pulse tilt. The second condition gives,

β2(θd) =
tan(γC)

nNIR
ph tan(θd)

, (3.34)

where nNIR
ph is the index of refraction at NIR frequencies and comes into play at the air-

crystal interface due to refraction. Plotting β1 and β2 simultaneously allows us to identify a

crossing point for each choice of p at different diffraction angles [156]. For a groove density

of 300 lines/mm and λ = 1030 nm, the magnification factor β is found to be 0.26 for a

diffraction angle of 74.3 degrees, with an incident angle of θi = -40.8 degrees. This is close

to the magnification factor we use in our setup of 0.25 (50 mm / 200 mm). Following the

schematic in Figure 3.4, a stage is used to align the NIR laser onto the grating at angle θi

= -41 deg without changing the NIR position on the grating. The grating is aligned such

that the m = -1 diffraction order is output parallel to the breadboard mounting array at θd

= 74 degrees. Diffraction of the beam causes the colors in the beam to diverge from each
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other while remaining collimated. The diverging color rays are then collimated by the first

spherical lens, S1, at the Fourier plane 400 mm from the grating. At the Fourier plane the

colors are spatially separated, but each monochromatic beam is focused.

The beam profile is illustrated in Figure 3.4. The broadband pulse before the grating is

shown as a single color. After diffraction it splits into separate ellipses. The rays correspond

to individual colors, which diverge upon diffraction, then propagate parallel to one another

but spaced apart after S1. Meanwhile, the beam at a particular wavelength is collimated

when it reaches S1 and then focuses at its focal length away, such that a Fourier plane is

created with separated but individually focused colors. Additionally, a half-wave plate (λ/2)

rotates the polarization from horizontal to vertical before the crystal to match its electro-

optic axis. The positions of the colors are indicated next to the beam path. The second

spherical lens, S2, is located 50 mm from the Fourier plane and recombines the colors into

a color focus while also collimating the beam for each individual color. The LiNbO3 crystal

is oriented perpendicular to the NIR beam, 50 mm from S1, where the color focus coincides

with the correct pulse front tilt. The crystal is cut at 63 deg to match the THz emission

angle, thereby minimizing refraction losses.

The THz pulse generated inside the crystal originates from an area the same size as the

NIR beam profile. The initial NIR beam diameter is approximately 3 mm. Following the

series of lenses used in the 4f setup, and the projection onto the emission plane, the focal

spot inside the crystal is expected to have dimensions 0.8 mm x 0.45 mm (A = 1.13mm2).

The estimated dimensions of the THz beam spot inside the crystal is on the order of the THz

wavelength, thus, divergence is expected from the generation due to Rayleigh diffraction,

w(z) = w0

[
1 +

(
zλ

πw2
0

)2] 1
2

, (3.35)

where w(z) is the beam waist (the width at which the intensity drops from maximum to

1/e2 of the maximum) hereafter referred to as the beam radius, λ is the THz wavelength,

and w0 is the beam radius at z=0. We can define the the Rayleigh length as,

z0 =
πw2

0

λ
, (3.36)

which is the distance traveled before the beam naturally expands to a radius
√
2w0. We can

calculate the expected beam radius, w, at 4 inches (101.6 mm) from the crystal for both axes

of the beam spot. The 0.8 mm axis diverges to 12.15 mm (D = 24.3 mm) while the 0.45
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Figure 3.4: A schematic for our 4f tilted-pulse-front setup to generate THz pulses in LiNbO3.
The beam shape is indicated by colored ellipses aside the optics along the beam path. A
pair of cylindrical lenses (C1 and C2) create a vertical ellipticity in our NIR laser beam (red,
λ = 1030 nm). The spherical lens pair (Sa and Sb) expand the beam by a factor of 1.2 to
decrease the power density on our Thorlabs 300 lines/mm diffraction grating. A stage is
used to align the NIR beam into the grating at θi = -41 deg. The ‘blaze arrow’ indicates
the direction of the beam diffracted through the m = -1 order at θd = 74 deg, leading to
diverging colors (multicolored ellipses). The 4f setup is defined by spherical lenses S1 and
S2 with focal lengths f1 = 200 mm and f2 = 50 mm. S1 collimates the diverging colors and
focuses each beam to a spot in the Fourier plane (FP ). At the Fourier plane, the colors are
focused at different positions. A half waveplate (λ/2) rotates the polarization to vertical,
aligning it with the crystal’s electro-optic axis. S2 recombines the colors at a color focus
while simultaneously creating the desired pulse front tilt. Due to the choice of magnification
from the 4f telescope and grating density, the NIR pulse front tilt matches the Cherenkov
angle, θC = 64 deg, inside the LiNbO3 crystal for optimized THz pulse generation.

46



mm axis expands to 21.6 mm (D = 43.2 mm). In practice, we do not observe this degree of

ellipticiy in the THz beam profile. Instead, it has a full width at half maximum (FWHM) of

approximately 13 mm in the x direction and 15 mm in the y direction. Using 2-inch mirrors

allows us to propagate the THz beam with a 1 to 1.5 inch diameter that, using Equation

3.36, has a Rayleigh length on the order of several meters. Ultimately, sufficient Rayleigh

length is needed for the extensive optical setup that is used to employ several THz-STM

modalities.

After generation, the THz beam propagates through a pair of 2-inch diameter wire-

grid polarizers that have an aperture of 34mm (WGP, Purewave PW010-030-050) for field-

strength control. A stationary WGP is fixed and defines the position θs = 0o, where its

wires are horizontal. The wires in a WGP are conductive, so THz light aligned parallel to

the wires will be absorbed. Therefore, the stationary WGP sets the THz pulse polarization

to be vertical for θs = 0o. A second WGP is in a rotation stage and its angle, θa, controls the

electric field strength through the relation |ETHz| ∝ cos2(θa). The wires are cross-polarized

at θa = 90o, at which point the THz field is minimized.

A pneumatically controlled flip-mirror has two states that can be used to change the

number of reflections within the beamline and induce a change of the THz pulse carrier

envelope phase (CEP) by π (i.e. it inverts the pulse). The phase change can be explained

by examining the interaction between the THz electromagnetic wave and the metallic mirror

surface. Assuming a perfect conductor with no transmission, the boundary conditions at

the interface forces the amplitude of the reflected wave to be equal and opposite to the

incoming wave. Euler’s identity then allows us to convert the -1 into a phase of π, i.e.,

−1 = exp(iπ). A 4-inch-diameter 0.5-mm-thick silicon wafer is used as a 50/50 beam-

splitter and is the entry point into a Michelson interferometer. The adjustable beamline

(Figure 3.5, right) incorporates a pair of 90o off-axis parabolic mirrors with focal lengths

of 3 inches; the intermediate focus is used for differential-mode modulation of the THz

beam using an optical chopper (Thorlabs MC2000B with MC1F10HP chopper blade). The

stationary beamline (Figure 3.5, bottom) incorporates another pneumatic flip mirror and a

single 90o off-axis parabolic mirror (focal length of 4 inches). This provides the option to

invert only the field of the THz pulse in the stationary arm by utilizing the Gouy phase at

the focus, where a 0.5-inch-diameter gold mirror is placed. After recombining at the silicon

beam-splitter and propagating out of the interferometer setup, an indium-tin-oxide (ITO)
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coated BK7 window is used to direct the THz beam toward our electro-optic detection and

STM setups. It serves the additional function that it is transmissive to visible light, so a

collinear visible guide beam can be used after the ITO window for alignment.

3.2 THz Pulse Detection

The development of ultrafast lasers created a need for detection methods with time

resolution beyond the capabilities of electronics [161]. Conceptually straightforward detec-

tion methods include intensity and interferometric autocorrelation measurements that use

an interferometer similar the one we have built in our THz setup (Figure 3.5). Interfero-

metric autocorrelation measurements resolve interference fringes resulting from electric field

interference that modulates the pulse intensity during a second-order nonlinear process, e.g.,

second harmonic generation. The technique allows us to estimate a pulse’s duration and,

with limited accuracy, determine if the pulse is broadened due to dispersion.

For THz power measurements in our lab we use a thermopile detector from Coher-

ent and a large-area pyroelectric detector (Gentec QS9-IL). Conventionally, autocorrelation

measurements are uncommon for THz frequencies. Instead, the most common technique for

THz pulse detection is EOS in a nonlinear medium containing a second-order nonlinearity

[39, 40]. Single-shot EOS detection schemes are now available [162], but challenging. There-

fore, the time-domain measurements presented in this thesis are stroboscopic and average

over >1000 pulses for each data point, which is the most common approach used for THz

spectroscopy. EOS relies on the phase-stability of THz pulses, i.e., their consistent electric

field shape in the time domain, which is ensured by intra-pulse DFG in LiNbO3, as will be

discussed in the following section.

Interestingly, a critical component to the success of THz spectroscopy in ultrafast science

has been the ability to measure the THz electric field transient directly, rather than simply

the intensity envelope. EOS of broadband THz pulses allows for the characterization of

a material’s frequency-dependent complex conductivity, without using the Kramers-Kronig

relations, and this can be translated into a description of the dielectric function and index of

refraction [163]. Detecting the THz electric field transient also enables subcycle time reso-

lution in pump-probe experiments. The inherent phase stability provided by the techniques

used to generate broadband THz pulses is of great benefit to THz science. As we will see
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Figure 3.5: THz setup schematic. The THz beam (ETHz, purple) enters the setup after
generation through a pair of wire-grid polarizers (WGP) containing an array of 10 µm wires
spaced at 30 µm. The first WGP controls the THz field strength, |ETHz| ∝ cos2(θa) with the
second WGP held at θs = 0o to enforce vertical polarization. A pneumatic flip mirror (CEP)
changes the number of reflections in the setup by 1 and alters the carrier-envelop-phase
(ϕCEP) by π, controlling the polarity of ETHz. A silicon beamsplitter is used to divide the
pulse into equal portions and direct them into the two arms of a Michelson-interferometer.
The stationary arm has a fixed path length and contains a second pneumatic flip mirror
(Gouy) that allows us to change the stationary arm ϕCEP by π using the reflection off of a
0.5-inch-diameter gold mirror at the focus of a 90o off-axis parabolic mirror. The adjustable
arm contains a delay stage (AC Delay) that controls the path length of the arm and the
time-overlap of the two THz pulses. The adjustable arm beam path is equipped with a focus
for power measurements or modulation with an optical chopper spinning at frequency fmod.
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in the rest of this thesis, phase stability is essential for intrinsically nonlinear processes like

lightwave-driven STM.

3.2.1 Electro-Optic Sampling

Continuing the discussion on second-order nonlinear polarization from Equation 3.1.1,

crystals that poses a large χ
(2)
e not only allow for OR, but also the Pockels Effect. The

second-order nonlinear polarization associated with the Pockels Effect is

P
(2)
i =2

∑
j,k

ϵ0χ
(2)
ijk(ω, ω, 0)Ej(ω)Ek(0)

=
∑
j

ϵ0χ
(2)
ij (ω)Ej(ω) ,

(3.37)

where the static field, Ek(0), is encoded in a field-induced susceptibility,

χ
(2)
ij = χ

(2)
ijk(ω, ω, 0)Ek(0) . (3.38)

This is a similar result to the nonlinear polarization derived for OR. With the static field

contributing to the second-order susceptibility, we can say that the Pockels Effect is a field-

induced birefringence. Crystals with static birefringence exhibit a polarization-dependent

index of refraction, with slow and fast axes that can lead to elliptical polarization. In EOS

measurements, the crystal does not have a static birefringence. Instead, the THz field induces

a birefringence and measuring this allows the THz field to be determined.

Utilizing a sufficiently short optical pulse, we read out the change to the birefringence

of the crystal. The probe pulse must be short enough to treat the THz field as quasi-static.

When birefringence is induced, a degree of ellipticity is acquired by the probe pulse that

is proportional to the strength of the instantaneous THz electric field. A phase-matched

optical pulse will propagate colinearly through the detection setup at a fixed delay-time, τ ,

accumulating a differential phase retardation,

∆ϕ =
ωL

c
n3
Or41ETHz , (3.39)

where r41 is the relevant EO tensor coefficient for ZnTe, which is a common material for

EOS. Recording the ellipticity imparted onto the probe pulse as a function of τ allows us to

trace the transient THz electric field, ETHz(t). Furthermore, we can calculate the strength

of the field based on the magnitude of the induced ellipticity,

ETHz = sin−1

(
A−B

A+B

)
λO

2πn3
Or41TZnTe,THzL

, (3.40)
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where A and B are the photodetector responses, TZnTe,THz = 0.48 is the transmission coeffi-

cient of ZnTe at 1 THz, L is the thickness of the crystal used for detection, and nO = 2.85

[164] is the index of refraction for a gate pulse with wavelength λ = 800 nm.

There are several common crystals that exhibit the Pockels Effect, each with distinct

phase-matching conditions for NIR and THz frequencies. Notably, ZnTe is phase-matched

for frequencies near 800 nm and 1.5 THz. A description of the scheme used to generate < 20

fs NIR probe pulses with central wavelength near 800 nm will be provided in the following

section.

In the setup picture shown in Figure 3.6, the THz pulses are focused onto a 100 µm

ZnTe(110) detection crystal mounted to another 2-mm-thick ZnTe(100) crystal via a 90o

off-axis parabolic mirror. ZnTe is not perfectly phase matched with all the frequencies of a

single-cycle THz pulse. Using a thin detection crystal reduces the sampling length during

EOS and lowers the impact of walk-off between the pulses. Fresnel reflections at the backside

crystal interface lead to a reflection of the THz pulse that is detected at later delay times.

For a thin detection crystal, the reflection appears close to the main pulse on the delay-time

axis. Mounting the detection crystal to a thicker crystal with the same index of refraction

adds a delay time to the reflection. A 2-mm-thick ZnTe crystal is chosen to match the index

of refraction of the detection crystal and the (100) crystal orientation has an orthogonal EO

axis such that it does not contribute to the EO signal. The index of refraction of ZnTe near

1THz is ∼ 3.2 [143] and would lead to a reflected THz pulse detected 2.13 ps after the main

pulse for a 100-µm-thick crystal versus 44.8 ps for a 2.1-mm-thick crystal.

An aperture is drilled through the rear of the mirror surface to allow the probe pulses

to propagate colinearly with the THz beam. An important consideration is the spatial

overlap between the THz and probe beams. Due to the significant wavelength difference

(300 µm vs 800 nm) and the corresponding diffraction limits, we expand the probe beam to

match the THz spot size for accurate measurement of the THz electric field strength and

waveform. Before focusing, all frequencies within the THz pulse have the same beam radius.

Equation 2.28 is proportional to wavelength, indicating that the lower frequencies (longer

wavelengths) of the THz pulse will not focus as tightly as the higher frequencies. A typical

single-cycle THz pulse generated in LiNbO3 will have a spectrum spanning 0.5 THz to 2 THz,

resulting in a factor of four difference in beam radius at the focus. Matching the THz and

optical spot size ensures that all frequencies of the broadband single-cycle pulse are sampled.
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Figure 3.6: Electro-optic sampling setup used to perform time-domain measurements of the
THz electric field transient. Optical gate pulses (red beamline, λ = 800 nm) pass through
a waveplate (λ/2) and vertical polarizer for attenuation and then through an aperture in
the back of a 90o off-axis parabolic mirror. THz pulses (purple beamline) enter along the
collimated axis of the parabolic mirror before being focused into a 100 µm ZnTe(110) de-
tection crystal mounted to a 2 mm ZnTe(100) crystal. The gate and THz pulses propagate
co-linearly through the ZnTe crystal. The gate pulse ellipticity changes throughout the
setup, as illustrated at the top. The ellipticity in the absence of a THz field (black arrows) is
initially vertical and is converted to a circular polarization by a λ/4 waveplate. A Wollaston
prism separates the gate pulses into horizontal and vertical polarization components before
directing them into a balanced photodetector. In the presence of a THz field, THz-induced
birefringence imparts a small ellipticity to the gate pulse, resulting in an imbalance between
vertical and horizontal polarization after the λ/4 waveplate. The gate polarization in the
presence of a THz field is illustrated at the top as grey arrows.
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Figure 3.7: Time-domain measurement of a THz electric field transient acquired with EOS.
(a) EOS waveform of a THz pulse generated by OR in our 4f setup with LiNbO3. (b) Fast-
Fourier transform of the waveform in (a) with bandwidth of 1 THz.

Following the ZnTe crystal is a λ/4 waveplate that converts the gate pulse from linear to

circular polarization. The ellipticity of the optical pulse in the presence of the THz field

is read out by separating the orthogonal polarization components of the optical beam with

a Wollaston prism. The prism contains an interface between two materials with an index

mismatch that preferentially reflects the light polarized parallel to the surface (S-polarized)

in one direction and the perpendicular polarization (P-polarized) in the opposite direction.

A pair of photodiodes with matched circuit impedance are then used to detect each beam

from the Wollaston prism.

With EOS, we trace out the transient THz electric field profile directly in the time

domain by changing the pump-gate delay time, i.e., the delay time between the 800 nm

probe pulse and the THz pulse. A typical spectrum is shown in Figure 3.7(a) along with

the corresponding FFT in panel (b). The bandwidth of the generated THz pulse (FWHM)

is approximately 1 THz.

Care must be taken when performing EOS measurements to ensure the highest accuracy.

EO detection is sensitive to all environmental impacts on the THz pulse. Figure 3.8(a) shows

an EO trace of the same THz beamline under different environmental conditions. The black

trace contains many oscillations that arise from water molecules in the atmosphere, which

absorb and re-emit at THz frequencies. A set of water line resonances can be seen to

impact the THz spectrum at 1.12-1.18 THz, 1.43 THz, 1.68 THz, and 1.86 THz that are

consistent with resonances reported in the literature [165]. To avoid unwanted interactions
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that would reduce our THz field, we have constructed a dry-air purge box that is capable

of maintaining a dry environment with humidity as low as 0.01%. The FFTs plotted in red

and shown in Figures 3.7(b) and 3.8(b) are both acquired while the setup is under optimally

dry conditions, i.e., after allowing the purge box humidity to stabilize for > 30 minutes.

The THz EOS waveforms in 3.8(a) were acquired after the THz purge box was opened and

acclimating to a ∼40% relative humidity environment for ∼45 min. Notably, the symmetry

of the waveform changes. The main peak is reduced by 9.6% while the second half-cycle

is reduced by 44%. The effects of waveform symmetry on THz-STM measurements will be

discussed in Chapters 4−7.

The detection crystal has a frequency dependent transfer function that is convoluted

with the THz pulse spectrum during EOS measurements. The velocity mismatch in ZnTe

between the 800 nm gate pulse and the frequencies in the THz pulse leads to a frequency

dependent walk-off that acts as a filter. The cut-off frequency in ZnTe forms at ∼2.5THz

for crystal thicknesses >100 µm [143]. Additionally, the nonlinear susceptibility of ZnTe

is affected by a TO phonon resonance with a frequency of 5.3 THz that limits detection

bandwidth above 4 THz for all crystal thicknesses [143]. The frequency filtering effect can

be minimized by preparing the crystal as thin as possible while still maintaining measurable

EO signal. The EO traces shown were recorded using a 100-µm-thick ZnTe(110) crytal. A

reflection can be seen in the EOS trace in Figure 3.8(a) at 10.86 ps. This feature corresponds

to THz pulse delayed by a reflection within the 0.5-mm-thick Si beamsplitter. Using the 100-

µm-thick ZnTe(110) crytal mounted to an additional 2.0-mm-thick ZnTe(100) increases the

delay from the analogous reflection of the THz pulse within the detection crystal. Increasing

the delay time between the main pulse and reflected pulses allows for FFT calculations using

a wider time window;, the added time increases FFT resolution.

3.2.2 Ultrashort Gate Pulse Generation

One of the assumptions made for EOS is the treatment of the THz electric field as

quasi-static. However, this assumption requires that the gate pulse duration be sufficiently

short compared to the oscillation time of the THz pulse [166]. Moreover, for the experiments

discussed later in the thesis, knowledge of the precise THz field profile plays an important

role in understanding our THz-STM measurements. The THz pulse measured by EOS is a

convolution between the electric field transient, crystal electro-optic response function, and
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Figure 3.8: EOS measurements of our THz pulses with and without a dry air purge. (a)
A pristine EOS trace acquired at < 0.05 % humidity is shown (red) to contrast against a
waveform measurement performed under ambient conditions (black). Significant ringing is
present as a result of THz absorption by H2O in the atmosphere. (b) FFTs of the waveforms
in (a) in the range -8 to 8 ps. The time window is narrowed to avoid reflections like the
one indicated in (a) (a THz reflection from the 0.5-mm-thick Si beamsplitter) that would
introduce Fabry-Perot resonances in the FFT. The waveforms in (a) are normalized to the
maximum of the purged signal, the resulting changes in field strength are indicated in percent.
The amplitude spectra in (b) are normalized to the maximum of the individual data.

gate pulse spectrum [167]. Performing EOS measurements with a broadband gate pulse

prevents filtering effects that would reduce the measured bandwidth of the THz pulse. This

effect can be mitigated so long as the ratio of gate pulse duration to THz half-cycle time is

less than 1/2.7 [166].

To create a gate pulse with a duration τg < 20 fs, we exploit the Kerr nonlinearity that

produces a third-order nonlinear susceptibility in an ytterbium aluminum garnet (YAG) crys-

tal. This class of materials experiences an intensity-dependent index of refraction, developing

a nonlinear polarization,

PNL(ω) = 3ϵ0χ
(3)(ω = ω + ω + ω)|E(ω)|2E(ω) . (3.41)

White-light supercontinuum generation (spectral broadening of an ultrafast pulse) arises

from two important contributions, self-phase modulation and self-focusing [168, 169]. Self-

focusing spatially confines the light by acting against diffraction, increasing the interaction

length in the crystal, over which the effects of self-phase modulation are able to generate

significant broadening of the input spectrum. In practice this picture of broadening fails over

long distances due to a combination of dispersion and chip that develops due to self-phase

modulation, requiring carefully chosen materials with negative dispersion to balance the the
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positive dispersion of self-phase modulation, e.g. fibers used for communication [170].

Before discussing our setup for white-light generation, the concept of dispersion should

be clarified in the context of a broadband pulse. The dispersion relation can be seen by

considering the frequency dependent wavenumber, k(ω), and a Taylor series expansion about

the center frequency of the pulse,

k(ω) = k0 +
∂k

∂ω
(ω − ωO) +

1

2

∂2k

∂ω2
(ω − ω0)

2 +
1

6

∂3k

∂ω3
(ω − ωO)

3 + [...] . (3.42)

Whereas k0 is the wavevector of the central frequency of the pulse and relates to the phase

velocity, each term in the series expansion has a different physical interpretation.

∂k

∂ω
=

1

νgr

∂2k

∂ω2
= group delay dispersion (GDD)

∂3k

∂ω3
= third order dispersion (TOD)

The first-order term identifies the average speed of the pulse as it propagates through the

medium, while higher-order terms describe the relative speeds of each frequency. Normal

dispersion occurs when GDD is positive, resulting in a slowing of the group velocity for

higher frequencies. Anomalous dispersion is when the GDD is negative, resulting in larger

group velocity at higher frequencies. Relating these concepts to the prism compressor, most

materials and processes apply a positive GDD; the compressor is designed to apply negative

GDD, allowing the higher frequencies to rejoin the low frequencies, producing time-domain

compression of the pulse. In the compressor, the group-velocity-dispersion (GVD, GDD per

unit length) is determined by the second derivative of the optical path length (P ) with respect

to the wavelength (d2P/dλ2) for each light ray propagating along different trajectories [171].

The prism pair within the compressor refracts the incident light within the pulse, separating

the frequencies so that they propagate along separate trajectories. The accumulation of

GDD during propagation through the compressor is thus controlled by the overall length of

the compressor. Adjusting the separation between prism apices, by changing the position

of the prism perpendicular to the beam path, provides fine control of pulse dispersion. In

general, the optical path length difference can also be described by higher order derivatives,

which allows the prism compressor to affect more complex pulse dispersion, e.g., d3P/dλ3

relates to the pulse’s TOD.
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Figure 3.9: Supercontinuum while-light generation and prism compressor. An ultrafast NIR
pulse (λ = 1030 nm) with a pulse energy of ∼500 nJ is focused into a 4-mm-thick YAG crystal
by a 2-inch-focal-length (50.8 mm) spherical lens. A 0.5-inch-focal-length (12.7 mm) silver
90o off-axis parabolic is used to collimate the white-light and direct it toward a D-mirror.
The white light is reflected into a 500-mm focal length spherical mirror that focuses through
the prism compressor to a 2-inch-diameter (50.8 mm) square silver mirror. The mirror is on a
stage to optimize its position at the Fourier plane generated by refraction through the prisms
within the compressor and focusing optics. The white-light pulse propagates through a small
prism (BK7) and large prism (BK7) whose separation distance, in combination with the focal
length of the spherical mirror, dictate the dispersion compensation of the compressor. The
multi-colored beam path indicates the white-light spectrum that enters the compressor and
the red beam path indicates the spectrum that is selected by the knife edges at the Fourier
plane. Gaussian distributions and white arrows indicate the relative orientation of the colors
within the pulse. Positive dispersion is experienced during supercontinuum generation (red
followed by blue at the YAG crystal). Refraction through the prisms provides negative
dispersion that inverts the orientation of the colors. At the output of the compressor the
dispersion is minimized and the colors are evenly distributed throughout the pulse (blue and
red are mixed to make purple after the D-mirror).
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The gate pulse we use is a white-light supercontinuum produced by self-phase modula-

tion. A high-intensity NIR light pulse induces a nonlinear polarization in the YAG crystal,

leading to the development of a phase offset,

ϕNL = −n2I(t)
ω0L

c
, (3.43)

where n2I(t) is the nonlinear contribution to the intensity-dependent refractive index and L

is the interaction length. The behavior of ϕNL dictates how the spectrum is broadened and

produces lower frequencies at the beginning of the pulse and higher frequencies at the end

of the pulse according to relationship,

δω(t) =
d

dt
ϕNL(t) . (3.44)

The chirp induced by the process prevents the broadband pulse from having a short pulse

duration [172]. In order to reduce the pulse duration the dispersion must be compensated.

To achieve significant pulse compression we built the 500-mm-long double-pass 2-prism

compressor, pictured in Figure 3.9. Refraction of the light rays through the prisms alters the

relative path lengths of the colors through the compressor. Blue wavelengths travel a shorter

distance between the spherical focusing mirror and the flat end mirror, allowing positive GDD

to be compensated as the pulse travels through the compressor. The effect is visualized by

intensity profiles colored in red and blue that overlap to make purple at the output of the

compressor in Figure 3.9. A larger separation between prisms enhances the accumulation of

negative dispersion. The generating pulse continues to propagate through the compressor

alongside the gate pulse. Without separating them, the higher-order dispersion in the NIR

pulse will limit the the gate pulse compression. Likewise, the NIR pulse is many orders of

magnitude more intense and would render the gate pulse undetectable during EOS. We can

isolate the desired spectrum at a Fourier plane. A long, 500-mm-focal-length silver spherical

mirror is used to focus the pulse through the prism compressor, leading to a Fourier plane at

the focus half-way through the compressor. The white-light pulse (multi-colored beamline

in Figure 3.9) is filtered at the Fourier plane by blocking the highest and lowest frequencies

with a pair of sharp razor blades. The filtered pulse (red beamline in Figure 3.9) is reflected

backward through the prism compressor in order to complete the pulse compression. A Flame

spectrometer produced by Ocean Optics was used to measure the gate pulse spectrum, as

shown in Figure 3.10(a). We select a range from 700 nm to 950 nm (∆ν = 112 THz).
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Figure 3.10: Verification of ultrashort gate pulse duration for EOS measurements. (a) Mea-
surement of the 10-mW-average-power gate pulse using a Flame spectrometer from Ocean
Optics. The spectrum spans 112 THz, from 700 nm to 950 nm. (b) Interferometric autocorre-
lation trace of the ultrashort gate pulse (black) produced from a white-light supercontinuum.
The time axis is determined by the interference period (2.11 fs) of a CW He:Ne laser (red)
with a wavelength of 633 nm.

Removing the NIR spectral components from the pulse significantly reduces the power; the

input pulse contained ∼500 nJ and the measured gate pulse power after spectral selection

was 10 nJ (10 mW).

To maximize power through the compressor, each prism was aligned to allow trans-

mission at Brewster’s angle to minimize reflection losses. Adjusting the prism positions

perpendicular to the beam path allow us to optimize the gate pulse compression. Optimiza-

tion of the gate pulse duration was done while performing interferometric autocorrelation

measurements (Figure 3.10(b)). The measurements are performed with a Michelson interfer-

ometer setup designed to generate a second harmonic (SH) signal. The SH signal is sensitive

to the intensity profile, |E|2, but does not contain sufficient information to deduce the phase

of the gate pulse. The SH dependence on E and the pulse intensity leads to interference

of signal that should produce a ratio of 8:1, between the maximum and minimum deviation

from the baseline. The photodiode detector used in our setup was also sensitive to linear

absorption of the gate pulse spectral content. Although the sensitivity was low, a relatively

inefficient SH process leads to a mixed character of SH and linear absorption, reducing the

ratio in our measurement to ∼5:1. Therefore, only a rough estimation of the pulse dura-

tion is possible. The interferometer was built with a continuously oscillating speaker as the

delay-time mechanism, and, hence, the time axis needed to be calibrated. Our calibration
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was performed via linear interference of a CW He:Ne laser with a wavelength of 633 nm.

Modulation of the average power by linear interference was measured as a periodic oscillation

(red curve, Figure 3.10(b)), which allowed us to calibrate the time axis using T = λ/c =

2.11 fs for λ = 633 nm. The ultrabroadband spectrum leads to a few-cycle autocorrelation

with a FWHM < 20 fs. For a Gaussian pulse, the duration is therefore 20
1.414

= 14.1 fs. To

obtain a more precise measurement, complex reconstruction algorithms can be used to an-

alyze frequency-resolved-optical-gating (FROG) maps acquired for the pulse by measuring

spectra produced by intra-pulse second harmonic generation as a function of delay-time.

However, due to the relatively large time-scale difference between the optical gate pulse and

the EO-detected THz pulse, it was not necessary to pursue such thorough characterization in

this case. Conversely, EO characterization of multi-THz pulses (in the MIR) requires precise

optimization of the gate pulse duration, e.g., for 30 THz the half-cycle time is expected be

around 30 fs, requiring the gate pulse in EO detection be <15 fs [173].

3.2.3 Imaging the THz Focus

Figure 3.11: Images of the THz beam spot acquired by a SEEK Compact Pro thermal cam-
era. The two images identify ‘mirror up’, which selects ETHz,pk > 0, and ‘mirror down’ used
for ETHz,pk < 0. These images are used to optimize the pointing of our THz beam at various
points throughout the setup. The contrast around the pulse comes from uneven exposure of
the room temperature background.

The THz setup in Figure 3.5 contains many control parameters that can affect the
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THz beam alignment. A key parameter for the experiments discussed in Chapter 4 and

presented in Chapter 6 is control of the THz polarity, i.e., the direction of the peak THz

electric field, ETHz,pk. The CEP mirror in Figure 3.5 that flips the THz polarization also

changes the beam path by approximately 15 cm. The 2-inch-diameter gold mirror must be

repeatable in its positioning, as minor deviations in the pointing will affect the alignment of

the beam after several meters of propagation to the STM tip. Additionally, the THz setup

is based on a Michelson interferometer geometry containing two separate beam paths, each

of which contains adjustable optics, so their collimation after recombination must also be

confirmed.

We employ a temperature-sensitive camera (SEEK Compact Pro, manufactured by

SEEK Thermal) for THz imaging. The camera uses 12-µm-wide microbolometer pixels

made from vanadium oxide, and incorporates these into an electronic circuit constructed

to detect the changes in material resistivity as a function of temperature. The thermal

camera is low-profile (as it was originally designed for smartphones) and thus fits in many

locations throughout the setup. As an example, for testing the alignment of the CEP mirror

into the interferometer, the camera was mounted and placed at the focus in the adjustable

arm of the THz interferometer (see Figure 3.5). Here, we can see the real-space changes in

alignment between CEP mirror configurations. Despite the relatively large focal size of the

THz beam, it is still necessary to eliminate alignment changes between THz configurations

and hence we performed such characterizations and subsequent optimization alignment for

all configurations. This is important because at the STM tunnel junction the tip diameter

is on the order of the spot size. Thus, adjustments in the pointing could lead to changes in

the coupling efficiency of the incident THz field to the tip and tunnel junction.
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Chapter 4

Terahertz Scanning Tunneling Microscopy

Optical experiments utilizing ultrafast light pulses have become an integral approach

to materials science research [49, 174]. Ultrafast spectroscopy is the study of photoexcited

states of matter and was recognized by the 1999 Nobel prize in chemistry. The award was

presented to Ahmed Zewail for using femtosecond optical pulses to probe chemical reactions.

Since then, light pulses across the IR, visible, UV, and x-ray spectral ranges have been used

extensively to investigate, free-carriers [175], quasi-particles [176], magnetism [177], and

complex materials [178]. Pump-probe measurements with sub-picosecond excitation pulses

and THz or MIR probe pulses characterize the initialization of non-equilibrium states and

their subsequent decay pathways in condensed matter systems. The dynamics of the excited

system can be monitored by the spectral signatures of low-energy excitations, e.g. phonons

and interband transitions in excitons, which are involved in electron-electron and electron-

phonon interactions [179, 180]. A key step in developing our understanding of materials

and how to integrate them into next-generation devices is to characterize ultrafast processes

locally [181], which requires access to sub-nanometer length scales. This has spurred great

interest in developing techniques that allow light to be utilized on increasingly smaller length

scales [17]. The push toward the ultimate limits in time and space of condensed matter

systems has resulted in THz-STM [5, 6, 9–12, 14, 16, 182–184], which is a marriage between

ultrafast THz pulses and atomically resolved STM [7, 8, 13, 15, 18, 185–187].

At the smallest length scales, the arrangement of atomic constituents plays a significant

role in the dynamics of the system. This is evident in low-dimensional and correlated electron

systems, where electron-electron and electron-phonon coupling, together with their behavior

near defects, dominate the mediation of energy transfer and relaxation. Energy harvesting,

e.g., for solar cell technology, requires the separation of charge across interfaces, e.g., between

materials [188], within nanostructures [189] and across molecules [190]. STM studies of
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Figure 4.1: Schematic diagram of constant-height THz-STM operation. NIR pulses (INIR)
generate single-cycle THz pulses (ETHz) that illuminate the tunnel junction of an STM and
induce a tunnel current at a repetition rate, frep = 1 MHz. The STM tunnel current is
fed into a lock-in amplifier that is referenced to an optical chopper, which modulates the
NIR pulse train. This turns the THz generation on and off at a modulation rate, fmod =
963 Hz. The lock-in signal is fed into the DSP, where the THz-induced current is recorded.
Constant-height THz-STM operates without the feedback loop engaged and typically with
VDC = 0V.

isolated individual molecules have shown strong coupling between electronic and photonic

degrees of freedom [191] as well as between electronic and vibronic degrees of freedom [192]

with extreme spatial sensitivity to charge injection into the system.

In STM experiments, the key to establishing the technique as a de facto tool for sur-

face science has been the application of local tunneling spectroscopy. STS measurements

extract the LDOS with ångström-scale resolution in both single point measurements and

in spatially resolved maps of quasi-particle interference [31, 193]. The latter allows STM

to construct a map of the sample’s band structure similar to angle-resolved photoemission

spectroscopy measurements [194, 195]. The next step in atomic scale surface science is the

unambiguous real-space detection of electronic dynamics. However, STM lacks the tempo-

ral resolution necessary to resolve the dynamics that are relevant in the next generation of

complex electronic materials.
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To achieve ultrafast time resolution in THz-STM, the static bias voltage (VDC) is re-

placed by a time-dependent bias modulation (VTHz(t)) created by the electric field of a

phase-stable single-cycle THz pulse coupled to the tip (ETHz, Figure 4.1). The bias mod-

ulation is ultrafast, evolving on sub-picosecond timescales (< 10−12 s), i.e., many orders of

magnitude faster than conventional modulation rates. The THz voltage modulation ampli-

tude is typically 1− 2 orders of magnitude larger than what is used in dI/dV spectroscopy

[196].

THz-STM probes a unique spatio-temporal regime, but further development of the

technique is needed to establish it as a tool for exploring new materials. In this chapter,

I will present the principles of THz-STM using analogues to the STM and STS concepts

presented in Chapter 2. I will further present a guide to the experimental procedures I

have developed for performing THz-STM and THz-STS experiments. Later, in Chapter 6,

these methods are used to explore atomically precise graphene nanoribbons. In Chapter 7, I

present new analytic tools for analyzing the data from these methods, laying the groundwork

for future materials science.

4.1 Ultrafast STM

With the establishment of commercial compact, turn-key ultrafast lasers and the devel-

opment of commercial low-temperature UHV STM systems, scientific pursuits on ultrafast

time scales and of atomic length scales have become commonplace. As our technological age

progresses, the demand to combine them has reached a critical point. Device construction

has reached the nanometer length scale [197, 198] and device operation speeds are now in

the GHz regime [199]. THz-STM now provides simultaneous sub-picosecond time resolution

with ångström spatial resolution, and is in the process of maturing as a next-generation tool

for ultrafast surface science on the atomic scale.

Two prominent early attempts to incorporate ultrafast time resolution into STM ex-

periments were junction-mixing STM (JM-STM) [48] and photoconductively gated STM

(PG-STM) [200]. These developments in the late 1990’s were promising, offering temporal

resolution on picosecond timescales. However, the spatial resolution of STM is a hallmark

of the technique and must be maintained to fully realize ultrafast time-resolved STM mea-

surements. In the case of PG-STM, the origins of the time-resolved signal were capacitive in
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nature and therefore extended over several micrometers [201], precluding the technique from

achieving atomic-scale spatial resolution. JM-STM was developed to to utilize fast volt-

age transients generated by photoconductive switches that are launched along pre-patterned

transmission lines and detected in the STM tunnel current [202]. The necessity of a trans-

mission line is broadly limiting in terms of sample flexibility and the propagation of the

transient voltage limited the time resolution to >10 ps. On the other hand, JM-STM helped

inspire the both THz-STM and our THz-STS algorithm presented in Chapter 7.

An alternative route to ultrafast time resolution involves direct illumination of the tunnel

gap by ultrafast NIR and optical laser pulses. This leads to photo-assisted tunneling triggered

by optical excitation of the tunnel junction, such as was observed in the first demonstration

of STM combined with ultrafast pulses [203]. Utilizing femtosecond pulses in laser-assisted

STM (LA-STM) leads directly to sub-picosecond current modulation [204], which has allowed

for atomic scale investigation of single molecules [205]. However, complications arise when an

STM junction is illuminated with laser light that carries enough photon energy to photoexcite

electrons in the system, especially when the average power is high. The tunnel current is

extremely sensitive to the tip-sample distance, and direct illumination with femtosecond

lasers induces thermal expansion of the STM tip [206]. Pulse energies < 1 nJ have been

recommended to mitigate these effects, though they still occur [207]. The thermal effects of

direct laser illumination are made more technically challenging when considering the stability

of the combined laser and STM systems.

Typically, the STM is suspended in vacuum and mechanically isolated from the envi-

ronment. Illuminating the junction with light originating far the STM (where the systems

are ostensibly decoupled from one another) compounds the thermal problems of LA-STM.

The focus size of the laser pulses at optical and NIR wavelengths is on the order of a few

tens of µm and is often coupled into the junction via a focusing lens from outside the vacuum

chamber, leading to significant motion of the focus for small perturbations of either system

[208]. While the non-contact approach of LA-STM is appealing, the thermal effects and

stability challenges have proven to be difficult to overcome. Recently, a new photo-assisted

tunneling technique has been developed to mitigate some of these issues. The introduction

of shaken-pulse pair [209] and homodyne mixing of NIR pulses [186] have attempted to alle-

viate the thermal fluctuations of the STM tip and junction by removing the need for optical

chopping. Yet, the shot-to-shot thermal contributions will always be difficult to rule out for
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photon energies that are strongly absorbed by the tip and junction.

A key challenge has been to achieve ultrafast time resolution in an STM through a

method that operates similarly to conventional STM, i.e., ideally, with a voltage based probe.

In STM and STS, a static voltage probe allows us to extract quantitative information about

a sample’s electronic structure, aiding in the development of new devices and fundamental

physics [210]. The models that describe tunneling between the tip and sample are highly

dependent on tunnel gap distance, and, thus, these experiments require a high degree of

stability. Laser excitation with optical and NIR wavelengths degrades thermal stability,

especially when the incident power is high. Conversely, operating at low frequencies (e.g,

THz) avoids the shot-to-shot thermal fluctuations that cause the tunneling gap to change

width for higher frequency illumination. An equally important aspect is that the THz

pulse acts as an ultrafast bias voltage rather than a photoexcitation of the junction, as

is discussed below. Thus, THz-STM builds on the developments of previous time-resolved

STM techniques and overcomes the challenges they encountered. The rest of this chapter

will describe the concepts behind THz-induced tunneling in an STM tunnel junction and

the experimental modalities used for science.

4.1.1 Keldysh Parameter

A straightforward definition of the regimes of nonlinear interaction of electromagnetic

waves with matter is provided by the Keldysh parameter [211, 212],

γ =
ω
√
2meΦ

eE
, (4.1)

where ω is the angular oscillation frequency of the electric field,me is the mass of the electron,

e is the elementary charge, Φ is the ionization energy or barrier height, and E is electric field

strength. The Keldysh parameter distinguishes between the multi-photon regime of optical

nonlinearity (γ > 1) and the nonperturbative, strong-field regime (γ < 1), where field-driven

tunneling dominates (Figure 4.2(a)). For typical STM parameters, e.g., a gap distance of

d=1nm and V =1V (such that E = V/d = 109V/cm), the Keldysh parameter at 1 THz is

γ=4.74×10−2. Operating in the strong-field regime of light-driven currents, where the THz

pulse acts as an ultrafast voltage transient, allows us to maintain the tunneling behavior that

gives rise to atomic resolution in STM. The term ‘lightwave-driven STM’ has been coined

to describe this class of experiments [7, 49], which originated in the THz spectral range [5].
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Figure 4.2: Illustration and calculation of the Keldysh parameter, γ, defining the separation
between two regimes of nonlinear light-matter interaction, i.e., the multi-photon and strong-
field regimes. (a) An illustration of the differences between multi-photon and strong-field
regimes. In the multi-photon regime (γ > 1) the system undergoes an electronic excitation
by absorbing a photon with energy, ℏω, resulting in a direct excitation into higher energy
bands (top). In the strong-field regime (γ < 1) the electric field of the light acts as a voltage,
e.g., VTHz, and changes the potential of the system (bottom). Distortion of the energy
landscape changes the height of the potential barriers and allows for quantum tunneling.
(b) Calculation of applied voltage across an STM tunnel junction for typical gap distances.
The region above the diagonal line corresponds to the strong-field regime, while the region
below the line corresponds to the multi-photon regime. The blue horizontal line indicates
the applied voltage at which field emission occurs for a static bias and Φ = 5 eV. A pair
of vertical dashed grey lines are provided for reference, denoting the approximate center
frequency of our THz pulses (left) and the fundamental frequency of our NIR laser system
(right).
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Equation 4.1 can be rewritten as V = dω
√
2meΦ/γ. Figure 4.2(b) shows the minimum

applied voltage, V (γ = 1), to remain in the strong-field regime for two different tunnel gap

widths. At 1 THz, the minimum voltage is ∼50mV, whereas at the fundamental frequency

of our laser (291 THz, 1030 nm), the minimum voltage is V ∼ 14V. In conventional STM,

when VDC ≳ Φ/e (5 V in Figure 4.2(b)) the current across the junction is described by

field emission, which is less sensitive to gap distance. As a result, the current is no longer

concentrated on the atomic cluster at the end of the tip for field emission and the spatial

resolution degrades. If the voltage is below the line for a given gap distance and frequency,

then the light-matter interaction can be described by a multi-photon process and current

is generated by a process such as photon-driven or photo-assisted tunneling [185, 205, 209].

Interestingly, this suggests that THz-driven tunneling uniquely spans mV to V energy scales

as a strong-field process while simultaneously maintaining sub-picosecond temporal resolu-

tion. The oscillation period shown in Figure 4.2(b) indicates twice the upper limit of time

resolution for lightwave-driven STM of a given frequency.

In summary, for a THz pulse coupled to an STM junction, if the electric field is high

enough to operate in the strong-field regime (as is the case for all experiments discussed in

this thesis), then we can treat oscillation of the tip-coupled electric near-field, ETHz, as a

quasi-static bias voltage, VTHz(t), applied across a junction of width d.

4.1.2 THz-Induced Current

In THz-STM, an ultrafast voltage transient, VTHz(t), is supplied by a free-space elec-

tromagnetic pulse, ETHz(t), that is focused onto the STM tip apex, as shown in Figure

4.3(a). Operating in the strong-field regime allows us to treat the time-dependent voltage as

quasi-static, so we can map the voltage onto the I(V ) as if we were simply varying VDC in

time. The peak electric field, Epk, of the incoupled pulse can be varied without affecting the

shape of the electric field waveform, e.g., using a pair of wire-grid polarizers. ETHz(t) can

be detected by electro-optic sampling and is related to the THz voltage waveform applied to

the tunnel junction by the transfer function of the tip. The transfer function, H(ω), depends

on the incoupling geometry, the macroscopic, mesoscopic, and microscopic shape of the tip,

the dielectric function of the tip material, and the spectral content of the pulse [8–11, 15,

182]. In some circumstances, it may also depend on the local dielectric resonse of the sample

[173, 213], but that is beyond the scope of this work. Characterization of the waveform is
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Figure 4.3: THz-induced modification to the potential energy landscape of an STM tunnel
junction. (a) A free-space THz pulse is coupled to tip of an STM, where it acts as a quasi-
static bias voltage, VTHz(t), and induces a current across the tunnel junction. As the voltage
evolves, it opens different tunnel pathways. (b) During negative half-cycles, tunneling is
allowed from the sample into the tip, resulting in negative current. (d) During positive half-
cycles, a positive current is induced, as electrons are able to tunnel into unoccupied states
of the sample.

experimentally feasible [10, 11, 15, 214] and will be discussed later in the chapter. For now,

we model the voltage across the junction as,

V (t) =VTHz(t)

VTHz(t) =VpkV0(t) ,
(4.2)

where Vpk is a constant scaling factor proportional Epk and V0(t) is the trace of the elec-

tric near-field transient. VTHz(t) evolves adiabatically, changing the energy level alignment

between the tip and sample. Changing between positive and negative half-cycles of the

voltage oscillation induces a bipolar current response. A negative current is produced for

VTHz(t) < 0 when tunneling pathways above the Fermi level of the tip are open, allowing

electrons to flow from occupied states of the sample to unoccupied states of the tip (Figure

4.3(b)). Conversely, VTHz(t) > 0 results in a positive current, where electrons tunnel from

the occupied states of the tip into unoccupied states of the sample (Figure 4.3(c)).

Since VTHz(t) originates from the oscillation of a free-space-propagating electromagnetic

field, the time integral must be zero. Charge rectification occurs when VTHz(t) is mapped

onto an I(V ) with nonlinearities. This rectified charge is responsible for the current detected

in THz-STM. As discussed in Chapter 2, STS aims to extract the junction’s I(V ), which

relates to the density of states of the sample. The electronic distribution of features in the

69



Figure 4.4: Rectification of THz-induced current pulses. (a) An ultrafast voltage transient,
VTHz(t), is applied to an I(V ) curve. The nonlinearities of the I(V ) produce an asymmetry
in the current pulse, iTHz(t). (b) The instantaneous rectified charge, qTHz(t), is the running
intgral of the current pulse and its final value is the net rectified charge, QTHz(Vpk). Adjusting
Vpk changes the size of the voltage waveform, thereby sampling different regions of I(V ) to
produce different values of QTHz(Vpk).

LDOS manifest as nonlinearities of the junction I(V ). These nonlinearities are responsible for

producing an asymmetric current pulse, I(VTHz(t)) = iTHz(t). This is shown in Figure 4.4(a),

where only select portions of VTHz(t) produce a non-zero current response for the example

I(V ). We can describe the transfer of charge across the junction during the evolution of the

voltage pulse as

qTHz(t
′) =

∫ t′

−∞
I(VTHz(t)) dt , (4.3)

where qTHz(t
′) is the instantaneous charge rectified and is shown in Figure 4.4(b). The total

charge transferred across the junction by a single THz pulse is the net rectified charge,

QTHz =

∫ ∞

−∞
I(VTHz(t)) dt

QTHz(Vpk) =

∫ ∞

−∞
I(VpkV0(t)) dt ,

(4.4)

where the second line in Equation 4.4 comes from the implementation of our representation

for VTHz(t) in Equation 4.2. QTHz(Vpk) is the principle signal measured in THz-STM when

a THz-field control scheme is implemented.

The femtosecond- to picosecond-scale oscillations of the THz-induced current shown

in Figure 4.5(a) are far too fast to be detected directly by the STM electronics (since the
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Figure 4.5: Measuring a THz-STM signal with lock-in detection. (a) An ultrafast voltage
transient, VTHz(t), induces a sub-picosecond current pulse, iTHz(t). (b) A train of current
pulses are generated at the laser repetition rate, frep, leading to a current detected by the
STM that is proportional to the net charge rectified per pulse, QTHz. (c) Using lock-in
detection and modulating the THz pulse train at a rate, fmod, the average THz-induced
current, ITHz, is measured.

bandwidth of a typical STM preamplifier is ≈1 kHz). Instead, the electronics integrate over

the duration of the current pulse and output the net rectified charge across the junction. A

train of current pulses is produced at the repetition rate of the laser system, as shown in

Figure 4.5(b), and each pulse within a time period corresponding to the STM preamplifer

bandwidth contributes to the average THz-induced current, ITHz = QTHz × frep. For our

system, the repetition rate is 1 MHz and the bandwidth of our preamplifier is 1 kHz at

maximum current-to-voltage gain, which is used throughout this thesis. For a standard

THz-STM measurement this means 1000 pulses contribute to the signal that comes from

the preamplifier. Thus, ultimately, we measure the net rectified charge averaged over many

pulses. To reliably detect ITHz we employ lock-in detection. As shown in Figure 4.5(c),

the NIR laser responsible for THz pulse generation is periodically blocked with an optical

chopper at a rate, fmod, and a lock-in amplifier is referenced to the modulation. The lock-in

output is then fed into the STM controller (DSP), as shown in Figure 4.1, and recorded

along with the STM tip position and various other parameters. The details of experimental

procedures will be described in the next section.

4.2 A Guide to THz-STS

STM is well known as one of the few techniques capable of atomic spatial resolution.
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However, its ability to extract LDOS with ångström resolution makes it irreplaceable. To

elevate THz-STM as a comparable, time-resolved tool for materials science and device char-

acterization, the technique must also be able to extract meaningful, quantitative, and unique

information regarding the dynamic LDOS while maintaining atomic spatial resolution, and

ideally do so without making a priori assumptions about the sample. The treatment pre-

sented in the previous section has been used in several THz-STM publications, which have

simulated their experimental results [5, 7, 8]. To expand on the basic understanding of THz-

STM and advance the technique as a robust tool for ultrafast materials science research, we

have developed THz-STS as an ultrfast complement to conventional STS in this thesis. By

establishing the procedures for steady-state THz-STS, we set the stage for extracting time-

domain information from analogous measurements. In this section, I will cover the modalities

of THz-STS that, when combined, are capable of interrogating the sample LDOS probed by

the THz voltage in four-dimensions with ultrafast/atomic spatio-temporal resolution. I will

also detail key aspects of the experimental setup that make this possible.

4.2.1 Duty Cycle

A critical parameter in controlling our THz-STM signal is tip height, ztip. The exponen-

tial dependence of the tunnel current, discussed in Chapter 2, holds equally for THz-driven

current. Adjusting the tip height will tune both the average, ITHz, and peak, ipk, currents

across the junction. Careful control of the STM tip height is necessary to ensure sufficient

signal-to-noise ratio while avoiding peak currents that can lead to sample damage or tip

changes. Figure 4.6 shows the relationship between average current and peak current for

different laser repetition rates.

For our system, frep = 1 MHz, which means operating in the single electron regime of

rectified charge corresponds to Iavg = 160 fA. Using our preamplifier (FEMTO Low-noise,

DLCPA-200) at maximum gain (109 V/A), the STM outputs a signal of 160 µV for this

current, which is well within the range of standard lock-in detection. However, if you consider

that the average current incorporates the time between THz pulses, it becomes clear that the

average current is a vast underestimate of the currents generated at the peak of VTHz(t). The

peak current, ipk, is roughly proportional to the average number of rectified charges per THz

pulse (for cases of unipolar current pulses). The width of the current pulse can be estimated

from autocorrelation measurements and 100−500 fs pulse widths have been reported [5, 7,
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Figure 4.6: Comparison of time-averaged and peak-transient THz-pulse-driven tunnel cur-
rents at various repetition rates. For comparison, the laser repetition rate of our system
is 1 MHz (vertical dashed line). In red, the average THz-pulse-driven tunnel current (Iavg)
is shown for a constant number of rectified elementary charges per THz pulse: Ne = 10
(dashed red line), Ne = 1 (solid red line) and Ne = 0.1 (dotted red line). In blue, the peak
instantaneous THz-pulse-driven tunnel current (ipk) is shown for a constant average THz-
pulse-driven tunnel current: Iavg = 1 pA (dashed blue line), Iavg = 100 fA (solid blue line)
and Iavg = 10 fA (dotted blue line). The blue curves assume that the THz pulse voltage
is active for 400 fs (an estimation based on past measurements [5, 8]). The shaded box in
red shows the typical tunnel current detection limit of conventional (state of the art) STM
systems that utilize lock-in detection (∼10 fA), while the shaded box in yellow shows the
typical range of the tunnel current for a high gain preamp operating in constant-current
mode (active feedback loop).
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8, 12]. Assuming a unipolar, square current pulse for the purpose of illustration, for an

average rectified charge of one electron per pulse, i.e., Ne = 1, the peak current is between

320 nA (τ = 500 fs) [5, 12] and 1.34µA (τ = 120 fs) [7]. This is because the duty cycle of our

THz-induced signal (the ratio of voltage pulse duration to time between laser shots) is 10−6

or less.

The duty cycle reduces the average current detected by the STM electronics and poses

a challenge to performing THz-STM measurements. In normal operation, while in constant-

current mode, the STM feedback loop establishes the tip height based on the DC tunneling

parameters and the conductance of the junction. At the same height, the THz-STM current

will be undetectable because of the 10−6 reduction in average current associated with the

duty cycle.

For a solution, we can refer back to Equation 2.18 and recall that I ∝ exp(−2κz).

This allows us to increase the average current by ∼1 order of magnitude for each Å of

tip approach. If we are performing constant-current STM characterization of a sample at

VDC = 1 V and IDC = 100 pA, we will typically decrease the tip height by 3−4 Å to perform

THz-STM experiments. At this new tip height, for Vpk ∼ 1V, QTHz ∼ 1−10 electrons/pulse

and ITHz ∼ 0.1 − 1 pA. Alternatively, the feedback loop may be left engaged if instead we

reduce VDC such that the tip approaches the surface to maintain the tunneling setpoint. IDC

may also be increased to the same effect. We have found success using setpoint parameters

of IDC = 100 pA and VDC = 10mV, which allows us to record THz-STM data for several

hours at a time. Similar parameters are reported by Cocker et al. [7]. There, they used THz-

STM to atomically resolve the LDOS of molecular orbitals of individual pentacene molecules

adsorbed on salt (NaCl) monolayers.

4.2.2 THz-STM Setup

In typical THz-STM experiments, the signal being recorded is the THz-induced tunnel-

ing current, ITHz = QTHz(Vpk)×frep. The control parameters of interest are the incident THz

electric field strength, which we describe by the peak THz field, ETHz,pk, and the carrier-

envelope-phase, ϕCEP, of the waveform, which governs the orientation of the peak bias applied

to the junction. The level of control we have over ϕCEP is limited compared to other, more

complex, forms of arbitrary THz waveform generation [215]. However, we do have two ways

to alter the waveform. (i) ϕCEP can be changed by a factor ±π to invert the sign of ETHz,pk.
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Figure 4.7: Optical setup for THz-STM and THz waveform characterization. SHG – second
harmonic generation (in BBO); EOS – electro-optic sampling; AC – autocorrelator; LT-UHV
STM – low-temperature ultrahigh-vacuum scanning tunneling microscope; ITO – indium tin
oxide, transparent conductor (50Ω/sq) on a BK7 glass substrate; SiBS – silicon beamsplitter;
WGPs – wire-grid polarizers (10 µm wire width, 30 µm spacing).

Inversion of the peak field is governed by a set of mirrors that can alter the THz beam

path between odd and even number of bounces (Figure 4.7). The current optical setup uses

the ‘Mirror Up’ configuration, defined by an odd number of reflections in the THz beam

path, to generate primarily positive current. The ‘Mirror Down’ configuration is defined by

an even number of reflections and typically generates negative current. A pair of wire-grid

polarizers (Figure 4.7) are used to attenuate ETHz,pk, scaling Vpk proportionally. (ii) The

Michelson interferometer setup is equipped with a pneumatic mirror in the stationary arm

that is capable of inverting ϕCEP through the use of the Gouy phase shift experienced at an

optical focus. By directing the stationary arm into a 90o off-axis parabolic mirror, we focus

the THz pulse to a gold end mirror that reflects the pulse back with a phase change of π.

Time delaying the adjustable arm of the interferometer will cause the two pulses to interfere.

The combination of interference between two pulses of the same phase or two of the opposite

allows us a reasonable amount of waveform construction freedom to optimize the shape of

VTHz(t) for THz-STS measurements.

4.2.3 THz Tunneling Spectroscopy

Investigation of the sample LDOS with THz-STM follows a similar procedure as it does
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Figure 4.8: Terahertz-induced charge rectification across an STM tunnel junction. (a) Sim-
mons model I(V ) (black curve) for a typical THz-STM tip height of z = 4 Å. In THz-STM,
a transient voltage pulse VTHz(t) (represented schematically by red curve) acts on the I(V )
characteristic. Here, VTHz(t) is defined as a normalized oscillatory component multiplied by
Vpk. The maximum and minimum voltages sampled by the voltage pulse are indicated by
solid red and blue circles, respectively. (b) Ultrafast current pulse (black curve) generated by
mapping the transient bias voltage onto the I-V characteristic in (a). Red and blue points
indicate the extrema, as in (a). The green curve shows the running integral of the current
transient, defined in the text as qTHz. The green point denotes the net rectified charge per
pulse, defined in the text as QTHz, which is detected in a THz-STM experiment. (c) The
simplest spectroscopic measurement for THz-induced tunneling is to sweep Vpk and measure
QTHz.

for STS, where we define THz scanning tunneling spectroscopy as the method for extracting

the energy-dependent distribution of electronic states of the tunnel junction. The typical

parameters of interest for STS are replaced by time integrated variations that are concerned

with the current pulse, iTHz(t), induced by the THz voltage transient, VTHz(t), rather than

the static signal associated with a particular voltage. Developing a full suite of THz-STS

modalities that are well understood in the steady-state is necessary to fully realize their

time-dependent analogs. The challenges arise from the time integration of iTHz(t). VTHz(t)

samples all I(V ) configurations along the waveform VTHz(t), so that all nonlinearities in I(V )

between I(VTHz,max) and I(VTHz,min) are sampled in a single THz pulse. The information from

each I(V ) feature is convoluted together by the STM electronics according to Equation 4.4.

In analogy to conventional STS, where the current is measured as a function of voltage,

we record the average rectified charge as a function of peak field strength, QTHz(ETHz,pk).

The peak voltage applied to the junction, Vpk is directly proportional to ETHz,pk, allowing us
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to select a region of the I(V ) to sample, as shown in Figure 4.8(a). The current induced by

VTHz(t) is determined by both the shape of the voltage transient as well as I(V ), which often

produces both negative and positive current contributions. An example of a bipolar current

response is shown in Figure 4.8(b). The minimum and maximum currents are defined by

how far VTHz(t) sweeps up and down the I(V ). The STM electronics lack the bandwidth to

resolve the instantaneous current, and instead are sensitive to only its rectified component.

Recording the QTHz(ETHz,pk) signal results in our ‘QTHz − ETHz,pk curve’ shown in Figure

4.8(c). A complete QTHz −ETHz,pk curve is typically sampled for both positive and negative

ETHz,pk. Our procedures for extraction I(V ) from QTHz(ETHz,pk) will be detailed later in the

thesis.

4.2.4 Double-Pulse THz-STM Measurements

e

 
Ipump

V
THz

t

0

τ Q    (τ)THz

Figure 4.9: Schematic depicting an optical-pump/THz-STM-probe measurement of a tran-
sient I(V ). The pump pulse is absorbed by the sample at t = 0, triggering a modification
of the I(V ) within the pump intensity envelope (Ipump). The evolution of the junction is
read out via the rectified current (QTHz(τ)) generated by a time-delayed THz voltage probe
(VTHz).

Our primary approach to time-resolved THz-STS in this thesis is optical-pump/THz-

probe measurements utilizing femtosecond NIR or optical pump pulses, as shown in Figure

4.9. The femtosecond pump pulse triggers the onset of dynamics in the system. Analyzing

these experiments will require a new analytical tool to extract the time-dependent LDOS

information. In an excited-state scenario, it will not be sufficient to treat the I(V ) as if

it matches what would be measured by conventional STM. New features in the density of

states may arise and the filling of the LDOS may change to an unknown degree. Ultimately,

we aim to extract the time-dependent differential conductance describing the behavior of
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electronic populations within sample surfaces, nanostructures, and molecules with atomic

spatial resolution.

An additional route to inducing dynamics is to pump the system either via the field

of a THz pulse (rather than that of an optical or NIR pulse) or via ultrafast THz-driven

charge injection. I have described how the THz pulse meets the criteria for interacting with

the junction in the strong-field regime, but that is ultimately a result of having sufficient

field strength to achieve γ < 1 combined with the work function defining the relevant energy

scale. However, if the sample is predisposed to low-energy excitations (e.g., phonons) with

resonances in the THz frequency range, then resonant or multi-photon pumping may occur

that can be explored in THz-pump/THz-STM-probe experiments.

Alternatively, autocorrelation measurements using the Michelson interferometer shown

in Figure 4.7 involve controlling the time delay of two identical THz pulses at the STM

junction. In these experiments, the first pulse may drive tunneling that perturbs the sample

in a way that can be measured in the current stimulated by the second pulse. THz autocor-

relation measurements can be used to estimate the duration of the THz-induced current [5],

track the vertical oscillations of single molecules [7], and detect coherent acoustic phonons in

thin films of Au(111) [216]. Unlike optical-pump/THz-STM-probe experiments, autocorrela-

tion experiments have two THz pulses in the junction simultaneously. The measured current

is nonlinearly dependent on field strength and the fields of the two pules will interfere when

they are close together in time. Near time-overlap, constructive and destructive interfer-

ence changes the resulting current pulse. Therefore, extraction of information is typically

performed at delay times away from τ = 0 for pump-probe measurements. Alternatively,

estimates of the current pulse duration are based on the width of the autocorrelation peak

near τ = 0.

In our system we have also used autocorrelation measurements to determine the quality

of our THz alignment to the STM junction. The nonlinearity of the tunnel current leads

to extreme sensitivity to the strength of the THz field. The strength of the pulse from

each arm of the autocorrelator should be the same, such that the autocorrelation, Q(τ),

is symmetric, where τ is the delay between pulses. However, if there is an asymmetry in

the field strength between pulses, then the autocorrelation trace will develop an asymmetric

temporal response. Our system involves several configurations that allow us to change the

peak of the THz electric field; thus, a method for determining the quality of the alignment
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Figure 4.10: Illustration of a THz-STS vertical spectroscopy measurement. The experiment
is initialized at a height z0−3 Å, then QTHz is recorded while the tip is retracted. In position
(I), the positive THz-induced current contribution due to features at positive voltage in
I(V ) outweighs the negative equivalent, resulting in QTHz > 0. At position (II), the positive
nonlinearity of I(V ) has decayed more than the negative with increasing z, so the two THz-
induced current contributions are equal in weight, producing QTHz = 0. The decay trend
continues into position (III), where the positive side of I(V ) is almost zero and QTHz < 0.

in these configurations is extremely useful.

4.2.5 Barrier Spectroscopy

STS measurements typically focus on energetic distribution of the LDOS. However,

early studies in the development of STM relied on measuring the characteristic exponential

decay of the current as proof of tunneling [80]. From these measurements, the barrier decay

rate, κ, and the apparent barrier height, Φ, can be extracted [217], where Φ is an intrinsic

characteristic of the sample associated with its work function. Measurements of the LDOS

acquired at different tip positions in the same tip-height plane and those performed out-

of-plane as a function of tip height are complimentary and provide a full three-dimensional

picture of the electronic density of states.

In THz-STS, we can perform analogous experiments: we record the THz-induced tun-

neling current as the tip height is changed, i.e., QTHz(z), also referred to as a ‘Q− z curve’.
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Recall, for THz-STM experiments, it is typically necessary to approach the tip toward the

sample by a substantial distance compared to conventional tip heights (∼3−4 Å relative to

a typical tip height of approximately 1 nm). The exponentially increasing THz-STM signal

comes from the scaling of individual features in the LDOS and I(V ). Retracting the tip from

the surface decreases the steepness of the nonlinear components in I(V ), resulting in reduced

total signal, despite the THz pulse sampling the same voltage range. In extreme cases, the

vertical extension of LDOS features present at THz-STM tip heights may be so localized

that they are not visible at the higher tip heights where conventional STM operates [18]. A

signature of this effect can be seen in a sign change in some Q − z curves, which occurs at

a height where the balance between positive and negative contributions to the THz-induced

current switches. An example is shown in Figure 4.10, where the vertical decay distance of

the I(V ) nonlinearity at positive voltage is much faster than its counterpart at negative bias,

leading to a sign change in QTHz(z). The THz-induced current becomes exclusively negative

as the tip approaches the STM-operation height of z0.

The decay coefficient, κ, may be extracted from THz-STM measurements in conjunction

with Q− E spectroscopy and the extraction of dI/dV . With a numerical representation of

I(V ), QTHz(z) can be simulated by multiplying the features in I(V ) by exp(−2κnz), where

κn is the decay coefficient of the nth LDOS feature. The simulations of Q− z can then be fit

to the experimental data, where the fit parameters are the κn. Combining Q− z and Q−E

spectroscopy allows THz-STS to be applied across all three spatial dimensions of the LDOS.

An example on how we applied these two techniques is presented in Chapter 6.

4.2.6 Multi-Image Analysis

In STS, the differential conductance can be mapped out spatially by applying a mod-

ulation, dV , on top of the bias, VDC, during an STM scan and recording the corresponding

current modulation image. When surface defects are present, scanning large regions re-

veals standing waves associated with surface electrons scattering off of defects and construc-

tively (or destructively) interfering on the length scale associated with the Fermi surface-

momentum at the energy level of VDC. These quasi-particle interference (QPI) maps [193]

give STM the tools required to extract momentum information from a sample’s surface

electrons, thereby gaining access to information typically reserved for techniques like angle-

resolved-photoemission-sampling (ARPES).
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While scanning the tip across the sample surface to create a THz-STM image, the

rectified current measured at each pixel, pn, contains information regarding the LDOS in the

voltage range probed by the THz pulse. At each tip location in the image, the junction LDOS

may change, while the shape of VTHz is assumed to remain constant. (As an aside, potential

changes to the waveform may be used as another type of probe, but are beyond the scope of

this work [19]). As the the tip moves to new locations over the sample, the distribution and

filling of unoccupied and occupied states dictates the net THz-induced current detected at

a given pixel, which may be either positive or negative. This is unique to THz-STM, which

applies a bi-directional voltage pulse that drives both positive and negative currents.

Multi-image analysis can be performed by acquiring many images, i.e., image(o) ...

image(i), of the same region at different incident ETHz,pk, denoted by E
(i)
THz,pk and V

(i)
pk . The

data in the pixels, p
(i)
n , of the image set form a series of curves, Q(V

(i)
pk , pn) at fixed pixel posi-

tion pn that can be used to extract the LDOS at each pixel. The resulting three-dimensional

map contains dI/dV across the entire Vpk axis, allowing the LDOS to be imaged over a

large voltage range at ultralow tip-sample distances, revealing previously inaccessible LDOS

distributions with extremely short vertical decays. Moving the imaging plane vertically and

performing constant-height THz-STM imaging enables a type of THz-STM tomography,

where the weighting of the LDOS features (e.g., electronic orbitals) decay at different rates.

By applying the methodology of multi-image analysis, a 4-dimensional map of the LDOS

would be generated, revealing the spatially dependent barrier height. If the description of

κ is expanded to included the in-plane electron momentum, κ =
√
2mΦ/ℏ2 + k2∥, the same

data set could also lead to a map of the energy-momentum landscape within the Brillouin

zone [218]. A multi-image analysis approach to THz-STS is compelling as the technique

becomes more developed and the overall stability of the measurements is improved. Ex-

tending THz-STM imaging to large length scales, on the order of 10−100 nm, could lead to

THz-driven measurements of the surface energy-momentum relationship (analogous to QPI)

that could then be explored in ultrafast pump-probe measurements.

4.2.7 THz Voltage Characterization

Photoemission Sampling

Broadband phase-resolved detection of the THz pulse temporal profile at the tip apex

was performed using ultrafast photoemission sampling [10, 11] (PES; Figure 4.11). A 230 fs
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Figure 4.11: THz near-field waveform measurement by PES. (a) PES measurement geometry
in which an optical pulse (Ipump, λ = 515 nm) photoexcites free-carriers in an STM tip held at
postive bias, VDC, producing an ultrafast photocurrent. A THz probe pulse follows at a delay-
time, τ , and couples to the STM tip. (b) Barrier schematic of the photoexcited junction.
Multi-photon absorption promotes electrons from the Fermi level to higher energy levels of
the tip, allowing for tunneling and photoemission. The THz probe pulse simultaneously
applies a bias modulation that affects the total current generated during photoemission by
changing the energy landscape proportional to VTHz(t). (c) Average ultrafast PES current,
IPES, measured as a function of VDC. A region of linear slope is identified near VDC = 10 V.
(c) THz near-field waveform measured with PES at VDC = 10 V with an optical pulse energy
of 30 nJ and a pulse duration of < 230 fs.
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duration (FWHM) photoexcitation pulse was picked off from the regenerative amplifier laser

system and frequency doubled in a β-BBO crystal to a center wavelength of λ = 515 nm

before being sent to the STM tip (Figure 4.11(a)). The photoexcitation pulse and THz pulse

propagate collinearly to the STM tip. For PES, the tip is retracted by ∼10 nm−1 µm from

the sample surface with VDC = +10V . At this bias voltage, the I(V ) of the STM junction

is approximately linear (Figure 4.11(b)). In the linear regime, modulation of the tunneling

barrier is directly proportional to the near-field THz voltage transient (Figure 4.11(c)), en-

abling direct mapping of the near-field waveform at the tip apex. Recent measurements of

the THz near field by PES [10, 11] attempt to determine the absolute voltage applied across

the junction during THz-STM experiments. However, the results of Abdo et al. suggest the

atomic structure of the tip apex is what ultimately determines the field enhancement. Our

experiences corroborate their observation that the field enhancement depends on the micro-

scopic tip structure. In preparation for the experiments presented in Chapter 6, many hours

of minor tip-form crashes were performed to carefully prepare the last atoms of the tip. As-

suming the tip is mesoscopically sharp (radius of curvature < 100nm), fine tip shaping can

be performed with 20 Å approaches at VDC = 0. More recently, we have also found success

while performing tip forms while the THz illuminates the junction, with the field strength

set to at least 50% of maximum (Vpk on the order of 5V).

The PES photoexcitation pulse is sufficiently short to omit convolution effects when

sampling the THz near-field waveform [166]. Comparing to far-field EOS measurements

(Figure 4.12(a)), the measured asymmetry between the main peaks of the THz near-field

waveform (Figure 4.12(b)) remains the same at approximately 20%. If no asymmetry were

present, analysis of THz-STM data (discussed further in Chapters 6 and 7) would be more

challenging, if not impossible. For the modeling performed in Chapter 6, the 20% asymmetry

was sufficient. The spectral amplitude and phase of the EOS waveform is shown in Figure

4.12(c). In the region between 0.2 and 2.5 THz (where sufficient spectral amplitude is ob-

served), the spectral phase is well behaved and agrees with THz spectroscopy measurements

performed by other members of the lab (specifically, in time-resolved THz spectroscopy of

GaAs in the range 0.5−2.5 THz that agreed with the literature). The extra oscillation cycle

in the PES measurement is consistent with a loss of spectral width, as seen in Figure 4.12(d).

It may indicate a tip resonance, or equivalently, a reflection of the THz wave off structure on

the scale of the wavelength. An optical image of the tip taken at 10× magnification (Figure
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Figure 4.12: Comparison between THz electric far-field transient and near-field voltage tran-
sient. (a) EOS measurement of the THz far-field waveform. (b) PES measurement of the
THz near-field waveform. (c) EOS spectral amplitude (solid black curve) and phase (solid
purple curve) calculated by FFT. (d) PES spectral amplitude (solid red curve) and phase
(solid purple curve) calculated by FFT. (e) Optical image of the tungsten-wire STM tip
used to record the THz-STM data presented here and in Chapter 6. The tip was ∼3mm
long with a diameter of 350µm, and hosted a number of features on the scale of the THz
wavelength. Dashed vertical lines in panels (c),(d) indicate the boundaries to the region of
most trustworthy data: 0.2 THz to 2.5 THz, defined by the EOS spectral amplitude.
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Figure 4.13: An overhead image of the THz-STM coupling setup. The THz beam path is
indicated in blue and the optical beam path is shown in green. The setup is enclosed in a
purge box with dry air supplied via the red inlet located at the left edge. Orange indicators
show the final stage motion: an arrow for translation along the input beam direction and
circles with a cross for vertical translation. The setup is constructed on a 24-inch by 48-inch
optical breadboard (Newport PG-24-4-ML) and is removed during microscope bakeouts.

4.12(e)) indicates some apex structure from the etching process, e.g., several shallow cusps

separated by distances of ∼150 µm. In the future, a systematic approach for tip prepara-

tion could be beneficial for THz-STM experiments, as it may lead to reproducible voltage

transients.

Coupling Setup

The coupling setup is the final stage between THz and optical light generation and

STM scan head illumination. An illustration of the beamline is shown in Figure 4.13 with

major elements highlighted. In box 1, a periscope directs the THz pulses downward onto an

optically transparent BK7 glass substrate coated with an optically transparent conductive

ITO layer that acts as a broadband THz reflector. The ITO-coated window is used as
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a beam combiner for the THz, which is reflected, and the optical pump for PES, which

is transmitted. The ITO-coated window causes a slight loss in optical power but allows

the majority of the optical beam power to transmit through. Following transmission, the

optical pulses propagate collinearly with the THz pulses. A pair of parabolic mirrors (box

2) are used to recollimate the THz beam, compensating for Rayleigh diffraction (discussed

in Chapter 3). The focus between the parabolic mirrors can also be used during initial

alignment to ensure overlap of the optical and THz beamlines. The input apertures to the

parabolic mirrors were placed as guides, e.g., to reintroduce the THz and optical pulses to

the coupling setup after the breadboard it is built on has been removed and replaced during

an STM bakeout event. The THz beamline hosts many configurations (see Figure 4.7); to

achieve optimal performance during THz-STM experiments it was important to ensure that

the pointing of the THz is stable when changing between setup configurations. The parabolic

mirror focus is thus also used in combination with the THz camera introduced in Chapter 3

to visualize the alignment of beamlines in all the configurations. The final set of optics is a

periscope (box 3) with both vertical and perpendicular translation stages. The stages allow

the beam path to be optimized for alignment into the STM scan head by providing a means

to translate the beam without affecting its pointing. Course alignment of the coupling mirror

can be performed by imaging the STM tip through the parabolic mirrors on the scan head

or by translating the beam onto the reference plane of the scan head. For finer adjustments,

the STM tip can be imaged through the right-hand-side of the scan head using a camera

(see Figure 2.15 for scan head beam path). The scan head is illuminated by the coupling

mirror and provides light for the camera to image the STM tip and junction. The alignment

apertures provide a reference for the center of the beamline and are visible to the camera.

Using the camera, the coupling stage alignment can be adjusted to center the STM tip within

the aperture. Alignment in this way provides a repeatable starting position for fine tuning

the input pointing. Final optimization of the input alignment is done by adjusting the tilt

of the final coupling mirror to achieve peak THz-STM signals, and requires that the STM

be in tunnel contact. Not pictured is the setup lid, which includes an access port above the

coupling mirror for direct access to the stage and mirror controls and encloses the coupling

setup for dry-air purging.
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Chapter 5

Atomically Precise Graphene Nanoribbons

5.1 Surface-Assisted Bottom-Up Assembly

Synthesis of graphene nanoribbons (GNRs) via bottom-up surface-assisted growth pro-

duces near-defect-free atomically precise nanographenes [1]. If a GNR is considered a macro-

molecule separable into an array of repeating units, then engineering its molecular building-

blocks gives control over the atomic arrangement of the GNR lattice [2]. Figure 5.1 illustrates

the process of growth with molecular building blocks, e.g., DBBA, where a collection of free

molecules on an Au(111) surface are assembled into a 7-atom-wide armchair-edge GNR (7-

AGNR). In this case, the DBBA precursor molecule contains two bromide (halogen) atoms

that experience a catalytic interaction with the metal surface, resulting in a reduction of

the dehalogenation barrier by several eV. This leads to the cleavage of the bromide atoms,

exposing a carbon on both sides of the molecule. Other halogen atoms, such as iodine, and

other metal surfaces, such as Ag and Cu, have different dehalogenation barriers and catalytic

strengths that provide a degree of tunablility in the growth process [219, 220]. The growth

process progresses by heating the surface to 200 ◦C, at which point the molecule intermedi-

ates gain enough thermal energy to diffuse across the surface. The halogen-free DBBA form

single carbon-carbon bonds at the radical site along the center axis of the molecule via an

Ullmann coupling reaction [221–223], forming linear polymers of repeating DBBA molecules.

The final stage of growth occurs at 400 ◦C, where the hydrogen atoms that separate poly-

mer units are removed through surface-assisted cyclodehydrogenation to allow a network of

carbon-carbon bonds to form.

There are several factors that contribute to the growth process, some of which we can

optimize to meet our needs. The precursor molecules migrate about the surface randomly,

due to thermal diffusion, and the likelihood that they meet a fellow precursor or a polymer is

at the heart of controlling the length of the GNRs. Several coinage metals have been used as
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Figure 5.1: The three stages of surface-assisted bottom-up assembly of graphene nanorib-
bons. From left to right: precursor molecules deposited onto a metallic surface, polymer
chains formed after thermal diffusion, and atomically precise graphene nanoribbons formed
via cyclodehydrogenation.

the catalytic surface in the bottom-up fabrication strategy for GNRs [224–226]. The choice

of metal surface plays a significant role in the growth process by altering the mobility of pre-

cursor molecules and polymer chains. If the molecule is unable to link to another molecule

it may become passivated by hydrogen from the chamber or surface [227]. The molecule mo-

bility can be limited by its interaction with the surface, which can be dictated by the surface

reconstruction. Distinctly different growth results have been observed for DBBA deposited

onto different Cu crystal faces, polymer structures on Cu(111) and self-assembled monolayers

on Cu(110). The differences are attributed to the anisotropic surface of Cu(111) that leads

to a combination of early temperature onset for dehalogenation and a significant adsorption

energy between carbon atoms and the Cu surface atoms [228]. Similarly, anisotropic interac-

tions with surface features have been observed to promote preferential growth along the rows

of Au(110) [224] and terrace edges of Au(111) [229] and Au(788) [230]. Temperature plays a

significant role in the GNR formation process by allowing the molecules and polymer chains

to overcome energetic barriers that lead to the next stages of the process. The metal surface

acts as a catalyst for dehalogenation and cyclodehydrogenation, but a minimum thermal

energy is required to initiate the processes. On the Au(111) surface, partial dehalogenation

occurs at 380 K−450 K. In this state, DBBA dimer formation is thermodynamically favored

and can limit the formation of longer chains. Increasing the temperature to 600 K−720 K

induces cyclodehygenation of neighboring anthracene subunits [231]. The formation of dimer

structures and cyclodehydrogenation between neighboring anthracene begins to play a signfi-
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cant role at low deposition coverages compared to higher densities, where polymer formation

is more likely and fusion of anthracenes is less favorable between neighboring polymers and

ribbon structures [229, 232].

5.1.1 Deposition

Figure 5.2: (a) Schematic for a Knudsen-type effusion cell, wherein a quartz crucible is heated
to evaporate material with a well defined trajectory. (b) In our triple-OLED evaporator, each
cell chamber has an individual heater, allowing for isolated evaporation of the material from
each crucible. A bellows, equipped with a micrometer, is attached to give control over the
radial position of the cell during sample production. (c) Media panel for connecting external
power supply and K-type thermocouple. The power supply and thermocouple temperature
monitor (green) must be manually moved to whichever cell going to be used.

Thermal evaporation of precursor molecules is performed using a Knudsen-type ef-

fusion cell while under ultrahigh vacuum conditions. Figure 5.2(a) shows a cartoon schematic

of such an evaporator cell. A heater is used to indirectly heat the precursor material held

inside a quartz crucible, as shown in Figure 5.2(b). Under ultrahigh vacuum conditions, the

mean free path of the gas-phase material is expected to be much larger than the opening of

the crucible, resulting in ballistic-like motion for material leaving the evaporator, as illus-

trated in Figure 5.2(a). Over the macroscopic distances that separate the evaporator and

the substrate surface, the cloud of precursor vapor is described by the density of material
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occupying the surface of a sphere with radius R.

ρ = Γ4πR2 at constTev , (5.1)

where Tev is the evaporation temperature, Γ is the deposition rate, and R is the distance

from the crucible exit. Determination of Γ is achieved using a quartz microbalance (QMB)

resonator circuit positioned at the sample location using a retractable arm. Misalignment

of the QMB with respect to the substrate position for deposition would misrepresent the

deposition rate according to the change in radial position. The corrected rate is proportional

to the ratio of the two surface areas,

Γsample = ΓQMB

R2
QMB

R2
sample

, (5.2)

where Rsample represents the substrate position and RQMB the QMB position. The relation-

ship is nonlinear, leading to significant changes in deposition rate as the radial position is

changed. The material properties determine the evaporation temperature and the amount of

material placed in the crucible governs the density of molecules that are evaporated, result-

ing in the substrate position being the only means of controlling Γ. Several measurements of

the deposition rate acquired at different evaporator temperatures are listed in Table 5.1. An

important observation is the reduction in deposition rates that were experienced as evap-

oration was performed on consecutive days without adding new material to the crucible.

Rates of ∼3−5 Å/min with a deposition times of ∼3−8 seconds resulted in reasonable sub-

monolayer coverage; however, the temperature for a given rate varied as crucible material

was evaporated, consistent with a lower density being evaporated at a given temperature.

Alternatively, lower quality material (i.e., a source with more molecular contaminants) could

have a lower evaporation temperature and thus higher evaporation rates above Tev. This

may lead to a subsequent decrease in material available for evaporation (i.e. lower deposition

rates in later trials). Increasing Tev could potentially degrade the precursor molecules and

should be avoided, therefore, the evaporation rate should be measured each time a sample is

being produced to determine a deposition time to achieve target thickness. The evaporation

temperatures for DBBA are reported to be between 150◦C−200◦C [231, 233]. However, the

temperature calibration for each evaporation cell is different and deposition rates are the

most reliable means of reproducing sample growth.
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3-31-2022 4-01-2022 4-09-2022

T (◦C) Γ (Å/min) T (◦C) Γ (Å/min) T (◦C) Γ (Å/min)
87.5 1.87 96.1 7.02 89.0 0.49
92.5 3.75 97.5 7.49 90.0 1.18
94.0 5.62 98.5 9.37 91.2 1.64
94.8 7.49 99.7 10.0 93.5 2.11

99.9 11.24 94.0 3.55

Table 5.1: QMB Measurements of DBBA deposition rate as a function of temperature across
multiple days. Temperature calibration between effusion cells very. We assume that our
deposition temperatures are scaled relative to the expected deposition temperature between
150−200 ◦C.

5.1.2 Growth Conditions and Results

Sample production has two primary goals: first, GNR growth of sub-monolayer samples

with coverages of less than 30% and, second, production of isolated GNRs with a variety

of lengths. Low surface coverage is needed to ensure significant exposure of the Au(111)

surface for STM tip preparation. A clean, sharp STM tip leads to STS characterization of

the surface and GNR electronic properties that are comparable to those found in the liter-

ature. Meanwhile, isolated ribbons reduce unintentional interactions between neighboring

GNRs during THz-STM measurements. To achieve the desired sample quality, the substrate

annealing rate, monomer density, and growth temperatures were optimized. Growth is con-

trolled by the temperatures used to initiate the first and second GNR growth stages as well

as the annealing rate used to heat the sample between temperature setponts. In our system,

we use a radiative heater stage that is feedback-controlled using either the heater monitor

or an external low temperature pyrometer (Tlimits: 100◦C−600◦C). Initial growth settings

included annealing to the sample temperatures listed in Figure 5.1 using the temperature

reported by the heater stage thermocouple. The results from this procedure are shown in

Figure 5.3(a), which was typical for successful growths where a waiting period of 5−15 min

was implemented at each growth stage. Unsuccessful samples grown with this procedure

yielded large networks of ribbons fused together in irregular ways (Figure 5.3(b)). Following

a heater repair that changed the thermocouple temperature calibration, another procedure

was developed to utilize continuous annealing from room temperature to max temperature

and yielded more consistent results but required fine tuning of the temperature setpoint to

achieve complete growth of GNRs. Figure 5.3 (c) and (d) illustrate the effect of successive
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Figure 5.3: GNR samples produced under different growth conditions and procedures. (a)
and (b), Results from using a slow annealing rate to transition between temperature setpoints
where the temperature was held constant for several minutes. Results in (a) were deemed
successful with long disconnected ribbons while the result in (b) are considered a failure due
to the formation of large ribbon networks. (c) and (d), Results from a fast anneal rate from
room temperature to final temperature setpoints (c, 370 K and d, 440 K). The sample in
(c) showed significant clustering at the substrate step-edges and only produced polymers
(inset). Results in (d) are considered successful with the formation of long disconnected
ribbons spread across the sample surface. All images acquired in constant-current mode
with parameters (a):, VDC = -1 V and IDC = -50 pA; (b): VDC = -2 V and IDC = -50 pA;
(c): and inset, VDC = 1.5 V and IDC = 100 pA; (d): VDC = 1.5 V and IDC = 100 pA.
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annealing cycles, each with a higher final temperature. While using a low-temperature py-

rometer aligned to measure the sample plate temperature, the initial growth in Figure 5.3(c)

showed significant clustering of GNRs in the intermediate polymer phase along the Au(111)

terrace edges with a setpoint temperature of 390 ◦C. Annealing the sample multiples times

(increasing the setpoint in 20 ◦C increments) up to a max temperature of 440 ◦C (with an

annealing rate of 48 K/min) showed significant displacement of complete GNR products

away from the step edges and into alignment across the terrace surface.

5.2 Scanning Tunneling Spectroscopy of 7-AGNRs

Electronic measurements of 7-AGNRs have been well documented across several pub-

lications [71, 233] and reviews [2]. The electronic band structure as well as the real-space

distribution of the density of states have been calculated via DFT [71] and corroborated

via STM and STS measurements [74]. Furthermore, dI/dV spectroscopy performed along

a 7-AGNR has been used to investigate band dispersion via QPI [74], while GNR arrays

have been investigated with ARPES [234, 235] and optical spectroscopy [71, 236]. In this

section, electronic measurements of 7-AGNR samples grown in our system are presented and

compared to those found in the literature. STS measurements are performed to characterize

the electronic properties of our 7-AGNR samples, with measurements being performed in

two modes: dI/dV spectroscopy and I(z) spectroscopy.

With the tip placed over a GNR, the applied bias is swept while applying an oscillating

voltage bias with a peak-to-peak amplitude of 50 mV. Both the current (I(V )) and lock-in

(dI/dV (V)) channels are recorded. A full picture of the I(V ) requires sweeping the applied

bias across several ranges to capture the features at both low and high applied bias voltage.

To avoid saturation of the current signal when increasing the bias scan range, the tip height

was increased. Figure 5.4(a) shows |I(V )| measured across several bias ranges from ±0.6 V

to ±2.5 V.

The exponential dependence of the current on tip height (Equation 2.19) causes the

current at increased tip height to be reduced more than it is increased by going to higher

voltages. As a result, the features of the individual curves do not align by default. To ensure

continuity of features in |I(V )| at different tip heights, we measure the apparent barrier
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Figure 5.4: Tunneling spectroscopy of a 7-AGNR. (a) Wide-range |I(V )| comprised of several
curves acquire with increasing voltage ranges and tip heights. (b) Log-linear plot of the
height-dependent current (solid red line) with corresponding logarithmic fit (dashed black
line), I(z) = exp

(
− 1.028

√
Φappz

)
. The dI/dV spectra in (b) are acquired with bias

modulation Vmod = 50mV (peak-to-peak). In (a) and (b) the initial tip height, z0, is set by
the STM feedback loop with IDC = −50 pA and VDC = −1V.

height via an I(z) measurement,

I(z) = exp(−2κz)

I(z) = exp(−A
√
Φappz)

(5.3)

where A = 1.028eV−1/2Å−1. With the applied bias at -1 V and a current setpoint of -50

pA, the current is measured while the tip is retracted from the surface. Figure 5.4(b) shows

the exponential decay of the tunnel current for increasing tip-sample distance. A fit to

the data using Equation 5.3 resulted in Φapp = 4.8 eV. Our result is consistent with work

function measurements of single layer graphene using tungsten tips [237]. Determination of

the barrier decay allows each |I(V )| trace in Figure 5.4(a) to be scaled to the relative tip

height. After scaling the I(V ) curves, features appear at -0.7 V and +1.5V that correspond

to the valence band (VB) and conduction band (CB) onsets. The onsets and transport gap

of ∼2.3 eV are consistent with those reported in reference [74, 234]. The significant current

present between the VB onset and 0 applied bias can be attributed to the Shockley surface

state of Au(111), as has been reported by several publications [18, 75, 234].

Utilizing the atomic resolution of STM, we further acquire constant-current topographic

maps of a 7-AGNR on Au(111) at applied bias voltages near the VB energy level (Figure

5.5(a)) and CB energy level (Figure 5.5(b)). Simultaneously, we record a dI/dV signal to

produce a map proportional to the real-space distribution of electronic density of states at
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Figure 5.5: Constant-current topography and dI/dV imaging of 7-AGNR frontier bands. (a)
Imaging with VDC = −0.8 V, just above the valence band resonance and VDC = −0.6V, just
below the onset. (b) Imaging with VDC = +1.6 V, just above the conduction band resonance
and VDC = +1.4 V, just below the onset. dI/dV imaging performed with a bias modulation,
Vmod = 50 mV, measured peak-to-peak. Images acquired with IDC = −50 pA.

each bias voltage. The dI/dV maps show strong spatial localization of the current to the

armchair edges of the GNR. Yet, scanning with the STM feedback loop engaged forces the

tip height to adjust for any changes in current, e.g., compensating for the height of the GNR.

Tip height adjustments during scanning may contribute to the signal recorded in the dI/dV

channel. To rule out artifacts contributing to the spatial dependence of the dI/dV images,

we perform a second set of scans that are below resonance. Significant suppression of the

band signature at the ribbon edges is observed when the applied bias is moved 200 mV closer

to 0 V, ruling out the possibility of significant artifacts contributing to the dI/dV signal.

To determine the origins of the localization observed at the CB and VB energy levels,

we use DFT to calculate the VB, VB-1 and CB, CB+1 electron wavefunctions for a 7-AGNR

in gas phase [238–241] (DFT calculations performed by our collaborators, see Methods of

Reference [18]). The planar cross-sections in Figure 5.6 are calculated at a distance of 2.0 Å

above the atomic lattice of the GNR. STM tip heights are expected to be on the order of 1

nm while the feedback loop is engaged. The red and blue regions of Ψ indicate a complex

phase in the DFT calculation that the STM is insensitive to. Instead, the STM current

detects changes in the probability density, |Ψ(x, y, V )|2.

While the gas phase calculations are informative regarding the intrinsic spatial structure

of Ψ, such as symmetry in the complex phase of the VB and CB+1, STM measurements

require the GNR be adsorbed onto a surface. Bottom-up synthesis of GNRs on non-metallic

substrates is still an on-going effort [2, 242]. Therefore, interactions with the substrate surface
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Figure 5.6: Simulated planar cross-sections of the electron wavefunction at several energy
band resonances. The spatial distribution of the electron wavefunction, Ψ, for energies near
the second valence band (VB–1), valence band (VB), conduction band (CB) and second
conduction band (CB+1) is shown, calculated using density functional theory at a tip–sample
distance of z = 2.0 Å. The calculation was performed with the 7-AGNR in the gas phase
and the height is in reference to the atomic lattice of the 7-AGNR.

must be taken into account. In our experiments, GNR growth is performed on Au(111)

surfaces, so further DFT simulations are performed. Calculations of |Ψ|2 incorporating

adsorption of the GNR onto an Au(111) surface are shown in Figure 5.7. In our calculations,

the GNR is constructed with finite length and an extra hydrogen bound to the zigzag edge

(CH2) acts to terminate the wavefunctions. The calculations are performed across a range

of energies, including across band edges, at positive and negative bias voltages. The heights

of the cross-sections extend from 2.0 Å, the same height used to calcute the wavefunctions

in Figure 5.6, to a more STM-accessible height of 5.0 Å. As a note on heights used in

DFT calculations: the exact height is an extrapolation used to correct the artificial decay

in vacuum of the charge density due to the localized basis [243] and therefore is reduced

compared to experimental heights, likely by a factor ∼2.

dI/dV imaging at band onsets near -0.8V and +1.6V in Figure 5.5 show a spatial dis-

tribution of signal matching the DFT simulations of |Ψ|2 at elevated tip heights of 5.0 Å.

Reference [74] attributes the difference in |Ψ|2 between 2.0 Å and 5.0 Å to destructive spa-

tial interference between complex phases of Ψ that alternate laterally across the ribbon. In

particular, the VB and CB+1 exhibit rapid alternation at the center of the ribbon. The

wavefunctions expand into the vacuum above the ribbon, leading to suppression of |Ψ|2 at

the interior of the ribbon, where interference is spatially symmetric. Consequently, the am-

plitude of the LDOS decreases as a combination of barrier decay and destructive interference.

The exponential dependence of the tunnel current on tip height makes exploration of this
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Figure 5.7: Simulated planar cross-sections of the probability density for a 7-AGNR as a
function of distance and energy. The spatial distribution of the electron probability density,
|Ψ|2, is calculated for energies ranging from 0.9 eV below to 1.5 eV above the Fermi level (see
also Reference [19] Methods). Image size 2 nm Ö 4 nm. The height of the planar cross-section
is referenced to the atomic lattice of the 7-AGNR. The colormap was set independently for
each image. The calculation was performed with the 7-AGNR adsorbed on an Au(111)
surface.
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transition difficult to accomplish at the bias voltages needed to reach band resonance using

conventional STM techniques. However, the following chapter will show how THz-STM can

leverage this exponential I(z) relationship to explore a 7-AGNR at ultralow tip heights.

5.3 Tip-Induced GNR Modifications

The DFT simulations of electron probability density in Figure 5.7 incorporate a pas-

sivization of the GNR end states. The ends of the 7-AGNR are perpendicular to the armchair

axis, resulting in a zigzag structure. Termination of the armchair structure results in a sub-

lattice imbalance that localizes an electronic state along the zigzag end, known as a Tamm

state. These states have lower energy than the electronic energy levels of their armchair

counterparts and thus form as in-gap states [160]. A possible cause for the suppression of

the Tamm state at the zigzag edge is with CH2 termination [73, 227]. A consequence of the

CH2 termination is a decrease in the electronic band gap attributed to an increase of the

effective length [73]. The extra hydrogen is expected to be loosely bound with a binding

strength of 1 eV [227]. Figure 5.8(a) illustrates a possible modification process using the

STM tip. The STM tip is positioned above a featureless GNR terminus and the applied bias

voltage is ramped between typical values of −1 V to −4 V. During this time the feedback

loop maintains the current setpoint of IDC = −100 pA. To do so, the tip height is increased

as the magnitude of the bias increases. Dehydrogenation is thought to occur when a sudden

decrease in tip height is observed [227]. Although the initial formation of a CH2 structure

may be unlikely, the observed modification is consistent with the literature. Constant-current

scans before (Figure 5.8(b)) and after (Figure 5.8(c)) modification show a significant change

in topographic appearance of the terminus. A comparison between the schematics in Figure

5.8(b) and (c) show how the CH2 termination has been converted into a conventional CH

structure that hosts the expected Tamm state distributed across the zigzag structure.
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Figure 5.8: STM tip-induced modification of a 7-AGNR terminus. Dehydrogenation from
a CH2 to CH state is a possible mechanism, suggested in the literature [227]. (a) Cartoon
illustration of the tip-induced modification strategy. (b) (top) Topogrphic image of a 7-
AGNR exhibiting a featureless termination. (bottom) Carbon structure schematic. The red
circle represents the location of the extra hydrogen, bonded to the structure as CH2. (c)
(top) Topographic image of the same 7-AGNR after tip-induced modification in constant-
current operation. (bottom) Carbon structure schematic with yellow circles indicting the
location and relative magnitude of the Tamm state exposed after tip-induced modification
[227]. The topographic images were acquired with parameters IDC = 200 pA and VDC = 1
V (b) and IDC = 100 pA and VDC = 100 mV (c).
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Chapter 6

THz-STM of 7-atom-wide Armchair Graphene Nanoribbons

The previous chapters laid the foundation for performing THz-STM and THz-STS mea-

surements using similar principles to those that would be applied for STM and STS. The

natural next step is to bring these capabilities to bear on material systems to inform de-

sign and synthesis. Successfully applying our understanding of THz tunneling spectroscopy

and performing atomically resolved THz-STS is a necessary validation of our models and

will set the stage for further refinement of our approach to THz-STS. Here, we investigate

the promising material platform of atomically precise GNRs [2] on the ångström scale with

THz-STM and THz-STS. The low duty cycle of THz-driven tunneling facilitates measure-

ments at ultralow tip heights, where the GNR electronic wavefunctions feature far richer

spatial structure than at conventional STM tip heights. Operating at T = 77K, we perform

THz-STS as a function of three-dimensional position above the GNR, allowing us to extract

the differential conductance sampled by THz-driven tunneling with ångström horizontal and

sub-̊angström vertical resolution. Our measurements show that the vertical decay of the

differential conductance is remarkably sensitive to lateral position and electronic orbital. In-

spired by this observation, we introduce THz-driven scanning tunneling tomography, where

constant-height THz-STM images illustrate a transition from tunneling dominated by the

occupied states in GNR valence bands to tunneling dominated by unoccupied states in the

GNR conduction bands within a tip-sample distance increase of just 1 Å. The THz-STM and

THz-STS experiments described in the remainder of this chapter were published in Reference

[18].

6.1 THz-STM at Ultralow Tip Heights

The GNRs studied in this chapter were grown from molecular precursors [1] on a clean

Au(111) substrate by on-surface synthesis [2] (see Chapter 5 Section 5.1). We select 7-AGNRs
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Figure 6.1: Comparing THz-STS to conventional STS. (a) Schematic diagram of the tunnel
junction during STM and STS of a 7-AGNR. The tip height, z0, is set by the tunnel current
feedback conditions, e.g. with steady-state bias voltage VDC = –1 V and steady-state tunnel
current setpoint IDC = –50 pA. (b) Schematic I(V ) of a 7-AGNR (solid black line) with
the time axis of the millisecond sine-wave modulation for conventional STS projected out-
of-plane. In STS, the steady-state bias voltage is modulated by a sine-wave of amplitude
dV (solid green curve), generating a tunnel current modulation of amplitude dI (solid grey
curve). (c),(d) In THz-STM and THz-STS, a phase-stable single-cycle THz pulse with a
peak electric field of ETHz,pk is coupled through free space to the STM tip apex, where it
acts as an ultrafast transient bias with a peak voltage of Vpk. The tip height is reduced by
approximately 4 Å to account for the reduced duty cycle of the bias compared to conventional
STM. At this reduced tip height, the 7-AGNR LDOS features far richer spatial structure
than at STM and STS tip heights (orange and green overlays in (a) and (c)). A THz voltage
transient induces a sub-picosecond current pulse, iTHz(t), defined by the I(V ), with peak
current, ipk, reaching the µA scale, compensating for the low duty cycle of THz-STS. The
average rectified component of the current pulses, QTHz = eNe =

∫
iTHz(t)dt, is measured

as a steady-state current, ITHz = f × e × Ne, where e is the elementary charge, f is the
repetition rate of the laser and Ne is the average number of rectified elementary charges per
THz pulse. The red and blue shadings underneath the sub-picosecond current transient in
(d) emphasize the rectification process for a single pulse. The green and gray shaded regions
in (b) and (d) highlight the range of the voltage modulation and resulting instantaneous
tunnel current.
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for the current study, as depicted in Figure 6.1(a). For conventional STM imaging, the tip

height z = z0 is defined by the bias voltage VDC and current setpoint IDC. As discussed in

Chapter 2, conventional STS is performed by disengaging the feedback loop, applying an

additional sinusoidal voltage of perturbative amplitude dV (e.g. with millisecond oscillation

period) and detecting the sinusoidal current amplitude dI as a function of VDC (Figure

6.1(b)). This yields the slope of the I(V ) (i.e. dI/dV ), which is approximately proportional

to the energy-dependent LDOS of the sample (see Chapter 2 Section 2.3.2).

In contrast, in THz-STM and THz-STS, the THz voltage probe is nine orders of mag-

nitude faster than conventional voltage modulation and only a single oscillation cycle long.

As the THz pulses are generated by an ultrafast NIR laser (see Chapter 3 Section 3.1.2 and

Figure 4.7), a train of THz pulses is delivered to the junction. Each THz pulse stimulates

a sub-picosecond rectified current pulse through THz-driven tunneling, thereby producing a

train of current pulses with a duty cycle equal to the current-pulse duration divided by the

time between THz pulses (∼1 ps / 1 µs = 10−6). Only the average THz-induced current can

be measured, so the peak current must compensate for the duty cycle by far exceeding IDC,

as summarized in Figure 4.6. Consequently, the conventional method of STS is incompatible

with the key aspect of THz-driven tunneling that makes ultrafast time resolution possible,

and an alternate approach is required for THz-STS.

In the THz-STM and THz-STS experiments reported here, the initial tip height is set

using the conventional STM feedback loop. The feedback loop is then disengaged, the bias

is reduced to 0 V, and the tip is approached 3 − 4 Å closer for THz-driven imaging and

spectroscopy, e.g., to z = z0 – 4 Å (Figure 6.1(c)). On clean surfaces the tunneling rate

increases by one order of magnitude for each ångström of approach, effectively rescaling the

I(V ) (Figure 6.1(d)). This not only compensates for the ∼10−6 duty cycle of THz-driven

tunneling, but also enables measurements at ultralow tip heights. We define ultralow tip

heights as distances at which orbitally selective imaging by conventional STM with an s-wave

tip is unfeasible because the DC current would either damage the tip apex or surface under

investigation or lead to the tip picking up the GNR [233]. Conversely, THz-driven STM is

possible because sub-picosecond current pulses of the same peak magnitude consist of only

a few electrons.

In practice, single-cycle, phase-stable THz pulses are coupled through free space to the

STM tip apex, where they act as ultrafast voltage transients on the junction’s I(V ), as
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depicted in Figures 6.1(c) and 6.1(d). The temporal integral of the THz-driven current,

i.e., the rectified charge QTHz, is registered through a shift in the average current of ITHz =

f ·QTHz = f ·e ·Ne, where e is the elementary charge, f is the repetition rate of the amplified

NIR laser system used to generate the THz pulse train and Ne is the average number of

rectified elementary charges per THz pulse (see Chapter 4 for further detail). Notably, the

peak of the ultrafast THz-induced current, ipk, can reach the microamp scale within a sub-

picosecond oscillation cycle (Figure 6.1(d) and Figure 4.6). The chemical structure of the

7-AGNR is depicted in Figure 6.2(a). Differential conductance mapping of the 7-AGNR

valence band in constant-height mode reveals that the LDOS is primarily located outside

the atomic frame at a tip height of z0 (Figure 6.2(b)), consistent with previous observations

[74, 234] and Figure 5.5. For comparison, we have calculated the 7-AGNR electron density

as a function of energy and height above the atomic plane (see Figure 5.7) using density

functional theory (DFT). The DFT tomographic cut through the valence band at z = 5 Å

agrees with the dI/dV map (compare Figures 6.2(b) and 6.2(c)), as has been demonstrated

previously [74], where the DFT height is lower than the experimental tip height due to

an artifact of the exchange correlation functional and basis set approximations adopted in

DFT. Conversely, the DFT cut through the valence band at lower height, e.g., at z = 2 Å

as shown in Figure 6.2(d), predicts the spatial structure probed in THz-driven experiments.

The image is notably richer in detail, since the wavefunction in the interior of the 7-AGNR

is composed of lobes of alternating sign that destructively interfere at higher tip heights [74]

(see Figure 5.6). These lobes influence STM images recorded with CO functionalized tips

[244], but the mixed s- and p-wave character of the tip makes the corresponding microscopy

and spectroscopy difficult to interpret [245], while conventional STM with an s-wave tip

cannot access the necessary ultralow tip heights. In general, lowering the bias allows the tip

to be moved closer (e.g., as is the case for bond-resolved STM using a CO functionalized tip

[246]) but the tunneling electrons are not resonant with the molecular orbital LDOS at low

bias and the in-gap LDOS is probed instead.

Interpreting THz-driven images can also be non-trivial, since the voltage transient

sweeps through both polarities, acting on all LDOS features in the voltage window defined

by Vpk and the waveform symmetry (Figure 6.1(d)). Precisely characterizing the tempo-

ral structure of the voltage waveform at the tip apex is therefore essential. Electro-optic

sampling in the far-field provides the THz electric-field transient focused onto the STM tip

103



Figure 6.2: THz-STM of seven-atom-wide graphene nanoribbons on Au(111). (a) The
chemical sketch of a 7-AGNR segment. The scalebar applies to all images in the figure. (b)
Measured steady-state STM constant-height dI/dV acquired at VDC = –1V. The initial tip
height, z0, was set with the tip located at the center of the nanoribbon at VDC = –1V and
IDC = –50 pA. (c),(d) Electron probability density, |Ψ|2, at V = –0.9V calculated using DFT
at a tip height of (c) 5 Å and (d) 2 Å. (e),(f) THz-pulse waveforms measured via free-space
electro-optic sampling (EOS, blue curves) and photoemission sampling at the tip apex (PES,
red curves). The carrier-envelope-phase shift between (e) and (f) is 180◦. (g),(h) THz-STM
constant-height rectified charge maps, QTHz(x, y), acquired at ETHz,pk = –180 V/cm (g) and
ETHz,pk= +180V/cm (h), with VDC = 0V and z = z0 − 4 Å for both images.
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(Figures 6.2(e) and 6.2(f)), but antenna effects [8, 11, 15] and geometrical features on the

scale of the THz wavelength [9, 10, 12, 15] can modify its shape. Therefore, in-situ charac-

terization of the near-field waveform is needed [10, 11, 15, 214], e.g. photoemission sampling

(PES, see Chapter 4 Section 4.2.7). As THz field enhancement is affected by the microscopic

tip profile [15, 182] – which must be carefully prepared over the substrate for high-resolution

THz-STM imaging – we use PES to measure the waveform shape but determine the THz

voltage calibration from THz-STM and THz-STS. We select between an even or odd number

of THz-pulse reflections before coupling the pulses to the tip, and hence invert the polarity

of the THz voltage transient at the apex without changing its temporal shape or amplitude,

as confirmed by PES in Figures 6.2(e) and 6.2(f). We refer to the electric field transient in

which the largest field is negative as ETHz,pk < 0 (and vice versa), where the field direction

is consistent with the STM bias voltage.

Figure 6.2(g) shows a constant-height THz-STM image of a 7-AGNR recorded for

ETHz,pk < 0 at z = z0 – 4 Å. Remarkably, it is almost identical to the DFT calculation

of the electron density at z = 2 Å, V = –0.9 V (Figure 6.2(d)), which is dominated by

the valence band (see Figures 5.6 and 5.7), and features exquisite, ångström-scale detail not

observable in the conventional differential conductance image (Figure 6.2(b)). The rectified

charge is predominantly negative, consistent with THz-driven tunneling of electrons from

the GNR to the tip. Conversely, the THz-STM image for ETH,pk > 0 is significantly more

complicated (Figure 6.2(h)). The anti-nodes of negative rectified charge persist, but the pre-

viously nodal regions in the interior of the ribbon are replaced by areas of positive rectified

charge, i.e., electrons that have moved from the tip into the sample. The mixture of positive

and negative rectified charge in Figure 6.2(h) signifies that the ETHz,pk > 0 waveform probes

considerable sample LDOS on both sides of the Fermi level. The relative weighting between

these spectral features depends sensitively on ångström-scale tip position, manifesting as fine

local detail in Figure 6.2(h).

6.2 THz-STS With Ångström Resolution

We apply spatially dependent THz-STS to disentangle the intrinsic properties of the

7-AGNR at ultralow tip heights from the THz-driven tunneling process. As a roadmap,

conventional dI/dV spectra are recorded for the edge of a 7-AGNR and for the substrate at
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a tip height of z0 (Figure 6.3(a)). These measurements are consistent with previous reports

[74, 234]. We then select two characteristic locations for THz-STS (Figure 6.3(b)), which we

label the node (green circles in Figure 6.3(b)) and anti-node (red diamonds in Figure 6.3(b))

based on the THz-STM image for ETHz,pk < 0. The corresponding positions above the

atomic structure are determined by comparison with the DFT calculation in Figure 6.2(d).

THz-STS spectra are recorded by sweeping the peak field strength of the incident THz pulse

(i.e. ETHz,pk) while maintaining a uniform waveform shape, then inverting the polarity and

repeating [6, 8, 10, 13], as introduced in Chapter 4 Section 4.2.3. Figures 6.3(c) and 6.3(d)

show the rectified charge measured at the anti-node and node, respectively, for tip heights

of z= z0 – 4 Å and z = z0 – 3.5 Å.

To extract the differential conductance sampled by THz-driven tunneling at each tip

position, we adopt a model in which the 7-AGNR band onsets at positive and negative

voltages are described by error functions and the Au(111) surface state is described as a

Gaussian,

dI

dV
= A+erf(c+[eV − E+]) + A−erf(c−[eV − E−]) + AAuexp(−cAu[eV − EAu]

2) , (6.1)

where c+, c−, and cAu are coefficients that determine the shape of the function and E+, E−,

and EAu are the positions of these features. These six parameters are determined by fits to

the measured dI/dV in Figure 6.3(a) which constraints the energetic positions and widths

of the spectral features. Meanwhile, A+, A−, and AAu are free parameters that control the

amplitude of each feature. We then simulate charge rectification by a voltage pulse matching

the THz near-field waveform (Figures 6.2(e) and 6.2f), allowing the amplitude of the three

LDOS contributions to vary until the simulation optimally fits the measured QTHz−ETHz,pk

data (lines in Figures 6.3(c) and 6.3(d)). The THz voltage calibration is used as a global

fit parameter for all data recorded without a tip change (see Chapter 4 Section 4.2.7). The

extracted dI/dV curves at the anti-node and node (Figures 6.3(e) and 6.3(f), respectively)

are consistent with THz-STM imaging (Figures 6.2(g) and 6.2(h)).

We next combine THz-STS with THz-STM to extract spatial maps of the dI/dV am-

plitudes (multi-image analysis, as introduced in Chapter 4 Section 4.2.6). THz-STM images

are recorded as a function of ETHz,pk for both positive (Figure 6.4(b)) and negative polarity

(Figure 6.4(b)), allowing QTHz − ETHz,pk curves to be plotted for every pixel. Applying our

model to each pixel individually (with the THz voltage calibration as a global parameter)
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Figure 6.3: THz scanning tunneling spectroscopy of a 7-AGNR with ångström-scale reso-
lution. (a) Conventional STS of a 7-AGNR adsorbed onto an Au(111) surface (solid brown
line) and the Au(111) surface state (solid yellow line). The differential conductance of the
gold surface state is modeled by a Gaussian centered at –0.4V (solid orange line), while the
differential conductance of the 7-AGNR is modeled as two error functions near the band
edges (solid blue line). Inset: typical steady-state constant-height STM image showing the
tip positions for tunneling spectroscopy. (b) Tip positions for THz-STS overlayed on a di-
agram of the physical structure of a 7-AGNR (left) and the QTHz map from Figure 6.2(g)
(right). Diamonds: anti-node position; circles: node position. (c),(d) Measured (circles) and
simulated (solid lines) QTHz − ETHz,pk curves at z= z0 – 4 Å (dark lines and symbols) and
z= z0 – 3.5 Å (light lines and symbols) with the tip positioned at the anti-node (c) and node
(d); VDC=0V. (e),(f) dI/dV extracted from the fits in (c) and (d) for the anti-node (d) and
node (f) tip positions, respectively. The dashed lines in (c) – (f) represent the origin. The
scalebars in (b) and the inset of (a) are 5 Å.
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Figure 6.4: THz-STM field-dependent imaging. (a),(b) THz-STM constant-height rectified
charge maps acquired at several ETHz,pk using a negative-field-dominant THz pulse (a) and
a positive-field-dominant THz pulse (b). The images were acquired with the tip at z = z0 –
4 Å. A 5×5 smoothing filter was applied to the dataset.
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Figure 6.5: Atomically resolved dI/dV maps extracted from THz-STS. (a),(b) Model dI/dV
maps at negative (a) and positive (b) bias extracted pixel-by-pixel from field-dependent
QTHz(x, y) images in Figure 6.4. (c),(d) Electron probability density at z = 2 Å and V =
–0.9 V (c) and V = +1.3 V (d) calculated by DFT. The scalebar in (a) applies to (a) – (d).

yields the extracted dI/dV amplitude maps at negative (Figure 6.5(a)) and positive (Figure

6.5(b)) bias. They agree with the corresponding DFT images at z = 2 Å, V = –0.9 V (Figure

6.5(c)) and z = 2 Å, V = +1.3 V (Figure 6.5(d)), respectively, which account for the closely

spaced [74] VB and VB – 1 at negative bias and the CB and CB + 1 at positive bias.

As further corroboration of our model and the fidelity of the PES waveform, and as a

test for multi-electron and dynamic effects, we perform autocorrelation measurements [5, 7–

9, 12, 182]. As introduced in Chapter 4 Section 4.2.4, the THz pulses are split in half, a delay

is introduced, and QTHz is recorded as a function of delay time for three different ETHz,pk

values at both the anti-node (Figure 6.6(a)) and node (Figure 6.6(b)). A single differential

conductance curve is sufficient to reproduce the data (Figures 6.6(c) and 6.6(d)) at a given

tip position (with a constant THz voltage calibration), indicating that the dI/dV model

(Figures 6.6(e) and 6.6(f)), combined with the measured PES waveform, sufficiently captures

the details of THz-induced tunneling for this system. Finally, we record an additional THz-

STS dataset for a different tip apex and 7-AGNR (Figures 6.7(a) and 6.7(b)). In this case,

the higher order oscillations in the THz-STS data are absent and the agreement with the

model is even better (Figures 6.7(c) and 6.7(d)). Changes in the tip apex may change the

THz field enhancement and lead to a different voltage region being sampled for the same

ETHz,pk, as discussed in Chapter 4 Section 4.2.7.
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Figure 6.6: THz-STM autocorrelations of a 7-AGNR on Au(111). (a),(b) Experimental
THz pulse autocorrelations acquired at zero DC bias (VDC = 0 V) and at constant height
(z= z0 − 4 Å) with the tip positioned at the anti-node (a) and node (b). (c),(d) Simulated
THz pulse autocorrelations for the the anti-node (c) and node (d) tip positions using the
PES waveform in Figure 6.2(e)/(f). The nonlinearity of the I(V ) that rectifies the THz pulse
within the model was determined from the t = 0 ps and t = 10 ps values of the experimental
autocorrelations. (e),(f) Model dI/dV for the anti-node (e) and node (f) tip positions.
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Figure 6.7: THz-STM imaging and spectroscopy of another 7-AGNR with a different tip
apex. (a),(b) THz-STM constant-height rectified charge maps acquired at ETHz,pk = –135
V/cm (a) and ETHz,pk = +135 V/cm (b), with VDC = 0 V and z = z0 – 3.0 Å for both
images. The red triangle and green circle indicate the THz-STS locations for the anti-node
and node, respectively. (c),(d) Measured (circles) and simulated (solid lines) QTHz−ETHz,pk

curves at z = z0 – 3.2 Å (dark lines/symbols) and z = z0 – 3.0 Å (light lines/symbols) with
the tip positioned at the anti-node (c) and node (d) of the valence band LDOS (VDC = 0 V).
(e),(f) Model dI/dV extracted from the fits in (c) and (d) for the anti-node (e) and node (f)
tip positions, respectively.
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Across all datasets, the dI/dV curves at the anti-node and node are significantly dif-

ferent from one another, even though they are laterally separated by only ∼2 Å, a distance

comparable to the carbon-carbon bond length (Figure 6.3(b)). Retracting the tip by just

0.5 Å at either position (i.e., from z = z0 – 4 Å to z = z0 – 3.5 Å) leads to a drastic change

to both the measured QTHz − ETHz,pk curve (Figures 6.3(c) and 6.3(d)) and the extracted

dI/dV (Figures 6.3(e) and 6.3(f), respectively). Our measurements thus show spatially de-

pendent THz-STS on the ångström scale and illuminate a rich spatial structure to the LDOS

of 7-AGNRs at ultralow tip heights. Most remarkably, we observe that the amplitude of the

extracted dI/dV at the anti-node position changes far more at negative voltages than pos-

itive voltages with increasing tip-sample distance (Figure 6.3(e)). In contrast, at the node

position, the z-dependent change to the dI/dV at positive and negative voltages is similar

(Figure 6.3(f)). Hence, at ultralow tip heights, the vertical decays of the wavefunctions at

positive and negative bias depend sensitively on in-plane position and can be significantly

different from one another. We explore this further in the next section.

6.3 THz-driven dI/dV Tomography

We explore the vertical decays of the 7-AGNR wavefunctions in further detail by record-

ing the rectified charge as a function of tip height above the anti-node (Figure 6.8(a)) and

node (Figure 6.8(b)), as introduced in Chapter 4 Section 4.2.5. For each position, theQTHz(z)

measurement is repeated for THz pulses of each polarity with identical |ETHz,pk|. We apply

our model to fit the QTHz − z, with the z dependence encompassed by an independent ex-

ponential decay for each of the three dI/dV features (i.e., for the error functions at positive

and negative bias and the gold surface state). Measurements recorded with positive and

negative ETHz,pk for a given position are fit simultaneously, yielding dI/dV as a function of

height at the anti-node (Figure 6.8(c)) and node (Figure 6.8(d)). We find that the decay

of the error function at negative bias is consistently faster than that at positive bias. This

is partially explained by different tunneling barrier heights, since the onset of the LDOS is

closer to the Fermi level at negative bias (Figure 6.3(a)). The dependence of the vertical

decay rate on horizontal tip position, meanwhile, can be traced back to the complex spatial

structure of the wavefunctions at ultralow tip heights. Interference between the probability

amplitude lobes of positive and negative sign in an individual wavefunction introduces an
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Figure 6.8: Tip-height-dependent THz-STM of a 7-AGNR on Au(111). (a),(b) Measured
(circles) and simulated (solid lines) tip retraction scans at the anti-node (a) and node (b)
positions (see inset) acquired at VDC = 0 V, ETHz,pk = –180 V/cm (blue) and ETHz,pk =
+180 V/cm (red). (c),(d) Differential conductance at the anti-node (c) and node (d) spatial
positions for tip heights, z, ranging from z0 to z0 – 4 Å extracted from the fits in (a) and
(b), respectively. The orbital decays are modeled using the expression exp(−2κz). Negative
bias fit parameters: κ = 1.3 Å−1 at the anti-node and κ = 1.2 Å−1 at the node. Positive
bias fit parameters: κ = 0.4 Å−1 at the anti-node and κ = 0.9 Å−1 at the node.
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additional vertical decay to the LDOS that is wavefunction specific [74] (Figure 5.6). This

effect is not observed with conventional STM because destructive interference between the

lobes is complete at standard tip heights.

Whereas DFT calculations of the LDOS at constant height agree with our THz-STM and

THz-STS measurements (e.g. Figure 6.5(a) to 6.5(d)), the vertical LDOS decays predicted

by DFT are not reliable due to the fast decay of the Gaussian basis set and limitations

of the exchange correlation functional. Therefore, we compare the experimental decays

to tight-binding calculations (Figure 6.9; calculations performed by our collaborators; see

Reference [18] Methods). Unlike our DFT calculations, the tight-binding approach considers

the wavefunctions separately and does not account for the gold substrate. Nevertheless,

reasonable agreement is obtained, albeit under the assumption that each experimental decay

can be associated with a particular band (VB – 1, VB, CB, or CB + 1) that dominates the

decay at that tip position and energy.

Interestingly, the QTHz–z decay curves for ETHz,pk > 0 at the anti-node (Figure 6.8(a))

and ETHz,pk < 0 at the node (Figure 6.8(b)) feature prominent sign changes between z = z0 –

4 Å and z = z0 – 3 Å. These sign changes are explained by a competition between the asymme-

try of the THz waveform (Figures 6.2(e) and 6.2(f)) and the relative strengths of the valence

and conduction bands in the height-dependent dI/dV maps (Figures 6.8(c) and 6.8(d)). We

investigate the spatial dependence of this competition further with constant-height THz-

STM images as a function of tip height, QTHz(x, y) vs. z, which we call THz-driven scanning

tunneling tomography. Figure 6.10(a) shows tomography images for ETHz,pk < 0, while Fig-

ure 6.10(b) shows the complementary dataset for ETHz,pk > 0. The transition from QTHz < 0

to QTHz > 0 is most evident in Figure 6.10(b), where the asymmetry of the THz voltage

waveform compensates for the asymmetry of the LDOS onsets relative to the Fermi level. In

Figure 6.10(b), the THz-STM image at z = z0 – 4 Å largely matches the spatial structure

observed for the opposite polarity (Figure 6.10(a) at z = z0 – 4 Å), albeit with positive

rectified charge at the nodal positions. By z = z0 – 3.25 Å, the THz-STM image is entirely

composed of positive rectified charge (Figure 6.10(b), right).

To complete our tomography analysis (introduced in Chapter 4 Section 4.2.6), we as-

semble QTHz(z) curves for every pixel in Figure 6.10(a),(b) and apply our model, as in Figure

6.8(a),(b), to reveal two-dimensional cross-sections through the differential conductance as a

function of tip height at positive and negative bias (Figures 6.11(a) and 6.11(b)). In addition
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Figure 6.9: Comparison of the theoretical and experimental vertical decays at the anti-node
and node positions. For each orbital and tip position, the theoretical vertical decay (solid
black line) was calculated using a tight-binding model for the sample wavefunction (Ψs)
that was convoluted with an s-wave tip (Ψt) following the Tersoff-Hamann approximation
[84]. The theoretical decay is shown alongside a vertical cut through the extracted dI/dV of
Figures 6.8(c) and 6.8(d) (solid red line) in each panel. The theoretical decays and extracted
dI/dV decays are artificially normalized to the extracted dI/dV at z = 0 Å for easier
comparison. The VB and VB-1 decays are compared to dI/dV at V = –0.9 V while the CB
and CB+1 decays are compared to dI/dV at V = +1.3 V.
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Figure 6.10: Variable-height THz-STM of a 7-AGNR on Au(111). (a),(b) THz-STM imaging
tip-height dependence, QTHz(x, y) vs. z, i.e., THz-driven scanning tunneling tomography,
acquired at ETHz,pk = –180 V/cm (a) and ETHz,pk = +180 V/cm (b) with VDC = 0 V. The
scalebar in (a) applies to both (a) and (b).
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Figure 6.11: Tomographic dI/dV reconstruction from THz-STM tomography. (a),(b) Differ-
ential conductance for occupied (a) and unoccupied (b) states. (c),(d) Map of the inverse de-
cay constant, κ, at negative (c) and positive (d) bias. Using the height-dependent QTHz(x, y)
data shown in Figures 6.10(a) and 6.10(b), we create a QTHz(z) curve at each pixel. We fit
the QTHz(z) curves by incorporating an exponential decay into each term of Equation 6.1.
Then, we use the field-dependent image data from Figure 6.4 to create a dI/dV map at z =
z0 - 4 Å used to initialize the model. The κ maps are spatially dependent decay coefficients
for the dI/dV features at positive and negative bias. The regions within (c) and (d) that are
represented by zero on the colormap (black) are artificially inserted because the local value
for QTHz and/or the dI/dV amplitude at the corresponding bias is negligible and κ cannot
be determined.
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to these tomographic reconstructions, we also extract the spatial dependence of the vertical

decay parameters with ångström in-plane resolution (Figures 6.11(c) and 6.11(d)). These

maps are consistent with our point-spectroscopy analysis in Figure 6.8(a)-(d).

6.4 Conclusions

Looking ahead, THz-driven scanning tunneling microscopy, spectroscopy, and tomog-

raphy of atomically precise GNRs sets the stage for a new era of ångström-scale ultrafast

science in novel material systems. On-surface [2] and solution synthesis [247] of GNRs enable

wide-ranging design possibilities, including doping, edge functionality, and even topological

electronic states [246, 248]. With pump-probe THz-STM and THz-STS, the optoelectronic

properties [4, 71, 72, 249, 250] of individual GNRs will soon come into clearer view, visualized

through atomically resolved movies of sub-picosecond population [251, 252] and wavefunc-

tion [253] dynamics. Our THz-pulse autocorrelation measurements (Figure 6.6) indicate

that a dielectric decoupling layer will likely be needed to unveil the intrinsic GNR dynamics.

This is consistent with preliminary optical-pump/THz-STM experiments performed as part

of this thesis, which yielded a null result (i.e., no time-dependent THz-STM signal) when

the GNRs were illuminated by ∼230 fs, λ=515 nm, pump pulses. However, established

manipulation of GNRs with the STM tip [253] provides a clear roadmap for constructing

optimized prototypes of atomically precise optoelectronics, including substrate decoupling.

In the final chapter, I will discuss the implications of the technical developments presented

here and how they can be combined with the analytical framework presented in the following

chapter.
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Chapter 7

An Algorithm for Terahertz Scanning Tunneling Spectroscopy

The previous chapter demonstrated atomic resolution THz-STS for the first time by

extracting the LDOS of a 7-AGNR in all three spatial dimensions. Ultrafast measurements

were attempted in the form of THz-STM-pump/THz-STM-probe autocorrelation scans, but

the resulting data could be described solely with the steady-state dI/dV extracted from THz-

STS. These observations suggest interactions between GNRs and a gold surface prevent us

from observing the intrinsic dynamics of the GNR with our setup. Likely, a decoupling

strategy is needed to take the next step.

More generally, simulated THz rectification on a model DC I(V ) curve is sufficient

when the junction response is not frequency dependent, i.e., THz and DC voltages act on

the same I(V ). However, what has not been discussed so far is how the approach in Chapter

6 falls short when the THz I(V ) is unknown. For example, a difference between STM

and THz-STM I(V ) curves has been shown when investigating Si(111)-7x7 [8]. There, the

THz-induced tunnel current could not be explained by the stationary picture available to

conventional STM. Instead, the finite plasma frequency of the surface state led to a unique

THz response. A yet more challenging scenario arises during photoexcitation when the I(V )

becomes dynamic. Our approach to THz-STS applied in Chapter 6 will not work for such

ultrafast measurements because the STM junction will be driven out of equilibrium during

excitation and into a transient state. There, the LDOS will be characterized by an unknown

distribution and filling of electronic states that is accessible only to THz-STM.

Investigating ultrafast dynamics is made more challenging when the duration of the THz

probe pulse is comparable to the lifetime of the non-equilibrium state, which is expected to be

the case for many interesting systems. Our discussion on the limited detection bandwidth of

STM electronics in Chapter 4 led to an integral expression for THz-driven charge rectification

(Equations 4.3 and 4.4). As the instantaneous THz-induced current is obscured, a systematic
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approach to identifying and extracting the hidden I(V ) information is necessary for THz-

STS on new materials and in non-equilibrium conditions. In particular, in this chapter, we

focus on optical-pump/THz-STM-probe experiments where optical photoexcitation occurs

much faster than an oscillation of the THz voltage.

We present a THz-STS algorithm for recovering the differential conductance in steady-

state or pump-probe experiments with sub-THz-cycle (i.e., subcycle) temporal resolution.

Our algorithm requires as input only the THz voltage waveform and QTHz as a function of

peak THz voltage and pump-probe delay, i.e., no a priori knowledge of the sample LDOS

is needed. The chapter is structured as follows. In Section 7.1, we show that modeling the

steady-state I(V ) as a power series allows us to determine the differential conductance from a

polynomial fit to the rectified charge. The efficacy of this algorithm is demonstrated for some

examples, each of which corresponds to a model physical system. In Section 7.2, we extend

the algorithm to pump-probe THz-STS: We describe the time-dependent I(V ) as a power

series in which each coefficient is time dependent, allowing us to deconvolve the decay of the

differential conductance from the THz voltage waveform using the cross-correlation theorem.

We further define the time resolution of pump-probe THz-STS and explore the possibility

of extracting sample dynamics that are faster than the bandwidth of the THz probe pulse.

Finally, in Section 7.3, we discuss the limitations of the algorithm, the physics that may be

investigated, and potential experiments. These results were published in Reference [19] and

was developed after the 7-AGNR investigation presented in Chapter 6.

7.1 Steady-State Inversion Algorithm

In the THz-STM simulations presented here, the THz voltage transient defined in Equa-

tion 4.2 acts on the tunnel junction I(V ) as shown in Figure 4.8(a). Notably, the differential

conductance sampled by VTHz(t) may differ from the differential conductance measured by

conventional STS even in the absence of photoexcitation [8]. One common difference is that

the peak instantaneous current generated in THz-STM experiments tends to exceed typical

STM currents by orders of magnitude, e.g. reaching the µA or even mA scale [5, 6, 8, 9,

12]. Figure 4.8(b) shows the current transient generated by the situation depicted in Figure

4.8(a), where the THz voltage transient is applied to a junction defined by the Simmons

model [79, 254]. In calculating the Simmons model I(V ), the STM tip height has been
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reduced compared to conventional STM tip heights, leading to a larger peak current. Such

parameters are used in practical THz-STM experiments to account for the relatively low

duty cycle (e.g. 10−6) of the train of THz-induced current pulses, as shown in Chapter 6.

7.1.1 Theory

Inspired by junction-mixing STM [48, 202], we model the tunnel current as a polynomial,

I(V ) =
N∑

n=1

AnV
n, (7.1)

where the An terms are constant coefficients. A key difference compared to junction-mixing

STM is that THz-driven tunneling (usually) explores relatively wide voltage ranges at both

positive and negative polarity rather than just the local nonlinearity of the I(V ). Hence,

the high-order terms of the polynomial series are more important, and can even dominate

depending on the voltage and the shape of the I(V ) curve.

We next consider the rectified charge generated by the THz voltage pulse defined in

Equation 4.2 acting on the junction (with no DC bias voltage),

QTHz(Vpk) =
N∑

n=1

AnV
n
pk

∫ ∞

−∞
[V0(t)]

n dt. (7.2)

Knowing the shape of VTHz(t) is essential, as it allows us to calculate a set of coefficients,

Bn =

∫ ∞

−∞
[V0(t)]

n dt, (7.3)

that encapsulate the continuous and bipolar nature of the voltage pulse. Notably, the tempo-

ral integral of the free-space electromagnetic pulse that generates VTHz(t) is zero, so B1 = 0.

Thus, the contribution to QTHz from the Ohmic part of the conductance is A1B1 = 0 and

QTHz(Vpk) =
N∑

n=2

CnV
n
pk, (7.4)

where Cn = AnBn.

QTHz(Vpk) can be measured directly in a THz-STS experiment. A simulated example is

shown in Figure 4.8(c). Inverting the polarity of Vpk and repeating this sweep allows the full

function to be mapped out. Within the algorithm introduced here, QTHz(Vpk) is simply fit

with a polynomial to extract the coefficients Cn, which can subsequently be combined with
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Figure 7.1: Reconstructing a Simmons model differential conductance. (a) Simulated THz
voltage waveform, V0(t) and (b) corresponding spectral amplitude (black curve) and phase
(red curve). The amplitude is zero at 0 THz, i.e., the temporal integral of V0(t) is zero.
(c) Simulated rectified charge (green curve) for a Simmons model with Φs = Φt = 5 eV
and polynomial fit of order N = 22 (dotted red curve). (d) Simmons model differential
conductance (black curve) and reconstructed differential conductance (red curve) obtained
from the steady-state inversion algorithm.

the Bn coefficients determined by numerical integration of the measured voltage transient to

yield the I(V ),

I(Vpk) = A1Vpk +
N∑

n=2

Cn

Bn

V n
pk. (7.5)

A limitation of steady-state THz-STS is that the Ohmic part of the conductance does not

produce a rectified charge, and therefore the A1 term is inaccessible. However, calculating

the differential conductance,

dI

dVpk
(Vpk) = A1 +

N∑
n=2

n
Cn

Bn

V n−1
pk , (7.6)

reduces the missing Ohmic contribution to a constant offset. For simplicity, we set A1 = 0

in the following.

7.1.2 Demonstration

Here, we demonstrate the steady-state algorithm’s effectiveness by recovering the dif-

ferential conductances of model systems from simulated THz-STS data. The simple THz

voltage waveform shown in Figure 7.1(a) is used for the THz-STS simulations. The spectral

amplitude and phase of the pulse are shown in Figure 7.1(b).
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The algorithm is, in principle, independent of the precise shape of the waveform, but

we note that a perfectly symmetric waveform (i.e. sine-like, with ϕCEP = ±π/2) leads to

ambiguity, since changing the polarity does not impact QTHz, i.e. QTHz(Vpk) = QTHz(−Vpk).

This can be seen by isolating the even and odd order terms in Equation 7.4. In general,

QTHz(Vpk) + QTHz(−Vpk) can be fit by a polynomial with only the terms of even n, while

QTHz(Vpk)−QTHz(−Vpk) can be fit by a polynomial with only the terms of odd n. However,

for a perfectly symmetric pulse, QTHz(Vpk) − QTHz(−Vpk) = 0 for any I(V ) curve, so the

odd order terms of the polynomial are inaccessible. In other words, inverting the waveform

does not change the weighting between I(V ) features at positive and negative V , so the

I(V ) asymmetry and curvature cannot be disentangled. Optimistically, any asymmetry in

VTHz(t) introduces sensitivity to the odd order terms in Equation 7.4, but, realistically, the

asymmetry should significantly exceed the noise level. The waveform shape, V0(t), in Figure

4.8(a) can therefore be considered ideal in that it is optimally asymmetric (ϕCEP = 0).

The first example considered is a Simmons model with material and tip work functions

of Φs = 5 eV and Φt = 5 eV, respectively. The rectification process for this scenario

is sketched in Figure 4.8. To apply the steady-state inversion algorithm, the Vpk sweep is

performed for both Vpk polarizations and the completeQTHz(Vpk) (solid green curve) is fit by a

polynomial (with C1 = 0; dotted red curve) to obtain the Cn>1 coefficients, as shown in Figure

7.1(c). Meanwhile, the Bn coefficients are calculated by numerical integration of the THz

voltage waveform raised to the nth power, as defined in Equation 7.4. Finally, the differential

conductance extracted through the algorithm can be computed directly based on the Cn and

Bn coefficients via Equation 7.6. As noted above, we set A1 = 0 because this term cannot

be determined from the algorithm when B1 = 0. Figure 7.1(d) shows a comparison between

the differential conductance of the Simmons model used in the simulation (solid black curve)

and the differential conductance reconstructed from the algorithm (dotted red curve). We

note that the voltage axis of Figure 7.1(d) is labelled Vpk for consistency with the algorithm,

whereas the original is plotted as dI(Vpk)/dVpk for comparison, but is, strictly speaking, a

function of V . The agreement is near perfect aside from a vertical offset corresponding to

A1.

In general, the algorithm performs exceptionally well for any I(V ) that can be well

described by a low-order polynomial. Furthermore, for polynomials with A1 = 0, the offset

disappears and the reconstructed differential conductance matches the original. However,
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experimental differential conductances are often non-monatonic, e.g. due to resonances in

the sample LDOS, and can require higher polynomial orders to reasonably reproduce them.

Therefore, we next test the algorithm for highly nonlinear I(V )s corresponding to model

physical systems.

We first model a semiconducting sample with band onsets at −1.5 V and +1.5 V bias.

Figure 7.2(a) shows the I(V ) (top, solid black curve) and differential conductance (bot-

tom, solid black curve). The latter is modeled as the sum of two error functions, one for

each band. Simulating charge rectification by the THz waveform in Figure 7.1(a) yields

the dotted red curve in Figure 7.2(a), top, which qualitatively resembles the I(V ) curve.

Applying the steady-state inversion algorithm, i.e. determining Bn and Cn and then cal-

culating dI(Vpk)/dVpk using Equation 7.6, yields a reconstructed differential conductance

(Figure 7.2(a), bottom, dotted red curve) that matches the original.

Figure 7.2(b) shows another example, this time corresponding to peaks in the sample

LDOS such as those observed for single molecules adsorbed on salt islands [7, 13, 15, 50]. We

model the differential conductances as Gaussians peaked at ±2 V (Figure 7.2(b), bottom,

solid black curve), and hence the I(V ) is the sum of two error functions (Figure 7.2(b),

top, solid black curve). The rectified charge (Figure 7.2(b), top, dotted red curve) diverges

more strongly from the shape of the I(V ) curve in this case, but the algorithm once more

accurately reconstructs the differential conductance (Figure 7.2(b), bottom, compare dotted

red and solid black curves).

7.1.3 Simulated Experiment

To test our algorithm’s robustness and stability, we introduce noise and simulate an

experimental THz-STS measurement. We model noise based on pulse-to-pulse energy fluc-

tuations in a NIR laser system that generates THz pulses through optical rectification. Since

the emitted THz field is proportional to NIR pulse energy, these fluctuations produce a pulse-

to-pulse variation in the strength of the THz voltage applied across the junction. We model

this by VTHz(t) = (1 ± ϵ)VpkV0(t), where ϵ is a random number chosen from within a range

defined by the NIR pulse fluctuations. For our simulations, ϵmax=0.05. The absolute voltage

uncertainty grows with Vpk, e.g., for |Vpk| = 3 V the uncertainty range is 0.3V. Notably, the

entire THz voltage waveform scales with the NIR pulse energy, as it is expected to retain its

temporal shape in an experiment provided the nonlinear generation crystal does not change.
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Figure 7.2: Reconstructing highly nonlinear differential conductances. (a) Top: I(V ) for a
simple model of a semiconducting sample with band onsets at −1.5 V and +1.5 V (black
curve) and corresponding rectified charge (dotted red curve) produced by the THz voltage
waveform in Figure 7.1(a). Bottom: differential conductance for the semiconductor model
(black curve) and reconstructed differential conductance (dotted red curve). (b) Top: I(V )
for a simple model of a molecule adsorbed on a salt film on a metal substrate with electronic
orbitals centered at ±2 V (solid black curve) and corresponding rectified charge (dotted red
curve) produced by the THz voltage waveform in Figure 7.1(a). Bottom: differential conduc-
tance for the molecular system (solid black curve) and reconstructed differential conductance
(dotted red curve). Fitting of QTHz(Vpk) in each system was performed with a polynomial
of order N = 38.
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Figure 7.3: Reconstructing an arbitrary differential conductance in the presence of noise. (a)
In a simulated THz-STS experiment, charge rectification is calculated for a voltage waveform
with a randomly fluctuating field strength (ϵmax = 0.05; 10 calculations per Vpk). The gray
region shows the simulated experimental data and the red curve is the average. (b) QTHz(Vpk)
(top black curve) and dQTHz(Vpk)/dVpk (bottom black curve) after a Savitzky-Golay filter of
order 1 has been applied with a window of 0.27 V (∼5% of the Vpk axis width). Red dotted
curves: simultaneous fit. Inset: standard deviation of the fit to QTHz(Vpk). Blue dashed
line: polynomial order used for the fits in (b) and extraction in (c). (c) Comparison between
the simulated differential conductance (black curve) and the algorithm result (red curve) for
polynomial of order N = 25. Gray vertical bars: ∼ 5% of the axis width, where the filters
break down.
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An example simulated experiment is shown in Figure 7.3(a), where ten noisy QTHz(Vpk)

curves are overlaid, forming the gray region, which expands with increasing |Vpk|. This effect

is mitigated by standard measurement techniques, where the rectified charge of many pulses

is averaged by a lock-in amplifier. The average of the tenQTHz(Vpk) curves is shown as the red

curve in Figure 7.3(a). Its roughness is comparable to similar datasets from the literature

[8] and Chapter 6. Unfortunately, the noise in even the average curve leads to spurious

weighting of high-order polynomial terms in the fitting step of the algorithm. This, in turn,

can result in unphysical oscillations in the extracted differential conductance. Therefore, it

is necessary to develop a procedure to obtain a reliable result.

While it is possible to employ an arbitrarily large number of polynomial orders, limiting

the number of terms to avoid over-fitting noisy data can suppress oscillations in the extracted

dI/dV curve. Nevertheless, we find that polynomials with order greater than five tend to

develop undesirable dI/dV oscillations at the edges of the voltage range when the algorithm

is applied as described in the previous section to noisy QTHz(Vpk) data. However, we have

discovered that simultaneously fitting both QTHz(Vpk) and dQTHz(Vpk)/dVpk when finding Cn

better constrains the behavior at the boundaries. To obtain a well-behaved numerical deriva-

tive, a smoothing function is applied to QTHz(Vpk) prior to calculating dQTHz(Vpk)/dVpk. A

second smoothing function is applied to dQTHz(Vpk)/dVpk to reduce the noise that is intro-

duced when calculating the derivative. The smoothed data (Figure 7.3(b), black curves)

are produced by applying a Savitzky-Golay filter in each step [255] that convolutes a linear

polynomial with a moving window that is ∼5% of the total Vpk range (i.e., ∼0.3 V).

To determine an appropriate number of polynomial fit terms, we calculate the standard

deviation, σerror, between the fit result and QTHz(Vpk) as a function of fit order. The poly-

nomial fits in Figure 7.3(b) (red curves) use a polynomial in the lowest plateau region of

σerror (marked by a dashed blue line in the inset of Figure 7.3(b)). Although limiting the

number of polynomial orders used in the fit reduces the voltage resolution in the extracted

differential conductance, it also increases the stability and reliability of the result.

In Figure 7.3(c), we compare the simulated differential conductance (black curve) to

the extracted differential conductance (red curve) following this procedure. We have used

a more structured model dI/dV here than those shown in the previous section to better

approximate a real experiment (and a similar dI/dV to that measured for the 7-AGNR in

Chapter 6). It is important to note the smoothing filters overshoot at the boundaries of
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QTHz(Vpk) and dQTHz(Vpk)/dVpk, so the extracted dI/dV in this region (gray shaded area)

may still contain oscillations, as is the case here. The tradeoff between polynomial order and

resolution is apparent in the features near ±1V, both of which are broadened. Nevertheless,

the adapted algorithm outlined in this section successfully reproduces the salient features of

the differential conductance in the presence of noise while mostly constraining artifacts to

the ∼5% of the voltage range nearest the boundaries.

Including more derivatives in the simultaneous fit can further suppress oscillations, but

further smoothing is also required for each additional derivative order. Employing a more

sophisticated technique to handle the derivatives of noisy data (e.g., regularization) may

improve this approach. We have also explored other procedures (e.g., matrix multiplication,

frequency filtering, etc.), but their compatibility with the time-dependent algorithm of the

next section has not yet been shown, so it is difficult to comment on their effectiveness at

this time.

7.2 Time-Dependent Inversion Algorithm

7.2.1 Theory

The previous section outlined an algorithm to reconstruct static differential conduc-

tances from THz-STS measurements. However, a THz voltage pulse can also probe the

ultrafast evolution of the junction following photoexcitation by a femtosecond optical or

near-infrared pump pulse, as illustrated in Figure 4.9.

In such an experiment, absorption of the pump pulse modifies the junction, changing

the I(V ) on the timescale of its intensity envelope. The I(V ) curve subsequently decays back

to the ground state on a timescale defined by the material system. The time-delayed THz

probe pulse samples this evolution by adiabatically sweeping through voltage configurations.

In this section, we assume THz-driven tunneling does not affect the time-dependence of the

I(V ). Meanwhile, our treatment of the THz probe as quasi-static is justified by the Keldysh

parameter (γ << 1).

Figure 7.4(b) depicts the projection of VTHz(t) onto a time-dependent I(V ) curve defined

by a Simmons model that appears at t = 0 and decays exponentially for t > 0 with a 1/e

time of 1 ps. We define the delay time τ as the time from photoexcitation (at t = 0) to the

arrival of the THz voltage peak. The dynamics are encoded in the resulting THz-induced
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current transient, which depends on t and τ , while detection via the rectified charge (after

integration over t) further obscures the sample dynamics. We note that the rectified charge

retains its dependence on τ , since the pump-probe experiment can be repeated for different

τ to generate QTHz(τ). In the following, we introduce an algorithm to reconstruct the time-

dependent differential conductance of a tunnel junction from QTHz(Vpk, τ) in a pump-probe

experiment.

We begin by generalizing the static I(V ) polynomial from Section III to a dynamic

polynomial with arbitrary temporal structure. This is done through time-dependent series

coefficients, i.e.,

I(V, t) =
N∑

n=1

An(t)V
n . (7.7)

Substituting I(V, t) into the expression for rectified charge (analogous to Equation 7.2 in the

previous section) yields

QTHz(Vpk, τ) =
N∑

n=1

V n
pk

∫ ∞

−∞
An(t+ τ)[V0(t)]

n dt . (7.8)

Unlike in the static case, the coefficients of the polynomial cannot be moved outside the

temporal integral. Nevertheless, the rectified charge QTHz(Vpk, τ) can still be written as a

polynomial,

QTHz(Vpk, τ) =
N∑

n=1

Cn(τ)V
n
pk . (7.9)

We highlight that the series in Equation 7.8 and Equation 7.9 begins at n = 1, whereas the

static QTHz(Vpk) polynomial in Section III began at n = 2 (Equation 7.4), because a nonzero

rectified charge can be generated by an Ohmic component that changes with time.

The experimental protocol for pump-probe THz-STS is to record a QTHz(Vpk, τ) map.

For each sweep of Vpk (i.e., for each τ), QTHz(Vpk) is fit by a polynomial, similar to the

procedure in the steady-state algorithm. Repeating this process as a function of τ allows

Cn(τ) to be determined experimentally, where

Cn(τ) =

∫ ∞

−∞
An(t+ τ)[V0(t)]

n dt . (7.10)

Here, we note that Cn(τ) is a cross-correlation of An(t) and [V0(t)]
n, and therefore these func-

tions can be isolated using the cross-correlation theorem (which is similar to the convolution

theorem). Specifically,

F{Cn(τ)}(ν) = F{An(t)}(ν) · F{[V0(t)]n}(ν) . (7.11)
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Figure 7.4: Visualizing pump-probe THz-STS of a transient I(V ). In an example pump-
probe THz-STS experiment, a Simmons model I(V ) curve is initialized at t = 0 by optical
excitation and subsequently decays with a decay time of 1 ps. A THz voltage pulse (black
curve) arrives at the tunnel junction after a delay time τ , where τ is defined as the time from
excitation to the peak of VTHz(t) and is positive (negative) when the optical pulse arrives
first (second). Red and blue shading denotes positive and negative current, respectively.
The THz voltage pulse (red and blue curve) is mapped onto the time-dependent I(V ) curve,
indicating the THz-induced trajectory through three-dimensional I − V − t space. Notably,
the THz-induced current is larger for oscillations occuring soon after photoexcitation.
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Utilizing a numerical fast Fourier transform algorithm allows F{Cn}(ν) and F{V n
0 }(ν) to be

extracted from the experimental Cn(τ) and V0(t), respectively. Thus, An(t) can be obtained

by

An(t) = F−1
ν

{
F{Cn}(ν)
F{V n

0 }(ν)

}
, (7.12)

where each n term is calculated separately. A consequence of Equation 7.12 is that the

accessible An(t) bandwidth depends on the bandwidth of [V0(t)]
n, which in turn is a function

of n. This impacts the time resolution of THz-STS, especially in the subcycle regime, as

discussed in the following sections.

Within the bandwidth limits, Equation 7.12 directly yields the coefficients of the time-

dependent polynomial in Equation 7.7, including the Ohmic term. The time-dependent

differential conductance can be obtained from

dI

dVpk
(Vpk, t) =

N∑
n=1

nAn(t)V
n−1
pk . (7.13)

In contrast to the steady-state algorithm, Equation 7.13 includes even the n = 1 term,

which is independent of voltage, because its time dependence brings it into view for THz-

STS. In the following section, we will demonstrate the algorithm’s efficacy by extracting the

time-dependent differential conductance from simulated pump-probe THz-STS experiments.

7.2.2 Demonstration

We demonstrate the time-dependent algorithm’s effectiveness by recovering a dynamic

differential conductance, which we conceive as a model for a photoexcited semiconductor.

We describe the differential conductance of the unexcited sample with two error functions,

representing conduction and valence bands, with onsets at +2 V and −2 V, respectively. We

then introduce ultrafast optical excitation at t = 0: a pump pulse with photon energy of

∼4 eV redistributes electrons from the VB to the CB. The subsequent decay dynamics are

imprinted on the time-dependent I(V ), but the precise behavior is non-trivial and depends on

the sample. For the simple case considered here, we speculate that the dominant change may

arise from field-emission of electrons from the CB. We therefore incorporate a transient, one-

sided Simmons model with a sample work function of Φs = 3 eV that appears instantaneously

at t = 0 ps and decays with a 1/e time of 1 ps. The value of Φs is chosen to model field

emission from states well above the Fermi level, i.e., Φs is smaller than a typical material
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work function, while the decay time represents a generic reduction in electrons available for

field emission over time, for example through a combination of electron-hole recombination,

carrier trapping, and depletion layer formation at the surface [173].

Although the I(V, t) considered here is an example created to demonstrate the time-

dependent algorithm’s effectiveness, it may be informative to add a few general comments:

(i) Optical excitation will likely produce photocurrent even for zero bias voltage, which corre-

sponds to a finite n = 0 term in I(V, t). However, this photocurrent is neglected here because

THz-STS measurements recorded via lock-in detection, where the THz pulse is modulated,

are insensitive to currents that do not depend on VTHz(t). (ii) Tunneling into the CB and

out of the VB will presumably also be modulated to some extent by photoexcitation, but we

assume that the corresponding impact on the differential conductance will be minor because

the fraction of electrons that are photoexcited is likely to be small. Yet, this assumption may

break down if the sample contains only a few electrons. (iii) Our time-dependent Simmons

model incorporates photo-assisted field emission only from the sample and neglects a simi-

lar process from a photoexcited tip. Meanwhile, field emission at the sample and tip work

functions is considered to be present, but it is assumed to be negligible here and is therefore

left out of the model.

Figure 7.5(a) shows QTHz(Vpk, τ) generated in a simulated pump-probe THz-STS exper-

iment based on the I(V, t) described above and the waveform in Figure 7.1(a). Interestingly,

whereas the shape ofQTHz(Vpk) for the static semiconductor model in Figure 7.2(a) resembled

that of I(V ), their time-dependent shapes in the pump-probe simulation can strongly differ.

At Vpk = 4 V (Figure 7.5(b)), QTHz(τ) features two prominent negative peaks spaced by 1 ps

and an approximately exponential decay for τ > 2 ps (red circles), despite there being no

time dependence in I(t) at Vpk = 4 V at all (black circles). Conversely, at Vpk=−4V (Figure

7.5(c)), the QTHz(τ) transient (red circles) is similar to I(t) (black circles), i.e., the decay of

the rectified charge is a reasonable proxy for the inherent dynamics of the junction. Together,

Figure 7.5(b) and 7.5(c) illustrate that although THz-STS can in some circumstances di-

rectly capture the dynamics of the junction, convolution of the THz voltage waveform with

those dynamics can also produce misleading features in the experimental data. Furthermore,

the parameter space in which each effect dominates is not obvious a priori, meaning there

is significant uncertainty whether QTHz(Vpk, τ) shows the intrinsic behavior of the junction

for a particular choice of Vpk. An algorithm that reveals I(V, t) using the entire QTHz(Vpk, τ)
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Figure 7.5: Simulated pump-probe THz-STS data. The simulation is performed using the
THz voltage waveform in Figure 7.1(a) and the time-dependent differential conductance
model described in the text, where the definition of the delay time τ is shown in Figure
7.4(b). (a) Rectified charge map produced by the simulation. The algorithm was applied to
a τ window from −5 ps to 15 ps; a cropped region is presented to highlight detail on the
subpicosecond timescale. Dashed lines are guides indicating the cross-sectional cuts shown
in (b) and (c). (b) Cut through the rectified charge map at Vpk = 4 V (red circles) and
simulated I(t) at V = 4 V for comparison (black circles). (c) Cut through the rectified
charge map at Vpk = −4 V (red circles) and simulated I(t) at V = −4 V for comparison
(black circles).
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Figure 7.6: Reconstructing a transient I(V ) curve and differential conductance with the
time-dependent inversion algorithm. (a) Original I(V ) used to simulate the THz-STS
data shown in Figure 7.5(a). (b)Reconstructed I(V ) obtained using the time-dependent
inversion algorithm. (c)Differential conductance for the model tunnel junction in (a).
(d)Reconstructed differential conductance determined alongside (b) using the inversion al-
gorithm. Fitting of QTHz(Vpk) in the algorithm was performed with a polynomial of order
N = 21. All plots are cropped along the time axis from the original bounds of −5 ps to 15 ps.
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map is therefore essential for pump-probe THz-STS.

Here, we apply the pump-probe THz-STS inversion algorithm introduced in the previous

section to the QTHz(Vpk, τ) map in Figure 7.5(a). The original I(V, t) used to generate the

map is shown in Figure 7.6(a). The procedure is as described in the previous section. Briefly,

QTHz(Vpk) is fit by a polynomial at each time step, as defined in Equation 7.9. The nth-

order coefficients form a time-dependent function, Cn(τ). The Fourier transform of Cn(τ) is

divided by the Fourier transform of [V0(t)]
n, and the inverse Fourier transform of the result

yields the An(t) coefficients of the polynomial. In practice, we also employ an amplitude

cutoff for F{V n
0 }(ν) to avoid divergences, which we set to 5 × 10−4. For any F{V n

0 }(ν)

below the cutoff, F{An}(ν) is set to 0. The resulting reconstructed I(V, t) obtained through

the algorithm is shown in Figure 7.6(b). It agrees remarkably well with the original. The

simulated and reconstructed differential conductances are shown in Figure 7.6(c) and 7.6(d),

respectively, where the agreement is once more exemplary.

We have further tested the time-dependent algorithm for decay times of 10 ps and 100

ps and found the accuracy of the reconstruction to be similar or better. Alternatively, the

steady-state algorithm may be applied to transient I(V )s with decay times greater than

10 ps to similar effect (provided the region near τ = 0 ps is excluded) since the differential

conductance changes slowly during the oscillations of the THz voltage pulse. For yet longer

decay times, greater that 100 ps, the steady-state algorithm is recommended, as the sample

dynamics are dominated by frequency components below the THz pulse bandwidth. These

frequencies are excluded from the inversion calculation through the F{V n
0 }(ν) amplitude

cutoff.

7.2.3 Subcycle Time Resolution

The time-dependent inversion algorithm is capable of extracting dynamics faster than

a single oscillation cycle of the THz voltage probe. This subcycle time resolution is evident

in Figure 7.6, where the algorithm reproduces the stepwise onset of the transient at t = 0, in

addition to the exponential decay for t > 0. The onset of the simulated transient occurs in

a single 200 fs timestep, i.e., at a rate exceeding the 2 THz bandwidth of the voltage probe

(Figure 7.1(b)).

We explore the time resolution of the algorithm further using a simple symmetric Sim-

mons model (Φs = Φt = 5 eV) that appears at t = 0 and decays exponentially for t > 0, as
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Figure 7.7: Resolving subcycle dynamics with the time-dependent inversion algorithm. The
simulated I(V ) is defined by a Simmons model that appears at t = 0 and subsequently
decays away exponentially for t > 0, as described in the text. For t < 0, I = 0 and
dI/dV = 0. (a), (b) Simulated transient differential conductance at V = −5V, V = −3
V, and V = −1 V (black curves, offset for clarity) for a decay time of (a) 1 ps and (b)
100 fs. The reconstructed transient differential conductance is shown for the same voltages
(V = −5V: blue circles; V = −3V: green circles; V = −1 V: red circles). Fitting QTHz(Vpk)
in the time-dependent algorithm was performed with a polynomial of order n = 21 for both
1 ps and 100 fs calculations. In both panels, the plots are cropped from the original time axis
of −5 ps to 15 ps that was used in the time-dependent algorithm. Panel (b) was calculated
using 500 points along the time axis compared to 250 points for panel (a) to facilitate analysis
at higher frequencies.
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illustrated in Figure 7.4(b). For t < 0, I = 0 for all V . We consider the case of a 1 ps decay

time and an onset that occurs in one 80 fs timestep. Figure 7.7(a) shows slices through

dI(V, t)/dt at constant voltages of −5 V, −3 V, and −1 V along with the corresponding cuts

through the reconstruction result. The algorithm reproduces the 1 ps exponential decay of

the differential conductance at all voltages. Conversely, the 80 fs onset of the transient is

only well reproduced for the highest magnitude bias (−5 V), whereas the onset is broadened

for voltages closer to 0 (−3 V, −1 V). Interestingly, this means that the step width is better

resolved for larger step heights.

The algorithm’s time resolution at a given voltage is linked to the nonlinearity of the

I(V ) at that voltage. Conceptually, this can be understood by considering the THz-induced

current pulse. For the case of the Simmons model, the current rapidly increases (decreases)

as the voltage reaches the work function of the tip (sample). Therefore, for Vpk approaching

a work function, the full width at half maximum of the current produced by the main

VTHz(t) oscillation cycle narrows. Meanwhile, within the time-dependent algorithm, the fit

to QTHz(Vpk, τ) (see Equation 7.9) is dominated at low Vpk by low polynomial orders and at

high Vpk by high polynomial orders. The result is faster time resolution for the higher order

terms in the inversion algorithm and, similarly, faster time resolution for the parts of the

reconstructed differential conductance at higher |V |. This explains why the reconstructed

step widths in Figure 7.7(a) narrow with increasing |V |. It further implies that yet faster

time resolution can be achieved for highly nonlinear I(V ) curves.

We explore the limits of the algorithm’s subcycle time resolution by examining a tran-

sient Simmons model that appears within one 40 fs timestep (1/40 fs = 25 THz) and decays

with a time constant of 100 fs (1/100 fs = 10 THz). For comparison, the spectral amplitude

of the THz voltage pulse is negligible above 2 THz (Figure 7.1(b)). Figure 7.7(b) shows cuts

through the differential conductance at −1 V, −3 V, and −5 V alongside cuts through the

reconstructed differential conductance at the same voltages. As expected, the time resolution

improves for increasing |V |, with the result at −5 V close to matching the onset and decay

rate, though with lower overall amplitude. However, the reconstructed curve for −5 V also,

surprisingly, includes oscillations at both negative and positive times that are not present in

the original curve.

The relative accuracy of the reconstructed differential-conductance transients can be

understood by considering how subcycle time resolution arises in Equation 7.12. The band-
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Figure 7.8: Defining the time resolution of THz-STS. (a) Fast Fourier transform amplitude of
[V0(t)]

n, indicating the bandwidth of the corresponding order in the time-dependent inversion
algorithm. Dashed black line: cutoff amplitude of 5 × 10−4 applied in Equation 7.12. (b),
(c) Fast Fourier transform amplitude of the simulated transient differential conductance in
Figure 7.7(a): 1 ps decay (b) and Figure 7.7(b): 100 fs decay (c). In each panel, top black
curve: −5 V, middle black curve: −3 V, bottom black curve: −1 V. The legend in panel
(c) applies to both (b) and (c), where the blue, green, and red curves in each plot are the
amplitude of the fast Fourier transform of the reconstructed differential conductance for the
corresponding Vpk (see legend) and decay time. Gray vertical lines: frequency at which
the amplitude of the Fourier transform of V0(t), [V0(t)]

3, and [V0(t)]
5 crosses the amplitude

cutoff, leading to a loss of information in the reconstructed differential conductance (ν1, ν3,
and ν5, respectively).
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width of [V0(t)]
n increases for increasing n, as shown in Figure 7.8(a). The spectral amplitude

above the cutoff (dashed black line in Figure 7.8(a)) defines the maximum frequency (νn)

that can be resolved at a given n. Within the time-dependent algorithm, F{An}(ν) is set

to zero for frequencies above νn, so the reconstructed differential conductance contains the

corresponding order only for frequencies below νn. This loss of information is visualized in

Figure 7.8(b) and 7.8(c), which show the spectral amplitudes of the cuts through the simu-

lated and reconstructed differential conductances from Figure 7.7(a) and 7.7(b), respectively.

At the frequencies indicated by the gray lines, the amplitude of F{[V0]n}(ν) crosses the cut-

off threshold (Figure 7.8(a)) and that order is dropped from the reconstructed differential

conductance (discontinuities in Figure 7.8(b) and 7.8(c)). Only odd orders have a significant

impact in this example because the I(V ) curve is anti-symmetric and therefore composed of

only odd-order terms.

The loss of information is most impactful for the reconstructed curves at low Vpk (e.g. −1

V in Figure 7.8(a) and 7.8(b)), since the An<5 coefficients dominate. Conversely, at −5 V, the

I(V ) is more nonlinear, and hence is composed primarily of higher order terms, so dropping

A1, for example, does not lead to much deviation from the simulated amplitude. Meanwhile,

the 1 ps decay curve is better reproduced in the time domain than the 100 fs decay curve

(compare Figure 7.7(a) to 7.7(b)). This is because the amplitude of the simulated differential

conductance is weighted more strongly at frequencies within the bandwidth of V0(t) for the

1 ps decay (Figure 7.8(b)) than for the 100 fs decay (Figure 7.8(c)). In other words, when

the spectral weight of the simulation is concentrated in a frequency region where all [V0(t)]
n

have sufficient spectral amplitude, the algorithm achieves near perfect reconstruction. As

the speed of the dynamics is increased, the spectral weight redistributes from low to high

frequency (compare Figure 7.8(b) to 7.8(c)), leading to inaccuracies in the reconstruction,

especially at low Vpk. Still, even for dynamics far above the bandwidth of the THz voltage

pulse, the algorithm recovers the majority of the spectral content for voltages at which the

I(V ) is highly nonlinear.

7.3 Discussion

Subcycle THz-STS is a potentially powerful tool for ultrafast nanoscience. In antic-

ipation of the wide range of experimental studies that may be enabled, we provide some
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comments below on the scope of the steady-state and time-dependent inversion algorithms.

The algorithms as they are currently formulated are not compatible with a static bias

voltage, VDC. Specifically, the simplifications in Equation 7.2 and Equation 7.8 cannot be

made because cross-terms arise when Vtotal = VDC + VTHz(t) is raised to a power of n. We

believe this issue can be solved by redefining the polynomial that the THz voltage pulse acts

on. In short, when a static bias is present without VTHz(t), it produces a current

IDC =
N∑

n=1

AnV
n
DC . (7.14)

Due to lock-in detection, THz-STS measures only THz-induced current, which we label I ′.

A new I ′-V ′ characteristic can be defined in which the origin is shifted from V = 0, I = 0

to V = VDC, I = IDC. The THz voltage pulse acts on this new I ′-V ′ curve, such that

I ′ =
M∑

m=1

A′
m(V

′)m , (7.15)

and V ′ = VTHz(t). Critically, the A
′
m coefficients are different from the An coefficients of the

original I(V ) curve defined in Equation 7.1. We caution that I ′(Vpk) should be considered

a new intrinsic characteristic of the junction sampled by the THz voltage pulse, with VDC

as an external control parameter, rather than a translation of the original I(V ), since the

differential conductance may be frequency dependent and moving the origin will mix the

inaccessible linear term of the polynomial with other orders.

Another adaptation to the algorithm could be to use a different basis set for the I(V )

curve (i.e., not a polynomial). Other basis sets could prove well-matched to certain shapes

and be employed accordingly.

The time-dependent algorithm may be further improved by optimizing how the loss of

information at the cutoff amplitude is managed. We have demonstrated one option, which

is to set F{An}(ν) to zero when the amplitude of F{[V0]n}(ν) is below threshold. Another

approach, which reduces discontinuities, is to set F{An}(ν) equal to its value just above

threshold for all frequencies where F{[V0]n}(ν) is below threshold. Regardless, any choice

will involve assumptions because information is inaccessible outside of the order-dependent

bandwidth.

An important future prospect is to develop an inversion algorithm for THz-pump/THz-

probe experiments. The steady-state and time-dependent algorithms introduced here both
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assume that the THz voltage pulse does not change the differential conductance. However, it

has been shown experimentally that a THz voltage transient can excite sample dynamics, for

example molecular motion triggered by THz-induced tunneling [7, 13, 15] or by the local force

of the THz field transient [13, 15]. Another scenario is Coulomb blockade dynamics, where

the THz-induced tunneling of one electron alters the potential energy landscape encountered

by subsequent electrons. This change could occur within the oscillations of the THz voltage

and depend on the waveform shape and field strength. It should be possible to identify such

behavior from THz-pulse autocorrelation measurements, but an analysis algorithm beyond

what is shown in this work will be needed to disentangle it.

For the algorithms presented here, it is also important to consider the material properties

that are probed. Following [51], in conventional STS the local density of states of the sample

can be approximated as

ρsample(V ) =
ℏ

4π2ρtipT (V )

[
dI

dV
+
ed
√
2m

2ℏ
√
Φ̄
I(V )

]
, (7.16)

where ρsample is the sample LDOS, ρtip is the tip DOS, T (V ) is transmission probability, d

is the tunnel barrier width, m is the electron mass, and Φ̄ = (Φt +Φs)/2. We note that this

expression is often further approximated as ρsample ∝ dI/dV in the literature (and in Chapter

2). The steady-state THz-STS inversion algorithm provides I(V ) through Equation 7.5 and

dI/dV through Equation 7.6, with the notable exception of the Ohmic contribution to I(V )

and dI/dV . Yet, Equation 7.16 may not hold for THz-STS. As has been shown for silicon

[8], the physical response of a tip-sample junction can significantly differ for a THz voltage

probe compared to a DC one, emphasizing the need for a THz-STS inversion algorithm. A

reformulation of Equation 7.16 may therefore be necessary for some steady-state THz-STS

experiments. It will certainly be required to model pump-probe THz-STS. Optical excitation

can transiently modify ρsample, ρtip, and T (V ) within Equation 7.16, create a non-equilibrium

filling of ρsample and ρtip, or stimulate more complex dynamics.

In addition to ρsample, conventional STM can also resolve surface band structure through

QPI imaging [31, 193]. Differential conductance images are recorded near a defect or step

edge, showing oscillatory (interference) features. The interference can be associated with

electron scattering vectors between different points of the surface band structure in the

Fourier transform of the dI/dV image [193]. Repeating this procedure as a function of

bias reveals cross-sections of the surface band structure at different energies. The THz-STS
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inversion algorithm introduced here should make QPI imaging possible for THz-STM as

well. A spatial map of QTHz(Vpk) could be used to reconstruct the differential conductance

at each tip location, and hence extract differential conductance images for each Vpk. Yet more

excitingly, applying a similar procedure to QTHz(Vpk, τ) should yield ultrafast QPI images

of optical-pump/THz-probe dynamics, though the experimental stability of THz-STM may

need to be improved before this is feasible. Conversely, the stability required for both of the

algorithms presented in this paper has been demonstrated in Chapter 6. There, minutes-long

constant-height THz-STM imaging shows that present machines are capable of acquiring the

data for time-dependent THz-STS. It will, however, be a challenge to acquire a dataset of

the same magnitude at each pixel of a QPI image.

We have also successfully tested the steady-state algorithm using an experimental THz

voltage waveform recorded by PES [10, 11, 214], specifcally the PES waveform shown in

Figures 6.2(e) and 6.2(f). It is worth noting that this test assumes the waveform measured

by PES accurately describes the voltage applied across the tunnel junction. Our successful

modeling of THz-STS data using this PES waveform shows this is (at least) a good approx-

imation for 7-AGNRs on Au(111). However, other samples may contain further subtleties,

making the broad applicability of PES a key experimental question, since the accuracy of

the inversion algorithm hinges on knowing the correct waveform shape. For example, very

recently, it has been observed that local THz resonances can depend on the tip position

for H2 molecules over a polarized salt at low THz fields [213]. The THz field enhancement

is another important parameter, and has been reported to change with the microscopic tip

apex [15, 182]. In situ voltage waveform characterization may therefore be necessary in some

cases. This has been demonstrated for a single-molecule switch [15], and adaptations of this

approach could be adopted for other sample systems.

Another possibility is to use multi-messenger detection to corroborate and complement

THz-STS measurements. For example, THz-induced luminescence has been measured in

conjunction with THz-STM of metal surfaces [14]. THz-STM could also be combined with

near-field microscopy, though the spatial resolution of THz near-field microscopy has so far

been limited to the 10−100 nm scale [17]. To overcome this limitation, we propose a new

experimental concept inspired by our algorithm that can be summarized in three points:

(i) The bandwidth of the current pulse induced by a THz voltage transient is far larger than

the input bandwidth. (ii) A transient current emits a field Eemit ∝ diTHz(t)/dt. (iii) The

142



THz field scattered from the junction at frequencies well above the input bandwidth carries

atomic-scale information if no other frequency broadening effects are present. Detecting

these fields may be challenging, but they should directly relate to the time-dependent current

across the junction and could enable atomically resolved near-field microscopy.

Finally, inversion algorithms of the type presented here may be of interest for other

research fields. We stress that the algorithms only apply when the light-matter interaction

is in the strong-field regime. Yet, we anticipate that they are adaptable to THz-STM at

higher frequencies for experimental parameters when this is the case [11, 185]. The algorithms

should be similarly applicable to other experimental geometries in which strong-field coherent

control of current is read out through rectified charge [256–262]. In the interest of clear

communication between research fields, we note that for light coupled to a sharp tip near

a surface, the geometric asymmetry is sometimes considered in terms of an asymmetric

field enhancement that results in an asymmetric near-field waveform and nonzero temporal

integral. Conversely, we assume here that the geometric asymmetry can be embedded in

the I(V ), e.g., through a reduced work function of the tip, as is commonly done in the

STM literature. Similarly, we treat the voltage waveform as an input rather than as a net

field (i.e., it is independent of the resulting current) so rectified charge does not affect the

temporal integral of the voltage waveform either.

7.4 Conclusions

In conclusion, we have introduced a new algorithm to invert THz-STS data recorded

in steady-state and pump-probe experiments. From an experimental perspective, the key is

to record the rectified charge as a function of peak THz voltage and, in the time-dependent

case, optical-pump/THz-probe delay. Polynomial fits to these data are used as the input

to the algorithm. The algorithm yields the differential conductance sampled by the THz

voltage pulse and achieves subcycle time resolution. By alleviating the need for guess-and-

check modeling, the algorithm advances THz-STS as a diagnostic tool for novel ultrafast

nanoscience. Experimental tests are still needed to confirm the effectiveness of the algorithm

and will, in turn, guide further algorithm refinement. In general, we expect the algorithm

introduced here will serve as a launching point for subcycle THz-STS by both enabling a

new level of experimental analysis and motivating future theoretical development.
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Chapter 8

Summary and Outlook

In this thesis, I have presented the foundations of two distinct disciplines of physics re-

search: ultrafast THz science and atomically resolved surface science. THz spectroscopy and

scanning tunneling microscopy have independently been developed into robust techniques for

investigating and extracting the electronic properties of condensed matter systems. More

recently, the field of THz-STM has brought them together to access the best of both worlds,

i.e., ultrafast time resolution and atomic spatial resolution. In this thesis, we have con-

strued a state-of-the-art THz-STM system and further advanced the technique, including

the demonstration of the first atomically resolved THz-STS.

Operating in ultrahigh vacuum and at cryogenic temperatures, we coupled broadband

phase-stable single-cycle THz pulses to an atomically sharp STM tip. I have shown how we

can use THz-STM to investigate atomically precise 7-AGNR at ultralow tip heights and ex-

tract the three-dimensional LDOS. Following this experimental demonstration of atomically

resolved THz-STM and THz-STS, I have presented a theoretical methodology for going be-

yond the steady-state to perform time-resolved THz-STS. The developments I have presented

in this thesis provide a platform to push THz-STM into the forefront of materials science

research, where we will be able to explore new materials, nanostructures, and molecules on

the intrinsic time scales of electron dynamics with ångström-scale spatial resolution.

The initial chapters of the thesis present the individual components of our THz-STM

system. In Chapter 2, I introduced the principles of STM and STS, followed by the details

of a custom commercial STM system that has been designed to facilitate the coupling of

light pulses into the STM junction. I discussed the advantages that are provided by a

LT-UHV environment, e.g., that it allows us to perform long-duration experiments in a

stable environment, with a high degree of reproducability. I introduced the design of the

STM scanhead’s beam path and the optical elements that allowed us to illuminate the STM
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junction. The optical path has been designed to maximize our THz field strength without

sacrificing waveform shape or time resolution.

In Chapter 3, I introduced THz and ultrafast science as well as the generation and

detection of THz pulses through optical rectification in LiNbO3. The THz generation scheme

was chosen to provide THz pulses with sufficient energy to propagate through an extensive

optical setup, which has been designed for both characterizing the free-space-propagating

THz field and performing THz-STM experiments with new modalities. We have combined

a high-repetition-rate laser source with a cutting edge, home built THz generation scheme.

Coupling these THz pulses to the STM described in Chapter 2 allows us to perform THz-

STM experiments in a tunneling regime of one electron per THz pulse.

The underlying principles of THz-STM and the operation of our THz-STM system was

presented in Chapter 4. I introduced the regime of strong-field light-matter interaction,

defined by the Keldysh parameter, and explained how the THz electric field acts on the

STM junction as an ultrafast bias voltage. The effect results from the relatively low photon

energy of THz radiation and the extreme THz field enhancement provided by the STM tip

(∼106 within the junction). I introduced the concept of THz-STS, a critical development in

THz-STM that allows the technique to extract quantitative information about the LDOS.

I developed a suite of supplementary experimental modalities that combine THz-STM with

THz-STS, for example to extract two-dimensional maps of the local barrier decay for in-

dividual LDOS features. Finally, I outline an approach for characterizing the near-field

THz voltage transient − photoemission sampling (PES) − which is needed for THz-STS of

technologically relevant materials.

The primary material system studied in this thesis is 7-AGNRs grown via bottom-up

synthesis with molecular precursors. This growth technique produces atomically precise

structures isolated on an Au(111) surface, where we can study their intrinsic electronic

properties − free of defects and with known morphology. The details of the 7-AGNR growth

procedures and our initial characterization with conventional STM and STS was presented

in Chapter 5. Chapter 6 detailed our investigation of the 7-AGNRs grown in our system

with THz-STM. Here, we leveraged the exponential dependence of the tunnel current on

tip height to overcome the duty cycle of ultrafast THz-driven current pulses in our system

(∼10−6). This allowed us to enter a tip-height regime not typically accessible by conven-

tional STM. While operating at ultralow tip heights, we demonstrated atomically resolved
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THz-STS for the first time and extracted the LDOS of the 7-AGNR in all three spatial di-

mensions. Investigating the spatial distribution of the LDOS, we performed constant-height

THz-STM imaging throughout the vertical expanse of the 7-AGNR. Our measurments con-

firmed density functional theory predictions that the VB probability density at the interior

of the ribbon decays faster than the exponential decay predicted by traditional tunneling

theory. In order to explore dynamics that could be associated with charging, we performed

THz-STM-pump/THz-STM-probe time-domain measurements using our THz autocorrela-

tion setup. As we could simulate the measurements using the steady-state LDOS extracted

from THz-STS measurements, we concluded that further sample preparation to decouple the

7-AGNRs from the metallic surface is necessary before dynamics will be observable with our

time resolution.

In the final chapter of the thesis, I provided a broadly applicable model for THz-STS

that can be applied to both steady-state and optical-pump/THz-STM-probe experiments.

The development is a significant step toward establishing THz-STM as a versatile technique

for ultrafast surface science. The algorithms presented require no prior knowledge of the junc-

tion I(V ) response and are capable of extracting both the steady-state and time-dependent

density of states with the only input being the voltage transient evolving within the junction.

We simulated a number of experimental scenarios and demonstrated the effectiveness of the

algorithm. In the case of optical-pump/THz-STM-probe experiments, we discovered that

the time resolution of THz-STM is not limited to the bandwidth of the input pulse. Rather,

it scales with the nonlinearity of I(V ). We demonstrate this aspect by extracting a 100 fs

decay from a simulated pump-probe experiment using an input voltage pulse with a dura-

tion of 1 ps. Our algorithm provides a means for THz-STM experiments to be performed

across timescales from 100 fs to steady state. We believe the development of THz-STS will

prove to be as important for THz-STM as STS has been for STM − that is, essential for its

maturation into a tool for exploring new materials.

THz-STM is a budding technique with almost 10 years of development since the inau-

gural publication in 2013. Since then, several groups across the globe have joined the field.

However, having a method for extracting the sample LDOS without advance knowledge of

the tunnel junction has remained outstanding, which presented a roadblock to THz-STM

achieving its full potential, especially in pump-probe studies of non-equilibrium electron

dynamics. The development of our algorithm for THz-STS opens the door for thorough
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characterization of new materials both spatially and, critically, in the time-domain with

subcycle temporal resolution. Extracting the LDOS in large area snapshots following pump

excitation may lead to time-resolved QPI, where the sample’s energy-momentum relation-

ship can be extracted on sub-picosecond timescales. This could allow THz-STM to observe

the dynamics of material band structure hitherto reserved for ARPES [263], but with the

added benefit that nanostructures and atomic defects can be investigated. The time resolu-

tion predicted by our simulations suggests that THz-STM may also be used to observe the

finest details of photo-induced phase transitions in correlated electron materials [132, 264,

265] and the optically driven formations of quasi-particles [266].

Ultrafast imaging of wavefunction dynamics created by THz-STM-induced charging or

photoexcitation is an outstanding goal of THz- STM. Optical excitation of GNRs is believed

produce free-carriers that form excitonic states [72] on ps timescales [4]. The excitons formed

in narrow GNRs are expected to have a Frenkel-like nature and exhibit strong localization.

Comparing to other 2D materials (e.g., transition metal dichalcogenides), we anticipate

lateral confinement of the excitons in GNRs [72, 267]. Imaging at ultralow tip heights with

THz-STM should reveal the electronic structure, which may be compared with the exciton

wavefunction predicted by DFT calculations [71].

Performing time-dependent imaging of the photoexcited GNR, with sub-ps time resolu-

tion, may reveal the formation of spatially delocalized hot electons (τ < 1 ps) that cool to the

CB edge and localize as they bind into excitons (τ ∼10 ps). In 7-AGNRs, the excited-state

electrons may eventually be transported to the ends of the ribbon, where an in-gap state may

act as a trap. For GNRs adsorbed directly onto the gold surface, excited electrons appear

to tunnel to the substrate on ∼10 fs timescales, obscuring these dynamics. Conversely, for

GNRs decoupled from the substrate, e.g., by few-layer salt islands, we expect tunneling to

the substrate to be suppressed, allowing THz-STM to observe dynamics within the GNR.

Using THz-STM to study engineered GNR structures (e.g., doped or edge-functionalized)

will lead to ultrafast movies of a plethora of excited state dynamics. Furthermore, if we com-

bine THz-STM with other unconventional STM techniques, it may become possible to time-

resolve light emission from the STM junction, e.g., from radiative biexcitonic states [249].

Measurements of scanning tunneling luminescence (STL) are strongly impacted by the cou-

pling of radiative states to the environment (like the tip) [268]. Therefore, implementing

height-dependent THz-STM to perform tomographic investigations of light-emitting nanos-
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tructures may provide access to coupling regimes that STL with conventional STM systems

find challenging to access. Similarly, electron spin resonance STM (ESR-STM) measurements

benefit from tuning via tip height control [269]. Combining THz-STM with ESR-STM may

even lead to ultrafast characterization of spin excitations and quantum coherence properties

in unique tip height regimes.
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