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ABSTRACT
ESSAYS ON INNOVATION, PRODUCT DEVELOPMENT AND STRATEGIC
SUPPLY CHAIN MANAGEMENT - AN ANALYTICAL INVESTIGATION OF
STRATEGIES FOR COMPETITION AND COLLABORATION
By
ANAND NAIR

In this dissertation, four essays are presented to investigate the strategic incentives
of firms to make investments in innovation and quality. Differential game models are
used to examine the impact of investments in innovation on competitive advantage
and on supply chain channel power.

The first essay considers a simultaneous game between two competing firms. De-
cisions regarding the investments in innovation are made by the two firms at the
same time. The second essay extends the competitive scenario in the first essay by
considering a sequential game. These games are typically representative of leader-
follower or incumbent-entrant type of competitive situation and involve information
asymmetry.

In the third essay a competitive situation between a supplier and a buyer is mod-
eled. The buyer is currently locked-in by the supplier and is assumed to be dependent
on the supplier for carrying out product development activities successfully. To be-
come independent, the buyer invests in creating a substitute technology. The supplier
in turn knowing such a motive on the part of the buyer, strategically manages its pro-
duction. The fourth essay considers a more general competitive scenario between a
supplier and a buyer. The two firms make investments under uncertainty in innova-
tion capabilities, which would allow them to increase channel power and consequently

to lock-in the other.
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Chapter 1

Introduction



1.1 Introduction

In today’s highly competitive environment, new challenges and opportunities are
arising in the new product development arena. Driven by global markets, global com-
petition, the global dispersion of engineering talent, and the advent of new information
and communication technologies the new vision of product development is that of a
highly disaggregated process with people and organizations spread throughout the
world. At the same time products are becoming increasingly complex requiring close
to a million engineering decisions to bring them to market (Eppinger et al. 1994,
Eppinger 1998, Ulrich 2001).

Competitive pressures mean that time to market has become key to new product
success. However, at the same time it is important to keep the innovation and quality
dimensions of the new product at their optimal level. Moreover, firms operating in a
collaborative network should be cognizant of the overall power structure and their own
channel power. A real product advantage rooted in difficult-to-copy capabilities and
a translation of that product advantage into a fundamental market franchise that
reinforces its own momentum is a powerful combination (Wheelwright and Clark
1992). In this context, it is asserted that strategic investments in innovation and
quality present unique competitive advantage.

This dissertation explores the area of product development, innovation and qual-
ity based competition and inter-organizational relationship in a supply chain. It is
structured into four essays to investigate several interesting questions. The central
question of this dissertation is, how should firms invest in innovation and what are
the implications of such investments for competitive advantage? In a supply chain
context, this research examines the relative motivation for supply chain partners to
invest in innovation. The analysis provides insights regarding evolution of power
structure in supply chain as an outcome of inter-organization dialectics (Zeitz 1980).

Cox et al.(2002) note that despite the undoubted significance of resource depen-



dence perspectives in disciplines such as political science, social psychology, sociology
and economics, it has played relatively minor role thus far in the supply chain manage-
ment literature dealing with relationships between suppliers and buyers. The relative
invisibility of power in this literature may be partly attributable to a focus by aca-
demics and practitioners on concepts such as lean supply, which implies that firms
should be more open, trusting and collaborative. While such notions might seem eth-
ically appealing it is contended that they are not based upon a sound understanding
of what is actually possible, or desirable in buyer-supplier relationships.
Understanding why a firm benefits from investments in innovation and quality
illuminates issues of competitive strategy and industrial organization. In the field of
competitive strategy, much attention has been devoted to the concept of core capabil-
ities (Teece et al. 1997). Understanding how firms make optimal investments in the
face of competition reveals the nature of competition and provides theoretical and
managerial implications for developing core competence and dynamic capabilities.
This chapter is divided into five sections. The introduction completes the first
section. In the second section, the gaps found in existing literature are highlighted.
The third section presents the conceptual framework for this study. The fourth section
presents the research methodology used in this dissertation and finally in the fifth

section an outline of the chapters is provided.

1.2 Gaps in existing literature

The literature pertaining to each essay is provided in the specific chapter in
which it is discussed. This section highlights the specific gaps found in literature that
is addressed by means of this thesis.

It has been noted that typically in competitive analysis involving R&D deci-

sions, the focus is on breakthrough innovations. These studies consider patent race



between competing firms. However, it is very common to observe firms competing
by investing in incremental improvements in products. Recently some researchers
have explored this form of competition (Cohen et al. 2000, Bayus et al. 1997) in
the extant literature. These studies however do not consider active investment by
firms after the launch of the product. This is an important aspect when innovation
is considered to be manifested in the product quality, process improvements and in
overall quality culture in an organization. Post launch incremental improvement of
different aspects of product quality, improvements in various business processes and
an incremental adoption of quality culture is quite evident in real-world. This thesis
explicitly considers these long term innovation strategies that span the entire life cycle
of a product.

Many firms operate in a simultaneous product launch situation while others
compete by adopting the role of leader or follower. The strategic implications in
these diverse circumstances are quite different. The investigation of these structures
of competition in a single framework is presently lacking in the extant literature. In
this dissertation a model is explored in which firms compete in a simultaneous entry
situation. This model is further extended to extract implications for investments
when this competitive game is of a sequential entry type.

In recent years with the emergence of e-business and a supply chain view for
product development process, multiple firms with varying and at times conflicting
objectives enter into collaborative arrangements. In such situations, the competitive
strategy based on quality and innovation could potentially permeate into these col-
laborative setups. The existing literature doesn’t explicitly consider the implications
of innovation based competitive strategies in a collaborative supply chain context.
It can be noted that when innovation and quality levels form the core of a firm’s
capabilities, each member in the supply chain would have an incentive to invest and

improve their dynamic capabilities. This leads to tacit competition among collab-



orative product development partners by means of active investment in innovation
and quality. This issue is treated in literature at a conceptual level and a formal
theoretical grounding is lacking. This dissertation fills this gap by presenting models

of innovation based competition between a buyer and a supplier.

1.3 Conceptual Framework

The objective of this dissertation is to address the gaps mentioned in the previous
section. The issue of innovation in a product development context is addressed and
the strategic importance of innovation and quality is highlighted. This thesis pro-
vides insights into the dynamics between competing firms as well as the competitive
dynamics between collaborating firms when quality and innovation are considered to
be the strategic levers.

The product development literature is quite broad encompassing areas in mar-
keting, operations and engineering. It has been noted that while how products are
developed differs not only across firms but also within the same firm over time, what
decisions are being made seems to remain fairly consistent at a certain level of ab-
straction (Krishnan and Ulrich 2001). Different organizations will make different
choices and may use different methods, but all of them make decisions about a collec-
tion of issues such as the product strategy and planning, product concept, innovation
investments, configuration, total quality management, procurement and distribution
arrangements and relationships. Among these decisions, this research explores invest-
ments in innovation and quality and strategic implications of these investments on
buyer-supplier relationships.

It has been recognized that although the forces of innovation are central to com-
petition in young, technically dynamic industries, they also affect mature industries

where life cycles historically were relatively long, technologies mature, and demands



stable (Wheelwright, Clark 1992). A strategy for technology must confront, in the
first instance, what the focus of technical development will be. The question is what
technologies are critical to the firm’s competitive advantage. In this context, tech-
nology must include the know-how the firm needs to create, produce, and market
its products and deliver them to customers. As a first step in creating a technology
strategy, ‘focus’ defines those capabilities where the firm seeks to achieve a distinc-
tive advantage relative to competitors. For most firms, there are a large number of
important areas of technological know-how but only a handful where the firm will
seek to create truly superior capability.

Establishing ‘focus’ defines targets for investment in technical capabilities, but
leaves open the question of source. This is the second critical aspect of a technology
strategy. Technological capability may be developed internally through investment in
people, equipment, facilities, and methodologies, or through advanced development
projects. But technology may also be acquired from outside the firm. Specifically
in a supply chain context, a firm can enter into a partnership with suppliers in the
development of advanced process and product technology. Thus the key questions
the technology strategy must answer about sources are: (1) What roles will external
and internal sources play, and (2) How will they be integrated? (Wheelwright, Clark
1992)

Having determined the focus of technical development and the source of capabil-
ity, the firm must establish the timing and frequency for innovation efforts. Part of
the timing issue involves developing technical capabilities, and the rest involves intro-
ducing technology into the market. The frequency of implementation and associated
risks will depend in part on the nature of the technology and the markets involved
(e.g. disk drive vs. automotive technology), but in part on strategic choice. At the
extreme, a firm may adopt what has been called the rapid inch-up strategy - fre-

quent, small changes in technology that cumulatively lead to continuous performance



improvement. The polar opposite is what might be called the great leap forward
strategy. In this approach, a firm chooses to make infrequent but large-scale changes
in technology that substantially advance the state of the art. In essay 1 and 2, where
innovation strategies between competing firms are examined, the “rapid inch-up”
form of innovation strategy is considered. The third and fourth essay considers active
investments in innovation to investigate power structures in supply chain.

As an example of the importance of innovation strategy in product development,
it can be noticed that IBM created and continues to dominate the mainframe seg-
ment, but it missed by many years the emergence of the minicomputer architecture
and market. The minicomputer was developed, and its market applications exploited
by firms such as Digital Equipment and Data General. Many R&D programs in-
volve the exploration of several possible alternatives to develop a single product. For
example, an auto manufacturer may develop several prototypes for a new car de-
sign; or a communications company may investigate several techniques to develop a
new microwave relay system. In 1994, Ford Motor Company announced a complete
change that will allow it to build the vehicles it sells to North America and Europe off
common platforms. Similarly, for the new Accord, Honda developed discrete new ve-
hicles for America, Asia, Europe and Japan using flexible platforms and rationalized
components.

It is asserted that innovation efforts are driven by investments, which in turn are
manifested in terms of product and process quality and in the overall quality culture in
the organization. Considering quality from a holistic perspective leads one to think
of quality in terms of: performance, features, reliability, conformance, durability,
serviceability, aesthetics and perceived quality (Garvin 1988). Moreover, when viewed
from an organizational context it includes aspects of total quality management like
quality leadership and quality culture. For analytical investigation in this dissertation,

a composite measure of quality is considered to encompass these aspects.



In the field of industrial organization and technological innovation there is a rich
literature on the make-buy decision and on vertical integration (Armour and Teece
1980, Fine and Whitney 1996, Langlois and Robertson 1989, Masten 1984). Much of
the work since the 1970s has been grounded in transaction cost economics and in the
concept of asset specificity. The central element of this theory is that asset specificity
gives rise to vertical integration because of the threat of opportunistic behavior on the
part of at least one of a pair of interdependent firms (Williamson 1985). One of the
most significant specific asset in manufacturing is product-specific component designs
and the associated production tooling. A better understanding of the conditions
under which innovation investments are important sheds light on the question of why
asset specificity may exist in a particular situation, thus revealing a driver of an
industrial organization variable previously treated as exogenous (Ulrich and Ellison
1999). Moreover, it would aid in gaining insight regarding strategic behavior among
the supply chain partners to achieve advantages of supplier and customer lock-ins.

There are many benefits of outsourcing the design (innovation) decisions to sup-
ply chain partners viz. minimizing investments, exploiting the benefits of economies
of scale of the supplier and maintaining organizational focus. On the other hand,
the motivation to invest in innovation and quality considerations by a firm is to dif-
fuse the technology in the market by satisfying holistic customer requirements and
to achieve total quality improvements. This in turn enables customer lock-ins. This
gain translates into lock-ins of supplier who would deliver the components for the
product because of associated financial benefits from collaboration. This inherent
complexity in the underlying dynamics of a collaborative supply chain presently lacks
a firm theoretical grounding. Specifically, in a supply chain context, the three im-
portant strategic questions (i) who among the supply chain partners would invest
in innovation (ii) how would the collaborating partners invest and, (ii) what are the

conditions under which a firm would invest for structural and competitive advantage,



remains largely unattended.

Based on the understanding from relevant research literature, a conceptual frame-
work is developed. This research is an analytical investigation. The development of
conceptual framework however provides a framework for interpretation of the key
constructs used in the study. To incorporate the aspects of product and process in-
novation we follow the conceptualization as given by Khanna and Iansiti (1997). The
conceptualization based on empirical investigation of NPD(New Product Develop-
ment) projects, suggests that the effort proceeded in two basic and distinct stages.
These stages were typically demarcated by the creation of a detailed technical spec-
ification document. The first stage, which is defined as research was aimed at the
exploration and integration of the new techniques necessary to produce a product
with the targeted specifications. During this stage, researchers explored new possi-
bilities, and experimented with stretching old capabilities. By the end of this stage,
project members developed a firm approach to the delivery of the performance targets
described at the beginning of the project. The second stage, termed as development,
was aimed at the development of a reliable process. This stage involved consider-
able refinement of the techniques and capabilities chosen in the research stage. The
objective here was to find a specific production process that would maximize produc-
tion yield, and minimize product cost. This conceptualization provides motivation to
consider specific functional forms for different parameters and variables in the model.

Following standard practice (Lancaster 1966 , Wilkie and Pessemier 1973 , Rosen
1974 ), a product and process are defined by a vector of attributes. As stated earlier,
innovation is conceptualized in this thesis as being manifested in terms of quality.
Moreover, today it is very important for firms to pursue continuous total quality
improvement for the entire product life cycle. This is achieved by making investments
in total quality management to propagate quality culture within the organization.

The investments in quality and innovation efforts get translated into a firm’s “know-



how”. It is asserted that this learning reinforces further investments in quality and
innovation by means of increased revenue and profits. The conceptual framework is

presented in figure 1.1.

1.4 Research Methodology

This dissertation presents four essays and each essay uses a specific form of
differential game approach to address the issue of innovation based competition. In
a differential game each player maximizes, his/her objective functional subject to a
number of constraints, which include, in particular, a differential equation describing
the evolution of the state of the game. Optimization problems of this type are known
as optimal control problems and are widely used in economic theory and management
science. The following paragraphs provide information regarding the methodology.
The required analytical details are provided in appendix.

In the first essay a simultaneous game between competing firms is considered.
Each firm’s choice influences the evolution of the state of the game via a differential
equation (the system dynamics) as well as the objective functional of the competing
firms. The important assumptions for the first essays are that the players make their
choices simultaneously and that they represent the solutions to their control problems
by Nash equilibrium strategies. In this essay, open-loop Nash equilibrium conditions
are derived.

In the second essay, a class of differential game in which some firms have priority
of moves over others is considered. The firm that has the right to move first is called
the leader and the other competing firm is called the follower. A well-known example
of this type of hierarchical-moves game is the Stackelberg model of duopoly. The
open-loop Nash equilibrium conditions in a sequential move game is derived and the

results are analyzed. A comparison of the strategies of leader and the follower is

10



provided.

In the third essay a stochastic differential game is considered. The class of
stochastic differential game used are commonly referred to as piecewise deterministic
differential games. A piecewise deterministic process is a system which evolves in a
deterministic way, except at certain jump times, at which the deterministic law of
motion switches from one mode to another. Both the jump times and the system
modes which govern the motion between jump times are randomly selected.

Finally, the fourth essay uses stochastic differential game with white noise. In
these games uncertainty enters, not in the form of a piecewise deterministic process,
but in the form of a Wiener process. Wiener processes are also known as Brownian

motion or white noise processes and play an important role in different fields.

1.5 Outline

The dissertation is divided into six chapters. The overall underlying theme of
the thesis is innovation and quality investments and its strategic consequence on
competition and collaboration. The research is structured in the form of four essays
characterized by different problem contexts and research questions. The first and
second essay use a differential game based approach to investigate the nature of
strategy between two competing firms while, third and fourth essays are targeted to
examine strategic approach adopted by collaborating firms.

The introduction completes the first chapter. In the second chapter, the simul-
taneous differential game of first essay is presented. This essay examines equilibrium
results for investments in innovation for a competitive setup in which two firms are
simultaneously launching the new product. The implications of firm asymmetries
and various parameter values are illustrated and discussed. It is conjectured that the

Nash equilibrium investment is a function of time and peaks at the date of launch.
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The mathematical background pertaining to this essay and the proofs for theorems
presented in the essay are provided in Appendix A.

The third chapter covers the sequential differential game used for second essay.
The second essay extends the framework in essay 1 by considering a sequential game.
These games are characterized by a leader and follower based on the time they initiate
their innovation efforts and launch the product in market. The open-loop Nash
equilibrium results for this sequential game are presented and implications of firm
asymmetries are discussed. The mathematical background pertaining to this essay
and the proofs for theorems presented in the essay are provided in Appendix B.

Chapter 4 presents the third essay in which a stochastic differential game model
between competing supplier and buyer is éonsidered. A model is formulated in which
the buyer actively invests in substitute technology to come out of the lock-in created
by supplier. Stationary Markov-perfect Nash equilibrium conditions are derived and
several insights are detailed. The mathematical background pertaining to this essay
and the proofs for theorems presented in the essay are provided in Appendix C.

The fifth chapter examines the fourth essay that uses stochastic differential game
with white noise. In this essay both discounted payoff maximization and utility
maximization objectives are examined. The discounted payoff game considers the
competitive setting between supplier and buyer akin to those in patent race based
models. In this case, one of the collaborative partners locks-in the other and gains the
overall surplus. The utility maximization based game investigates the case in which
the competition doesn’t necessarily result in a zero-sum game. Instead, in this case,
it is hypothesized that the two collaborating partners appropriate utility from the
relationship. The buyer and supplier compete to maximize their respective utility in
the supply chain relationship. The mathematical background pertaining to this essay
and the proofs for theorems and propositions presented in the essay are provided in

Appendix D.



Finally, the sixth chapter concludes this thesis. The theoretical and managerial
implications of the results from the four essays are summarized. The chapter also

presents directions for future research.
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2.1 Introduction

Product-process innovation is increasingly becoming the core strategy of many
leading firms. Firms compete by introducing new products in the market. The
profitability depends on the initiation and launch of a new product and the quality
levels attained through the development process. The emphasis on technology-driven
product differentiation is a function of exogenously defined technological change. The
decisions made by firms are to a great extent influenced by the internal and external
environment. This essay explores the internal drivers for product-process innovation.
Specifically, the investments made in innovation efforts are critically examined.

In line with the assertion for reduced time to market as proposed by Smith and
Reinertsen (1991), many leading firms such as General Electric, Hewlett Packard
adopt time-to-market as their principal product development metric. At the same
time a competing line of thought by Zirger and Maidique (1990), Cooper and Klein-
schmidt (1987) provide evidence for the importance of quality of a new product.
Boeing, BMW, Mercedes Benz, for instance, use innovation and quality as their key
metric for new product success. Fortuna (1990) has suggested that new product
performance is often the decisive factor in the purchase of technologically advanced
products. Underlying the need to reduce the speed to market and improve product
quality, is the associated cost. It is evident that there exists an inherent tradeoff in
the adoption of one perspective over the other.

Today product-based competition is not limited to investments in product design
before launch. Firms compete by adopting a continuous improvement program. Post-
launch, firms keep investing in product improvement for example improvements in
feature, fit and finish; in process innovation and in development of quality culture to
sustain competitive advantage for the entire product life cycle. It is asserted that an
investigation of such a context of competition would indeed aid our understanding of

the dynamics of investment and associated quality improvement.
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There are persuasive reasons for firms to consider the evolution of quality in their
product-process innovation decisions. During the 1960s and 1970s many domestic
U.S. companies lost their quality leadership to new, aggressive competition. The
most obvious consequence was loss of market share. Moreover, there was a gathering
awareness by companies that they have been enduring excessive costs due to chronic
quality-related wastes. In a context where competition is primarily dictated by quality
levels, it is of utmost importance to consider aspects of quality planning and associated
investments as an integral part of product management. Numerous specific quality
crises and problems have been traced to the way in which quality was planned in the
first place. Furthermore, competing with quality requires a clear understanding of
how to manage investments in the long-run with a strong strategic mindset.

This essay explores competitive strategy of firms competing by means of quality.
A differential game model is considered in which two firms compete by simultaneously
introducing a new product into the market. The time of product launch is same. The
two firms compete by dynamically managing the interaction between their relative
product quality and cost. The game-theoretic model is solved for open-loop Nash
equilibrium and the implications and insights from these equilibrium strategies is
discussed.

The chapter is divided into five sections. The introduction completes the first
section. In the second section, related literature is reviewed. In the third section
the model is presented, the structure of open-loop Nash equilibrium strategies and
their implications are analyzed in the fourth section. The fifth section concludes the
essay with discussion of the results. The mathematical preliminaries and proofs of

theorems are provided in Appendix A.
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2.2 Literature Review

Many previous studies have investigated product and process innovation, time
to market and the quality implications of product development. A detailed review of
literature in this area can be found in Bayus (1995), Kamien and Schwartz (1982),
and Reinganum(1989). The related literature most closely related to this essay is
summarized below.

Research in the field of innovation has taken two approaches. The first one relates
to breakthrough innovation. The analytical models in this approach usually consider
a technology race for patents. The trade-offs between time to market , total resources
spent and competition on the supply of new technology are defining characteristics of
this line of enquiry. See for example, Reinganum (1982), Fudenberg and Tirole (1984),
Tirole (1990), and Hendricks (1992). The model considered in this essay differs from
this approach in that it considers how firms invest in product development once the
technological breakthrough has already taken place.

Clark and Fujimoto (1991) cite many problems with this approach of product de-
velopment: difficulty in designing for simplicity and reliability, failure to pay enough
attention at the design stage to the likely quality of the manufactured product, ex-
cessive development times, weak design for producibility, inadequate attention to
customers, weak links with suppliers, and neglect of continuous improvement. Tech-
nological progrss rests on a foundation of both incremental improvements and radical
breakthroughs, and finding the right balance between them is a constant challenge.
The traditional approach relied excessively on the radical breakthrough, with compa-
nies attempting to leverage the strength they have in creative research and advanced
development, but balance is required. Frequently, developing several products with
incremental improvements will be a better approach than trying to create one product
that represent a breakthrough (Clausing, 1994).

Other studies have looked at the technology diffusion process. For example, Chat-
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terjee and Eliashberg (1990) investigate the innovation diffusion among the customers
and Reinganum (1981), McCardle (1985) investigate the diffusion of innovation within
an organization. Adner and Levinthal (2001) consider an explicit interaction between
technology change and demand. This essay differs from this stream of research in that
the effect of innovation on demand is not explicitly modeled. However, the quality
manifestations of investments in innovation influence the terminal revenue function.
The influence on demand is therefore implicit in the conceptualization.

The models of technology breakthrough discussed above primarily consider a
single innovation. However, it can be asserted that in reality the breakthrough in-
novation is accomplished by many incremental innovations. The repeated-innovation
strand of the R&D literature focuses on this modification of the traditional break-
through innovation models. Some examples of repeated innovation models can be
found in Grossman and Helpman (1991a, 1991b), Aghion and Howitt (1992), and
Sergerstrom et al. (1991). In line with these models of repeated innovation, the
model in this chapter focuses on continuous product and process innovation over a
period of time. The current state of technology is assumed to be exogenously given
to all the competing firms. The focus of this chapter is to investigate how the inno-
vation investments evolve over time and what are the implications on the dynamics
of product quality.

Several product development models have extended this stream of research in
innovation by presenting the argument that after the breakthrough innovation is
achieved, this new technology must be further improved and consciously incorporated
in the new product before it can be brought into the market. The central issues are
therefore the speed to market, level of product quality and the cost associated with
the product development endeavor. The tradeoffs associated with these objectives
have been taken into account in many studies. The quality of a product can be

improved by increasing the development time of the product. However, this might
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result in overly delaying the new product into the market and thereby losing the
profits for that period or even worse being locked-out of the market. Examples of
these models can be found in Dutta et al. (1995), Reinganum (1982), Cohen et al.
(1996a, 1996b), Bayus et al. (1997), Bayus(1998) and Gjerde et al. (2002). The model
in this chapter builds on these product development models. Specifically, this essay
explicitly evaluates new product development based duopolistic competition.
Clausing(1994) integrates the product development aspects with quality improve-
ments. The approach, aptly termed as - Total Quality Development - views specific
product development in the context of the total corporate strategy, which determines
when the development of a product will start and when, after the product has been
produced, its life cycle will be terminated through withdrawal. Total quality devel-
opment is conceptualized to be composed of three major elements: Basic concurrent
engineering (basic improvements in clarity and unity), enhanced quality function de-
ployment and quality engineering using robust design. Basic concurrent engineering
was implemented by many American companies since 1980s. It consists of two el-
ements: (1) improved process(better game plan), which provides greater clarity to
the activities, and (2) closer cooperation (better teamwork), which creates greater
unity within the team that does the work. The improved process that provides im-
proved quality has four features - (1) concurrent process, (2) focus on quality, cost,
and delivery, (3) emphasis on customer satisfaction, and (4) emphasis on competitive
benchmarking. The closer cooperation that improves unity consists of (1) integrated
organization, (2) employee involvement (participative management), and (3) strate-
gic relations with suppliers. Beyond basic concurrent engineering, enhanced quality
function deployment and quality engineering using robust design emphasizes the satis-
faction of customer needs and the consistency of the product’s performance. Together
they help the teams to practice more vigilant information processing that provides

strong responsiveness to the voice of the customer and helps ensure the viability of
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the core concepts, the robustness of functional quality, the economical precision of
production, the success of integration, and effective reusability. Such a total qual-
ity development framework is considered such that firms invest in “quality culture”
throughout the growth phase of the product. The competing firms influence the qual-
ity of their new product by investing in innovation and other quality-related activities
such as employee training, six sigma, statistical process control and quality leader-
ship. Firm asymmetries are considered by investigating different parameter values

and their implications on the nature of equilibrium strategies.

2.3 The Model

2.3.1 Differential Game Formulation

The notations and symbols used in the model are as follows:

N: Number of firms

T Finite time horizon for the strategies

i, j: Superscript to denote competing firms in a duopoly

t: An instant of time in the dynamic game setup

u(t): Investments in innovation effort (expenditure per unit time)
R(t): Net revenue rate for the firm at ¢

Ry: Product category net revenue rate for the existing product
R;: Product category net revenue rate for the new product

xo: Quality level of the existing product

Several examples illustrate the importance of innovation and quality as competitive
weapons. IBM replaced Remington Rand as a market leader in the mid 1950s, and its

subsequent growthoutran its competitors so rapidly that by 1963, its data processing
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revenues were four times larger than the combined revenues of its eight main rivals in
the U.S. market. In part, its advanve was due to high R&D spendings and innovative
products. Its early 704 computer was the fastest and largest general purpose computer
yet produced during 1960s. It was one of the first computers to incorporate in its
hardware floating-point arithmetic, and it carried advanced features, such as index
register and magnetic-core memories (Flamm 1988 pp.84; Bashe et al. 1986). But
high R&D spending and innovative success were only a limited part of the story. The
links from R&D spending to innovative success and from innovative success to market
share, were far from strong throughout this period (Hoffman 1976). Systems that were
outstanding success as in terms of technical performance could fail to achieve more
than a tiny market share (as was the case with Burroughs B5000 or Bull’'s Gamma
60), whereas some of the greatest successin terms of market share were no more than
average in terms of technical performance (example include the Honeywell H200; see
Hoffman 1976, pp.347-8). What consumers wanted was a “good” level of technical
performance, a reasonable price relative to performance, and excellent backup in
terms of servicing, software and general support. This essay considers such holistic
approach taken by firms by considering investments made in “quality culture” as
explained next.

A product is the output of any process. The quality aspects associated with a
product have two perspectives. One is the “external” quality dimension which covers
aspects that a customer can directly observe. Specifically, these includes performance,
features, durability etc. The second dimension is “internal” quality dimension. This
dimension ensures freedom from deficiency in a product. A customer evidently expects
high levels on both of these dimensions of quality.

As in Juran(1992), this external dimension of quality increases customer satis-
faction and makes a product more saleable. This dimension directly influences com-

petition and increases market share, provide sales income and secure premium price
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for the product. The major effect of this quality is on sales and it is conjectured that
usually, higher external dimension of quality costs more. The internal dimension on
the other hand reduces error rates, reduces rework, waste, field failures and warranty
charges. This results in reduction of customer dissatisfaction. The internal dimension
of quality results in reduced inspection and enables shortened time to market. The
yields and capacity is improved and so is the delivery performance. It is suggested in
Juran (1992) that the major effect is on costs and usually, higher internal dimension
of quality costs less.

In this essay quality connotes both of these dimensions. It is asserted that firms
actively competing with quality invest continuously in product-process innovation for
the entire product life cycle. The emphasis of quality dimension might be changing
with different phases of product life cycle but investments are always targeted to-
wards further improvements. Especially, the distinction between ‘Big Q’ and ‘Little
Q’ provided in Juran (1992) (pp.11-12, Figure 1-5) illustrates the two views regarding
quality. The figure is reproduced in figure 2.10 at the end of this chapter for explana-
tory purposes. As can be seen in figure 2.10, “Big Q” represents the broader quality
culture within an organization; whereas “Little Q” has a restricted meaning confined
to functional boundaries. In this essay quality covers aspects stated under Big Q.

The formulation in this essays extends the model in Cohen, Eliashberg and
Ho(1996a,1996b, 2000). Specifically it is considered that firms compete by means
of continuous improvement of quality for the entire product growth phase. This is
achieved by means of increasing the level of development resources in product-process
innovation and in total quality management. The level of development resources is
measured in dollars. It is a strategic development decision. Enhancements in quality
are achieved by climbing a “performance ladder.” Let the quality of the product at

time ¢ be z(t).



In addition to the Cobb-Douglas function used in Cohen et al.(2000), in this
essay the performance ladder is also explicitly dependent on the present state of
quality z(t). In the context of total quality management, it is asserted that as quality
levels increase it becomes even more difficult to climb the “performance ladder”. The
hypothesis behind the formulation is that a firm need to make higher innovation
investments targeted towards improvement of quality. To capture this dynamics a
negative feedback effect of present state of quality on the rate of change of product

quality (£(t)) is considered. The state dynamics is,

() = K[u(t)]* — La(t) (2.1)

where, K is proportional to the level of capital investment in development technology
and L is the proportionality constant for the influence of present quality on the speed
of further quality improvements. « is the innovation resource productivity parameter.

This state dynamics is an extension of the model presented in Cohen et al.(2000).
In the paper Cohen et al.(2000) investigate investments in innovation made by a firm
till product launch. This essay extends the conceptualization by considering continu-
ous investment in product, processes and quality culture. Notice that according to the
formulation, there is a natural decay in the rate of quality improvement when a firm
stops its continuous improvement program. In firms that are engaged in continuous
quality improvement initiatives, quality is front and center throughout the company;
i.e. the importance of quality is “visible” throughout the organization all the time.
Quality improvement is a very important activity within the organization. In such a
business philosophy, “investments” in improvement of quality sends a visible signal to
the entire organization regarding its continuous quality improvement endeavor. These
investments are primarily focused on product and process innovation but also extend

to aspects like training, managing for quality and shop floor control of quality (inter-
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nal failure costs, external failure costs, waste reduction, six sigma, statistical process
control). Such an approach towards improvement propogates “quality culture”. The
state dynamics suggests that in the absence of investment in innovation and quality
activities, the quality culture which is manifested in product quality starts deteri-
orating. Such decay effects have been considered in extant literature pertaining to
investments in innovation (Grilliches 1979). In the words of Grilliches(1979; pp.101),
“if one distinguishes between the firm-specific knowledge capital and the general state
of knowledge in the industry as a whole, then at least as far as the first is concerned,
it is quite clear that its earning capacity erodes over time, both because better prod-
ucts and processes become available and because its own knowledge begins to lose
its specificity.” Garvin(1988) observes that superior quality is associated with well-
defined management practices and not simply a supportive corporate culture. Design,
purchasing, and manufacturing activities all play a role, but they must be accompa-
nied by the right policies and attitudes. In the problem context, the competing firms
invest in management practices involving product, processes and quality culture for
a planning horizon that spans beyond product launch. Based on (2.1), the quality of

the product at time ¢ is:

2(8) = o + /0 (K[u(s)]* — La(s)]ds (2.2)

The two firms in the duopoly pre-commits the date of launch and simultaneously
launch the new product. Post-launch, the product quality provides a means for eval-
uating the product’s attractiveness in the market in the presence of other competing
products. The firm’s market share is a function of both its own product quality and
the product quality of rivals. Attraction model is a reasonable market share function,
frequently used in the marketing literature and has received empirical support (Bell,

Keeney, and Little, 1975; Cooper and Nakanishi, 1988). The net revenue rate at time
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t for the firm ¢ that develops and introduces the new product is, the product of the
new product category demand rate, the profit margin, and the firm’s market share.
The market share is approximated by the relative product quality. The oi)jective
functional is modeled similar to that in Cohen et al.(2000). The difference lies in the
planning horizon. In this competitive setup, the planning horizon extends beyond
the date of launch and the competing firms continue investing in product-process

innovation till the end of growth phase of a product.

Ro-ﬁz%, 0<t<Tp,

Rl';{(_%;(-_zj(—T)_’ TpSt(T,

R(t) = (2.3)

The cumulative development cost of the new product at time ¢ is given as:
T
TC(t) = / {u(s)}ds (2.4)
0
The firm’s cumulative profit at time ¢ is determined as follows,
TTI(t) = TR(t) — TC(¢t), (2.5)

where TR(t) and TC(T) are total revenues and costs at time ¢, respectively. The

total revenue function is given by:

TR(t) = / " Ris)ds (2.6)

where R(.) is given in (2.3). The firm’s decision set is A = {u(t)}. Notice that the
firms pre-commit on the date of product launch 7,. The cumulative profit function,

TTI(9), is defined as the total profit by end of the window of opportunity with decision
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6 € A. The firm’s decision problem can be stated as,
maxseaTTI(6) = TR(8*) — TC(6*) = TII*(6*) (2.7

The combination of equations (2.1) through (2.6) generates an explicit repre-
sentation of firm ¢’s cumulative profit by the end of time horizon. This substitution

yields:

TI*(6*) = mazsen [RO - ‘i’zj . Tp +
0 0

zo + f; Ki[u(s)]* — Lz(s)ds _
o+ [ Klu(s)]® — La(s)ds + zi(T)

- /0 " {u(s)}ds] (2.8)

+R;.

(T —Tp) -

where z, and /(T respectively are the quality of existing and new product of
the competitor. Considering a duopoly, the optimization problem written above can
be reformulated as a differential game problem with state variable for the firm
(competing firm is represented by superscript j) given as z*(t); the control variable
u*(t). In the terminology used in optimal control and differential games, the salvage

term for firm ¢, ® (T, z(T)) is defined as follows:

)

¥(T,2(T)) £ Ry — N
R, {:z:o + f"i K [uf(s)]af — le’i(s)ds}(T - T,,)_ 29)
zh+ [, Ki[ui(s)]*' — Lizi(s)ds + z3(T)
where,
o(T) = = + /0 [Ka[u?(s)]® — Lyx?(s)]ds (2.10)

Notice that since it is a simultaneous game the time of launch for the two players

is the same (7). A continuous improvement in the product is considered and therefore
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the entire time interval ¢ € [0, T needs to be optimized. The salvage value is the value

of the game at terminal time 7T". The differential game formulation for player ¢ is:

max TTE(ui(2)) = — /0 {ui(s)}ds + OH(T, 2(T)) (2.11)
subject to,
7i(t) = Ky[ui(8)]* — Lizi(t) (2.12)
7*(0) = z§, Tare fixed, (2.13)
z(T), is free. (2.14)

The game formulation is symmetric for the two firms in duopoly, therefore the differ-

ential game formulation for player j is:

max TTH(u (£), T}) = — /0 " w(5)}ds + (T, 29(T)) (2.15)
subject to,
T (t) = K[l (8)]* — Loa(t) (2.16)
27(0) = z), Tare fixed, (2.17)
2/(T), is free. (2.18)

2.4 Analysis of the Model

In this essay the open-loop Nash equilibrium conditions for the differential game
stated in the previous section are investigated. The rationale for the evaluation of
open-loop Nash equilibrium is the relative analytical tractability. However, more
importantly, as reasoned in Reinganum (1981) and Bayus et al.(1997), it is assumed

that each firm must precommit itself to an introduction date and product performance
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level.

This assumption is reasonable because of the long and involved nature of the new
product development process. The implication is that once the development project
is underway any changes or adjustments are prohibitively costly. Moreover, the im-
provement in product performance which encompasses the innovation and quality
attributes is a complex phenomenon. An objective measure of such a product per-
formance for decision making is very difficult, if not impossible. The open-loop Nash
equilibrium allows for the equilibrium control path to be dependent only on time. The
nature of state trajectory is embedded in the solution and therefore doesn’t require
to be directly observed.

To solve the differential game, Pontryagin’s maximum principle is used. Inter-
ested readers can refer Sethi and Thomson (2000), Dockner et al.(2000) for details
regarding the Pontryagin’s approach to solving optimal control and differential game
problems. The following theorems present the analytical results obtained by solving

the model. The proofs of all the theorems are provided in Appendix A.

2.4.1 Equilibrium Results

Theorem 1 The mazximized costate variables for a firm is a function of time and are
given by,

Al = Apne®; A(0) = Aoris a known positive constant (2.19)
A = Aoze™™; Ag(0) = Aopis a known negative constant (2.20)

where A} and A are the costate variables reflecting the marginal price for a unit
increase in firm’s own state and that of the state of the competitor.
where A} is the costate variable reflecting the marginal price for a unit increase

in firm’s own state.
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Theorem 2 The Nash equilibrium investment in product development is given as:

ui(t)* = [Klai)\()lCth]l_‘l;{ (2.21)
WI(t)* = Kool e o (2.22)

where 1 (0) = o1 s a known constant.

Theorem 3 The equilibrium state trajectory of quality improvement is given as:

_ ~Lyt o i iy Vit _ iy Lty Tt
:L‘z(t) — eLl L1$6 T ( 1+« )[(Kla )\01)1 (K]CY /\016 )1 (223)

2.5 Discussion

In this section, the equilibrium result is discussed by plotting the trajectories for
the costate, control and state variables. Hypothetical values have been chosen for
illustration purposes. The values are: L; = 1, K; = 10, o = 0.2, )1 = 10, R; =
10000, =z = 1, T = 10, T, = 1.5. For the analysis the two competing firms are
assumed to be symmetric and therefore the corresponding values for firm j are also

assumed to be the same.
Observation 1 The costate variable increases at a faster rate with time.

The costate variable measures the marginal utility of performance improvements. In
other words A;(t) denotes the highest hypothetical price that the firm acting as a
rational decision maker would be willing to pay for an infinitesimally small increment
in unit of the product performance (quality) at time ¢. Evaluating the expression for
the costate variable for firm ¢, it can be observed that the equilibrium costate of a
firm is dependent on A¢;, parameter L;, and the present instant of time ¢.

The costate variable for both competing firms increase for the entire planning

horizon. This is especially the case since the competition is based on quality levels.
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Firms increase their market shares based on their quality relative to that of the com-
petitor’s. It can be conjectured that post launch, the product faces its introduction
and growth stage. In these phases maintaining higher quality becomes even more
important since the product sales are directly influenced by product quality. This
leads to a convex increasing trajectory for the costate variable. A plot drawn using
hypothetical values for parameters and for terminal time 7" = 10 is shown in figure
2.1. As can be noted the rate of increase in marginal utility of quality improvement
increases with time.

Costatel
100000

80000
60000
40000

20000

Figure 2.1: Costate trajectory

Observation 2 The competing firms increase the rate of investment in innovation

with time.

Next, the open-loop Nash equilibrium strategy for investment in innovation is ana-
lyzed. As can be noted the expression for firm 7 is u} = [K 1ai/\’{]1_—lz;". The expression
suggests that investments follow the pattern of costate dynamics. This relationship
between u] and A} suggest that a firm would invest in product innovation based on
the hypothetical price associated with a marginal increase in product quality. This
also motivates the need for continuous improvements for the entire planning horizon.
Therefore, in a continuous improvement context, firms continue to increase their in-
vestment in innovation rapidly with time. Figure 2.2 presents a plot of the equilibrium

investment trajectory.
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It is conjectured that when viewed from the ‘Big QQ’ perspective, even though
there is no major investment towards design quality, other aspects of quality im-
provement become important. For example, aspects of reliability, and conformance
to specifications become exceedingly important in the introduction and growth phase
of a product. It is also quite common to observe firms improving the overall features,
fit and finish, and aesthetic aspects of a product in multiple iterations post launch.
There are investments associated with employee training, attaining quality leadership
and in embracing quality culture. It is asserted that with an enlarged perspective of
quality in the context of product development, the investment trajectory assumes a

convex increasing shape.
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Figure 2.2: Control trajectory

In an empirical study it is very difficult to obtain a temporal investment patterns
of firms in their R&D and quality activities. Thereby, evidence of longitudinal analysis
of firm-level R&D and quality spending is almost absent in extant literature. However,
longitudinal studies of industry level R&D spending can be observed in research
literature. The convex shapes shown in figure 2.3 for investments relate with some
of such studies. One such example can be found in Sutton(2001, pp.145) regarding
the R&D spending in digital switch industry during 1980s. R&D spending escalated
quite sharply during the 1980s. In a five year period beginning in 1984, industry R&D

investments on digital switches doubled in nominal terms from an annual expensiture
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of 1.25 billion dollars to almost 2.5 billion dollars. The first generation of systems had
involved outlays in the region of 50 million dollars to 100 million dollars. Northern
Telecom for example, spent 76 million dollars on its DMS-1 system (Scherer 1992).
Second generation systems were expected to involve outlays of hundreds of millions,
and some industry exterts quoted estimates as high as 1 billion dollars for third
generation systems. A natural wave of replacement of existing equipment was forecast
for 1992-95, and the leading producers asimed to offer best-practice products by that

date.
Observation 3 The product quality exhibits a convex increasing trajectory.

With the investment profile suggested ‘ea.rlier it is observed that the quality of a
product increases for the entire time-horizon. The state dynamics suggest that present
state exerts a negative feedback on the rate of improvement in quality. Moreover, in
the absence of investments it was asserted that there is a natural decay akin to
obsolescence. It can be argued that firms have multiple choice regarding their quality
improvement strategy. Once can conjecture that firms invest in innovation such that
quality increases linearly. Alternatively, it is also possible that firms invest such that
quality grows in a convex increasing fashion and eventually stabilizes at certain level.
The primary motivation for these two scenarios would be lower costs.

However, the state trajectory reveals a convex increasing trajectory. It is ob-
served that in a continuous improvement context, the equilibrium strategy for the
competing firms is to increase revenue by increasing quality at a faster rate with
time. At equilibrium, firms invest at a much higher rate than what is required to
ensure a mere positive growth in quality. In fact, the investments are geared towards
achieving a convex increase in quality. Indeed this is a welcome scenario for customers
while at the same time the competing firms attain a much higher level to compete

for the next generation product.
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When viewed from a holistic perspective for quality, the result questions the pre-
sumption that firms invest higher amount in innovation pre-launch and then reduce
these investments post launch. It can be reasonably conjectured that when compe-
tition is directly affected by relative quality levels and the quality level of a product
is influenced by a much broader scope of activities, the investments in innovation
increase at a faster rate with time till the end of the growth phase of a product. The
nature of state trajectory with hypothetical parameter values is plotted in figure 2.3.

Quality
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Figure 2.3: State trajectory

2.5.1 Firm Asymmetries

If the competing firms ¢ and j are symmetric such that the parameters are identi-
cal then the trajectories of costate, control and state would also be identical. However,
it is interesting to note the implications of firm asymmetries by considering different
parameter values for the two firms (Bayus et al. 1997). Asymmetries may be ad-
dressed in at least three ways: First, it is possible that approaches and techniques
such as total quality management, quality function deployment and cross-functional
teams can be used to make the product development process more cost-efficient and
effective. This would influence the value of the resource productivity parameter .
Second, it is possible to have an advantage in product development by making capital

investment in development technology. This is akin to explicitly considering asymme-
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tries in the value of K. Third, it is possible that the obsolescence parameter of firms
denoted by L is different. The firm with higher value of L has a higher obsolescence
or decay in quality. In this essay asymmetries are evaluated by considering different

values for the parameters: (o! and o), (K; and K3), and (L; and L,).

Parameter: o

Parameters o' and o denote the innovation resource productivity parameter
of the two firms. An asymmetry could result if the competing firms have differing
capabilities in making a productive use of investments. The skill set of employees,
training and development activities, high quality culture are some of the reasons
for such an asymmetry. (o' = 0.2) > (o = 0.1) suggest that firm ¢ has a higher
innovation productivity over j. An investigation of different values of a suggest that
the firm with higher innovation productivity also invests higher amount in product

development. This is shown in figure 2.4.
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Figure 2.4: Control trajectory when parameter « is different for competing firms

As can be seen, with everything else considered equal between the competitors,
the parameter o exerts a positive effect on innovation investments. Firms with an
inherent advantage in innovation resource productivity make most use of it by means
of investments. The resulting quality manifestation is such that the quality levels
of firm ¢ is higher than that of firm j. This results in higher revenues for firm 7 as

compared to firm j. The result is presented in figure 2.5.
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Figure 2.5: State trajectory when parameter « is different for competing firms

This result points towards the literature on resource based view (Wernerfelt(1984))
and on dynamic capabilities (Teece, Pisano and Shuen (1997)). It is reasoned in this
paper that when competition do not have deep-seated competitive advantage, the
moves and countermoves of competitors can often be usefully formulated in game-
theoretic terms. However, analyzing how Chrysler should compete against Toyota and
Honda or how United Airlines can best respond to Southwest Airlines using game-
theory is quite difficult. In the above examples, for instance, Southwest’s advantage
is built on organizational attributes which United cannot readily replicate. Indeed,
the entrepreneurial side of strategy-how significant new rent streams are created and
protected-is largely ignored by the game-theoretic approach.The results suggest that
a firm with relative competence intensifies investments to gain the maximum advan-
tage in terms of product quality. As can be observed, the difference in quality and
therefore revenue of the two firms increases with time. It can be conjectured that
with relatively high value of R, as compared to costs u; and u;, firm ¢ earns higher

profit than firm j.

Parameter: K

K; and K, are proportional to the level of capital investment in development
technology by the two competing firms. If (K; = 10) > K, = 5) it suggests that

firm ¢ has higher levels of capital investment in development technology as compared

36



to firm j. As in the case of investigation related to distinct a, an examination of
different values of K also suggests that the firm with higher value of K also invests

higher amount in product development. This is shown in figure 2.6.
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Figure 2.6: Control trajectory when parameter K is different for competing firms

The figure shows that parameter K exerts a positive effect on innovation invest-
ments. Similar to the conjecture regarding different values of o, the intuition behind
this effect is that with higher level of capital investments in development technology,
a firm targets the investments towards increasing the product quality. Figure 2.7

provides the pictorial representation.
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Figure 2.7: State trajectory when parameter K is different for competing firms

The resource-based approach sees firms with superior systems and structures
being profitable not because they engage in strategic investments that may deter
entry and raise prices above long-run costs, but because they have markedly lower

costs, or offer markedly higher quality or product performance. The resource-based
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perspective puts both vertical integration and diversification into a new strategic light.
Both can be viewed as ways of capturing rents on scarce, firm-specific assets whose
services are difficult to sell in intermediate markets (Wernerfelt(1984)). The resource-
based perspective also invites consideration of managerial strategies for developing
new capabilities. In the model, the relative difference in resources due to strategic
investments is captured in asymmetries in the value of K. From the figures it can
be conjectured that with adequately high value of R;, firm ¢ would have relatively

higher profits than firm j.

Parameter: L

In the formulation, L; and L, characterizes the decay or in other words obso-
lescence effect of quality. Different values of L; and L, helps evaluate the difference
among the two firms regarding this effect. (L; = 1) > (L2 = 0.5) suggests that the
obsolescence effect on firm 7 is higher than that on firm j. An investigation of the
dynamics of innovation investments reveals that with higher value of the parameter

L, a firm would make higher level of investments. Figure 2.8 illustrates the result.

Investments
1.2-10°
1-10°
800000
600000
400000
200000

Figure 2.8: Control trajectory when parameter L is different for competing firms

Parameter L therefore exerts a positive effect on innovation investments. The
growth in product quality for the two firms is shown in figure 2.9.

It is indeed interesting to note that initially the quality level is higher for the
firm j that had the lower value for L’. However this negative feedback lead to higher
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Figure 2.9: State trajectory when parameter L is different for competing firms

investments in innovation by firm ¢ and therefore in the second half of the planning
horizon, the quality of firm ¢ is higher. The result suggests that with everything else
being equal, the higher level of negative feedback makes the firm more aggressively
pursue quality improvements. On the other hand, a lower negative feedback makes
a firm complacent in innovation investments. Over time the firm with an inherent
disadvantage achieves higher quality and therefore higher revenue. It can however
be observed that although the relative difference in investments is very high, the
difference in quality is not very much. Therefore, unless the value of R; is very high
it is reasonable to expect that the profit of the firm with lower value of L would be
higher. However, with very high values of R; the profits of firm 7 could be potentially
higher than that of firm j.

Teece, Pisano and Shuen (1997) present a conceptual framework about dynamic
capabilities. They suggest that the term ‘dynamic’ refers to the capacity to renew
competencies so as to achieve congruence with the changing business environment.
The term ‘capabilities’ emphasizes the key role of strategic management in appro-
priately adapting, integrating, and reconfiguring internal and external organizational
skills, resources, and functional competencies to match the requirements of a chang-
ing environment. In the context of this essay, it can be asserted that the parameters
allow an examination of dynamic capabilities. Along with the cases analyzed above,

additional insights can be gained by considering different values for combination of
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parameters. This will allow an explicit evaluation of competition where one of the
firms has an inherent advantage in one aspect for example, effectiveness of product
development activity (o) whereas the rival firm has an advantage in the level of capital
investment in development technology (K).

The approach of competing with strategic quality management through invest-
ments in innovation and quality culture has only recently entered the business plans
of companies.Despite the uniqueness of specific industries and companies, certain sub-
jects for strategic quality goals are widely applicable. According to Juran(1992) these
include: product performance, competitive performance, quality improvement, cost
of poor quality and performance of major processes. The product performance goal
relates to major performance features which determine response to customer needs;
promptness of service, fuel consumption, mean time between failures, courtesy. These
features directly affect product salability. Competitive performance has always been
a goal in market-based economies, but seldom a part of the business plan. The trend
to make competitive quality performance a part of the business plan is recent but
irreversible. Quality improvement goal may be aimed at improving product salability
and/or reducing the cost of poor quality. Either way, the end result after deploy-
ment is a formal list of quality improvement projects with associated assignment of
responsibilities. The goal of quality improvement usually includes a goal of reducing
the costs due to poor quality. While these costs are not known with precision, they
are known to be very high. Despite the lack of precise figures, it is feasible, through
estimates, to bring this goal into the business plan and to deploy it successfully to
lower levels. Finally, the goal of performance of major processes has only recently
entered the strategic business plan. The goal relates to the performance of major
processes that are multifunctional in nature, for example, new product launching,
billing, bidding for business and purchasing.

Overall, in such an approach towards product development, management’s role
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is to provide clarity, unity, and resources, and to lead improvement in “quality cul-
ture”. The TQM practice of hoshin kanri (policy deployment, strategy deployment)
and the various aspects of strategy (business, product, technology, manufacturing,
field support, and marketing) ensure that the quality-enabled product development
project is a high priority for corporate success. As in the case of production opera-
tions, product development programs also require on-line quality control. If the team
never checks performance (progress) against the target (plan), then divergences tend
to grow unchecked. The development control is a specific application of PDCA (plan,
do, check, and act), the general management control approach advocated by Deming
(1986). Reward systems enables reinforcing quality culture in an organization and
top management should provides such sources of motivation. Adequate corporate
resources must be allocated for competing with quality-driven product development
process. As can be observed from the control trajectories, it is very important to
have the resources in place at the right time. In return the rewards are shorter lead
times, improved quality of product, higher market share, enhanced customer satisfac-
tion and eventual reduction in variable costs due to learning effects. The ability to
complete more product cycles than the competition ptovides greater product variety,
increased flexibility, and increased corporate learning. The lead rapidly grows over
the companies that are unable to foster a quality culture based product development
environment.

Managers at leading companies have embraced such total quality development
programs, which can be quite expensive, because they see a clear link between quality
and profitability. Quality is often included explictly in the strategic planning process.
Annual goals are set for quality improvement and made specific and actionable. Goals
normally take into account the customer’s perspective and are also matched against
the expected performance of competitors. Garvin(1988) notes that GTE, as a part

of its strategic planning process, requires that each business unit identify the place of

41



quality in its business strategy, define the important quality elements in its strategic
programs, establish long-range quality-related goals, and explain how it will develop
the commitment and coordination of line and staff functions to meet those goals.
Both internal costs of quality measures and external customer related measures are
involved. Strategic quality management, is in essence, an extension of aspects like
statistical process control and interfunctional teams. It is a comprehensive approach,
is more closely linked to profitability and basic business objectives, is more sensitive
to competitive needs and the consumer’s point of view, and is more firmly tied to
continuous improvement. Many companies mistakenly think that they have adopted
the new approach when their programs merely include elements of quality assurance
and quality control. For the most part, these companies are still thinking defensively
about quality. However for achieving the competitive potential of quality, it ought to
be deployed in a strategic manner.

As a concluding remark, an example from Garvin(1988) pp.30-33 is provided to
emphasize the point. Between 1970 and 1980, Xerox’s share of U.S. copier revenues
fell from 96 percent to 46 percent, largely because of Japanese competition. These
inroads led to a restructuring of the company. Several ambitious quality programs
were initiated as a result. The first was competitive benchmarking. Comprehensive
surveys were developed to monitor customer satisfaction and to compare customer’s
reactions to Xerox’s products and to competitors’. Quality of products, services, and
practices was then checked against the performance of world leaders. Targets for im-
provement were developed with all benchmarks incorporated into annual operating
plans and five-year business plans. These steps marked a sharp change in company
philosophy. Xerox historically had been self-contained and introspective. As a virtual
monopolist, it measured progress by tracking its own performance over time, rather
than by watching competitors. Design problems were addressed. The new prod-

uct development process was completely overhauled; large investments were made in
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professional workstations and computer-aided design (CAD) capabilities; engineer-
ing and design teams were located closer together and given shared responsibility for
design, ease of manufacture, and ease of service; designers were provided with addi-
tional training, including exposure to advanced techniques; and design teams began
to work with suppliers much earlier in the development cycle. A new emphasis on
employee involvement, including quality circles and problem-solving teams was intro-
duced. Extensive training was provided and was coupled with systems of feedback,
recognition, and reward. Top management involvement was recognized and a compa-
nywide quality control process, anchored in a clear statement of philosophy and goals
was put forth. These steps soon produced impressive results. Assembly quality in the
Reprographic Business Group improved 63 percent in two years. During the same
period, the reliability of the group’s products, as measured by customer reporting,
increased 40 percent, and an index of customer satisfaction, compiled from monthly

surveys of 50,000 customers increased 30 percent.
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Topic

Products

Processes

Industries

Quality is viewed as:

Customer

How to think about quality

Quality goals are included:

Cost of poor quality

Improvement is directed at:

Evaluation of quality is based
on mainly on:

Training in managing for
quality is:

Coordination is by:

Contents of Little Q
Manufactured goods

Processes directly related to
manufacture of goods

Manufacturing

A technological problem

Clients who buy the products

Based on culture of functional
departments

Among factory goals

Costs associated with deficient
manufactured goods

Departmental performance

Conformance to factory
specifications, procedures,
standards

Concentrated in the Quality
Department

The quality manager

Contents of Big Q

All products, goods and
services, whether for sale or
not

All processes; manufacturing
support; business, etc.

All industries; manufacturing;
service; government, profit or
not

A business problem

All who are impacted, external
or internal

Based on the universal Trilogy
(planning, control and
improvement)

In company business plan

All costs which would
disappear if everything were
perfect

Company performance

Responsiveness to customer
needs

Companywide

A quality council of upper
managers

Figure 2.10: Contrast, Big Q and Little Q




Chapter 3

Sequential Differential Game

Between Two Competing Firms
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3.1 Introduction

A natural extension of the differential game considered in essay 1 is a game
with sequential decision. Essay 2 extends the conceptualization of the competitive
scenario of the first essay by considering a sequential game. These games are typically
representative of leader-follower or incumbent-entrant competitive situations. The
games are characterized by information asymmetry where the follower is aware of the
innovation and quality levels of leader’s products.

The motivation for considering this scenario is its close correspondence with many
real life cases. In a market for jeans, for example, Levi has 56 percent of all market,
whereas Lee, Arizona, Guess, Gap and Calvin Klein altogether constitute 32 percent
of the market. Levi could therefore commit investments in innovation in new product
development and achieve a first-mover advantage. At the same time, knowing the
investment strategy of the leader, the rival firms can formulate their own strategies.
Therefore, the firm acting as a leader chooses a decision path that maximizes the
objective for all conceivable response that can be taken by the follower(s).

Another reason to explicitly consider this case is that the solution approach for
a sequential game is quite distinct from that for a simultaneous game. In the case
of sequential games, a hierarchical play differential game approach is used to model
the competitive situation and to obtain the open-loop Stackelberg Nash equilibrium.
The issue of subgame perfectness and commitment is extremely important in these
solutions.

The essay is divided into five sections. The introduction completes the first
section. In the second section, the model is presented. The structure of open-loop
Stackelberg Nash equilibrium strategies and their implications are analyzed in the
fourth section. This leads to the third section in which the model is presented and the
differential game is formulated. The proposed differential game is solved in the third

section. Finally, the fifth section concludes the essay with discussion of the results.
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The mathematical preliminaries and proofs of theorems are provided in Appendix B.

3.2 The Model

3.2.1 Differential Game Formulation

The notations and symbols used in the model are as follows:

N: Number of firms

T': Finite time horizon for the strategies

i, j: Superscript to denote competing firms in a duopoly

t: An instant of time in the dynamic game setup

u(t): Investments in innovation effort (expenditure per unit time)
R(t): Net revenue rate at ¢ for the firm

Ry: Product category net revenue rate for the existing product
R;: Product category net revenue rate for the new product

zo: Performance level of the existing product

T,: Date of product launch by leader

T, + 7: Date of product launch by follower

The leader is represented by the superscript ¢ and the follower is represented by
the superscript j. Since it is a sequential game the time of product launch for the
two players is such that the leader launches the product at time (7,). Later, the
follower launches the product after time 7 at 7T, + 7. A continuous improvement
in the product is considered and therefore the entire time interval ¢ € [0, 7] for the
leader, and t € [T, T] needs to be optimized. As in essay 1, the state dynamics of
the leader is,

7i(t) = K1[u'(t)]* — Lyzi(t) (3.1)
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The rate of quality improvement z#(t) increases with investments ué(¢). The factor
L17(t) suggests a natural decay in quality in the absence of any investments. The

differential game formulation for leader is:
. . T . . >
max TIE(H (), T,) = — / {u(s)}ds + B (T, 2(T)) (3.2)
0

where &'(T', z(T)) is defined as,

i

T, z(T)) éRO.%‘jf’%. 4 |
+Ri. fé%% y “’f?ﬁ;ﬁ%” (3.3)
subject to,
zi(t) = Ki[u ()] — L1z (t) (3.4)
7*(0) = x}, Tare fixed, (3.5)
z*(T), is free. (3.6)

Next, the follower’s problem formulation is discussed. Owing to a sequential
nature of the game, the information about the leader’s quality and about the leader’s
investments is known to the follower. Specifically, it is assumed that the knowledge
gained by the leader’s investments “spills over” to follower’s quality improvement
dynamics. It is asserted that in the context of a leader-follower competition, the level
of quality improvements of follower indeed depends not only on its own innovation
efforts but also on the knowledge pool available because of the leader’s investments.
The fact that the leader often cannot wholly conceal its efforts nor can it credibly
announce the commitment it has made, make the situation quite complicated. To
address these issues fully would require a subtle and rich analysis with the games of

incomplete information. A formal treatment of “spillover effects” is also widely used in
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econometric settings. For example, Griliches (1979) present a knowledge-based Cobb-
Douglas production function in which spillovers are considered. Using such a Cobb-
Douglas function in the state dynamics of a differential game makes it analytically
intractable. Instead, in this essay the issue is simplified by confining attention to a
relatively simple framework. The spillover effect is modeled by considering a linear

additive term Mou'(t). Follower’s state dynamics is:
oI (t) = Ko[u! (£)]* — Loa? (t) + Mou'(2) (3.7)

It is assumed that the spillover is a function of the investments made by the leader
u¥(t). In this term M, is a very small number which quantifies the amount of spillover
from the leader to the follower. The term Mu’(t) enables in restricting the analysis
to the case where the follower emulates the innovation na dproduct quality of the
leader, as opposed to setting its own technology and quality standards. This can be
explained by means of an example from Sutton(2001) pp.119. In the global photo-
graphic film market the efforts put in by Kodak between 1957 and 1963 led to new
quality standards in color film. Kodak had been involved in color film since 1921
and had spent over 60 million dollars on R&D upto 1957. It spent almost as much
again during next six years. By 1963, the company had spent a total of 121 mil-
lion dollars on color film research, and its C22 process, launched in 1953, became an
industry standard. Kodak’s efforts posed two problems for rivals. The first related
to the pace of advance of color film technology. Few firms could finance the level of
R&D spending now required from their current sales revenue. The second related to
the process itself. Most users around the world had their film developed and printed
by small local photo processors, and each type of film required a different treatment
and possibly different equipment. Kodak’s rivals were faced with sn invidious choice.

They might choose to make their film products compatible with C22, in which case
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it could be processed in a manner identical to Kodak’s. Otherwise, they would have
to find some way of coping with the fact that, although all processes would have
equipment to handle Kodak’s films, few might wish to acquire equipment to handle
less popular brand.

The main rival from Europe, Agfa-Gevaert invested heavily during this technol-
ogy growth phase such that R&D spending running ahead of sales, the R&D/ Sales
ratio rose steadily up to the end of 1970s, while the ratio of profits to sales declined.
Throughout this period, the company faced a technical dilemma that would not be
fully resolved until the late 1970s. Agfa’s process was a water-based process, in con-
trast to Kodak’s oil-based process. Through the early 1970s, Agfa’s approach was to

continue with improvements to its process rather than attempt to emulate Kodak.

By the end of 1970s, however, the disadvantages of remaining with a water-based pro-
cess were becoming increasingly clear, and this effort culminated in the introduction
of Agfa’s first compatible film in 1978: the CNS 400. An oil-based process offered
better technical prospects in the long run (including better image stability, for exam-
ple) but more importantly - it was the mainstream system. A film that could not be
processed on the same equipment as Kodak’s would be at a continuing disadvantage
in the market. It became increasingly important to produce a film that was not only
capable of being processed on the same equipment as Kodak’s but was also fairly
robust in processing. A film might sit in a processor’s lab for some time before being
dealt with and would then be processed as part of large batch with no adjustment
for individual films. The need to produce films that would survive this unevenness in
processing procedure placed ever-increasing demands on the manufacturers. In the
mid-1970s Agfa redirected its R&D efforts towards the development of an oil-based
process compatible with the Kodak C41 process. In the formulation of this essay such

a leader-follower dynamics is considered.
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The follower’s differential game formulation is given as:

max TTF((£), T) = — /T (W (s)}ds + BT, 2 (T)) =

—— [ e+ s+ )

where ®(T, z(T)) is defined as,

(T, z(T)) 2 Ry . .

% @I -1,-7)
MR A (R

subject to,

oI (t) = Ky[ud (8)]* — Laa? (t) + Mau(t)

(3.8)

(3.9)

(3.10)

where, M,u'(t) represent the spillover of knowledge, assumed to be a function of

investments by the leader, M, is a small constant such that 0 < M, << 1.
27(0) = ), Tare fixed,

2I(T), is free.

where,

HT) = b+ [ K@) — Laa'(s)ds

H(T) = 2 + /T (Kot ()] — Loz (s) + Myui(s)]ds

3.3 Analysis of the model

(3.11)

(3.12)

(3.13)

(3.14)

As in the first essay, Pontryagin’s maximum principle is used to solve for open-

loop Stackelberg equilibrium conditions. Interested readers can refer Dockner et
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al.(2000) for details regarding the Pontryagin’s approach to solving sequential differ-
ential game problems. The equilibrium results are expresses in the form of theorems

as given below.

3.3.1 Equilibrium Results

Theorem 1 The maximized costate variables for the follower are function of time

and are given by,

A} = Agre™?t (3.15)
A3 = Agpe™? : (3.16)

where A} and A} are the costate variables reflecting the marginal price for a unit
increase in follower firm’s own state and the state of the leaderi; A1(0) = Ao1, A2(0) =

Aoz are known constants.

Theorem 2 The Stackelberg equilibrium investment by the follower in product devel-
opment 18 given as:

W (t)* = [Ky0? Apel?| e (3.17)

Next the leader’s problem is investigated. The leader knows the follower’s best

response to each control path u(.).

Theorem 3 The maximized costate variables for the leader are given by,

P} = pore™’ (3.18)
Py = Yoze™? (3.19)
Py = —thoze "% (3.20)

where Y7 and 5 and 3 are the costate variables reflecting the marginal price for a
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unit increase in leader’s own state, the state of the follower and the costate of the

follower; 11, Yozand 1oz are constants.

Theorem 4 The Stackelberg equilibrium investment by the leader in product devel-

opment 1S given as:
1

, Ko Lit | 1-o?
u’l,(t)* — [ 1¢ 1/)016 } (3'21)

1 — Matpprelet
Theorem 5 The equilibrium state trajectory of performance improvement of the fol-

lower is given as:

— Lot

Ly,

€

2(t) =

1 1
Koty el ]l—a‘ n

I:LQZU{) + (—1 + 6L2t)M2 [1 — Mg’t/)ozel'zt

od
(I-ad)?

+ (—1 + eth)Kz(KgajAmeL?t) (322)

Theorem 6 The equilibrium state trajectory of performance improvement of the

leader is given as:

—Lit

Ly

Ti(t) = €

(3.23)

) K i Lit _g_;;{
Lz + (—1 + ety [0 0t ) ]

1 — Mytpgelat

3.4 Discussion

In this section, the equilibrium result is discussed by plotting the trajectories for
the costate, control and state variables. Hypothetical values have been chosen for
illustration purposes. The values are: L; = 1, K; = 10, o = 0.2,90 = 10, R; =
10000, zh, =1, T = 10, T, = 1.5. For the analysis, the leader and the follower are
assumed to be symmetric and therefore the corresponding values for the follower j

are also assumed to be the same.

Observation 1 The costate variable of both the leader and the follower increases

more rapidly with time
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As in essay 1, the marginal utility of a unit increase in quality, exhibits a convex
increasing trajectory. With similar values of parameters as in essay 1, the plot of
costate trajectory of the follower is given in figure 3.1. The plot begins at time ¢t = T,
since the follower initiates product development activities only after the leader has

already launched the product.

Costate of follower

120000
100000
80000
60000
40000
20000

Figure 3.1: Costate trajectory of the follower

Next, the costate trajectory of the leader is analyzed. 1; which represent marginal
utility from a unit increases in quality of leader’s product is of theoretical interest

and is plotted in figure 3.2.

Costate of leader

100000
80000
60000
40000
20000

Figure 3.2: Costate trajectory of the leader

As in essay 1, the costate variable for both the leader and the follower firm
increase for the entire planning horizon. This follows since the leader and follower
are competing on the basis of their quality levels. Firms increase their market shares

based on their relative quality to that of the competitor’s. It can be conjectured that
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post launch, the product faces its introduction and growth stage. In these phases,
maintaining higher quality becomes even more important since the product sales are
directly influenced by product quality. This leads to a convex increasing trajectory

for the costate variable.

Observation 2 The investment in innovation made by the follower increases more

rapidly with time.

The investment strategies of the follower are purely a function of its own costate
variable. As was illustrated, the follower’s costate variable increases in a convex
fashion. This in turn results in a convex increase in follower’s control trajectory.
With identical parameter values it can be conjectured that the follower compensates
for a delayed entry into the market by increasing its investment intensity. Such an
increase in investment results in increase quality and therefore high total revenue for

the follower. The plot of investments by follower is shown in figure 3.3.

Investment of the follower
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Figure 3.3: Control trajectory of the follower

Observation 3 The investment in innovation made by the leader initially increases

rapidly with time but later increases at a decreasing rate.

Leader’s investment trajectory is sigmoidal. Because of the nature of the game,
the leader enters the market before the follower. While formulating its equilibrium

investment strategy, the leader takes into account the evolution of its own costate
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and also the costate of the follower. It is asserted that being early in the market, the
leader takes into account all possible courses of action that a follower may choose.

The leader’s investments in innovation are plotted in figure 3.4.

Investment of the leader

200000
150000
100000

50000

Figure 3.4: Control trajectory of the leader

It is interesting to note that the leader’s rate of investment increases in the
initial phase and then starts to decrease. It is conjectured that the leader capitalizes
on the advantage of early market entry by increasing the intensity of investments
and gaining a high market share. Subsequently, after the follower’s entry, the leader
reduces the intensity of investments and thereby reduces the amount of spillover that

is potentially possible.

Observation 4 When the parameter values of the leader and follower are identical,

the follower invests higher than he leader.

A comparative plot of the investment strategies of the leader and the follower are
presented in figure 3.5. As can be observed from the plot in the initial time horizon,
the follower maps its investment strategy to that of the leader. However subsequently
the leader starts reducing the rate of investments, while the follower continues with

the high investment rate based strategy.

Observation 5 The rate of increase of follower’s product quality increases with time.
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Figure 3.5: Comparative plot of investments by the leader and follower

The quality of follower’s product increases for the entire time-horizon. Moreover,
this increase is a convex function. As can be noted in the problem formulation, the
quality level of the follower is a function of investments made by the leader and the
follower. Specifically, the quality trajectory is influenced by both the convex profile
of investments made by the follower and also by the spillover effect of the investments
made by the leader. This results in a convex increase in quality improvements. The

state trajectory of the follower is plotted in figure 3.6.

Quality of the follower
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Figure 3.6: State trajectory of the follower

The follower starts accruing revenue only after Tp + 7, where Tp is the date of
launch of the leader. It can be asserted that since the game context is that of quality-
based competition, the follower compensates for the delayed entry by increasing the

quality levels at a fast rate.

Observation 6 The rate of increase of leader’s product quality decreases with time.
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The leader’s investment trajectory follows a sigmoidal trajectory. In the prob-
lem formulation the leader’s quality improvement is only a functions of its own in-
vestments. Moreover it is assumed that the leader doesn’t obtain the advantages
of spillover of knowledge gained by follower’s investments. Furthermore, the leader
needs to deliberately avoid maintaining very high investments to ensure that the fol-
lower doesn’t achieve huge gains from spillovers. Under such a setup it was noted
that the leader chooses a sigmoidal trajectory for investments. In such an investment
profile the investment increases rapidly in the initial phase but then eventually tapers
off. Corresponding to this investment profile, the rate of quality improvement is high
in the initial phase but then eventually the rate of improvement starts decreasing.
Thus, it is conjectured that the quality trajectory of the leader is concave. Figure

3.7. presents the plot of leader’s state trajectory.

Quality of the leader
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Figure 3.7: State trajectory of the leader

Observation 7 When the parameter values of the leader and follower are identical,

the quality of follower’s product is higher than that of the leader’s product.

The combined plot of the leader and follower’s state trajectory is presented next for
comparison in figure 3.8. With identical parameter values the follower and leader are
perfectly symmetric in their capabilities. Moreover, the leader has the advantage of
earlier market entry, whereas the followers obtains the gains of information asymmetry

and the associated knowledge spillovers from the leader. It is reasonable to assert

58




that the follower employs its inherent competence and the benefit of spillover of
knowledge from leader’s investments to increase quality at a much faster rate. Under
such circumstances the overall gain and loss in the competitive game is dictated by
the relative revenues achieved and the costs incurred by the two players. With higher
investments than the leader the follower incurs higher costs. At the same time these
investments also lead to higher quality levels and therefore revenues for the follower.
In the event of the value of R; being very high the follower wins the game while the

results favor the leader if R; is low.
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Figure 3.8: Comparison of state trajectories of the leader and follower

3.4.1 Firm Asymmetries

Similar to the analysis in essay 1, firm asymmetries and their implications are in-
vestigated in this essay. It can be conjectured that firms take up the role of leader and
follower based on inherent strengths and weaknesses. Therefore, an explicit consider-
ation of firm asymmetries is very important and could potentially lend more insights
in a sequential game setup. Asymmetries may be addressed in at least four ways:
First, it is possible that approaches and techniques such as total quality manage-
ment, quality function deployment and cross-functional teams can be used to make
the product development process more cost-efficient and effective. This would influ-

ence the value of the resource productivity parameter . Second, it is possible to




have an advantage in product development by making capital investment in develop-
ment technology. This is akin to explicitly considering asymmetries in the value of
K. Third, it is possible that the obsolescence parameter of firms denoted by L is dif-
ferent. Finally, different values of M suggest different levels of spillover of knowledge
from the leader’s investments to the follower. The firm with higher value of L has a
higher obsolescence or decay in quality. In this essay asymmetries are evaluated by
considering different values for the parameters: (¢! and o’), (K; and Kb), (L; and

L2) and (M1 and MQ)

Parameter: o

As in essay 1, parameters o and o’ denote the innovation resource productivity
parameter of the two firms. An asymmetry could result if the competing firms have
differing capabilities in making a productive use of investments. The skill set of
employees, training and development activities, quality culture are some of the reasons
for such an asymmetry. (a* = 0.2) > (o = 0.1) suggest that firm i has a higher
innovation productivity over j. An investigation of different values of a suggest that
the firm with higher innovation productivity also invests higher amount in product
development.

From the results it can be observed that the follower has a relatively higher level
of investments in innovation as compared to the leader. Therefore, an increase in the
value of a of the follower will only result in making these investments still higher.
Instead, it is asserted that an increase in leader’s a would potentially provide some
interesting insights. A plot of control trajectories of the leader and the follower’s
investment strategies in a sequential game with higher a for the leader (with the o
of follower kept unchanged) is given in figure 3.9.

The figure clearly shows that the leader has a higher investment than when

o' was lower. Moreover, the investments are higher than that of the follower for
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Figure 3.9: Control trajectory when parameter a of the leader is higher

almost the entire planning horizon. As in essay 1, this result clealry points towards
the literature on resource based view (Wernerfelt(1984)) and on dynamic capabilities
(Teece, Pisano and Shuen (1997)). In the presence of such a competence, a firm
employs it to improve the competitive advantage. The resulting trajectory of quality

is presented in figure 3.10.
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Figure 3.10: State trajectory when parameter a of the leader is higher

As can be noted, the quality of leader’s product is always higher than that of the
follower. Hence an asymmetry in terms of resource productivity parameter provides
a totally different result than what was observed when the competing firms were
symmetric. It suggests that the leader with an advantage in terms of early market
entry as well as a higher level of resource productivity indeed continues having higher
revenues. Under this situation the leader doesn’t worry much about the spillover to

the follower snce its own resource productivity enables attaining higher revenues by
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increasing quality levels relative to that of the follower. With a high value of R, it

can be conjectured that the result favors the leader.

Parameter: K

Firm asymmetries can be analyzed by evaluating different values for K and
the implications on control and state trajectories. As in essay 1, K; and K, are
proportional to the level of capital investment in development technology by the two
competing firms. If (K, = 20) > (K, = 10), it suggests that the leader 7 has higher
levels of capital investment in development technology as compared to the follower
j. The implications of a higher value of K for the leader are analyzed. The plot is

presented in figure 3.11.
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Figure 3.11: Control trajectory when parameter K of the leader is higher

Ot

The figure shows that parameter K exerts a positive effect on innovation invest-
ments. Similar to the conjecture regarding different values of «, the intuition behind
this effect is that with higher level of capital investments in development technology,
a firm targets the investments towards increasing the product quality. As can be seen,
with a higher value of K the investment by the leader is relatively higher than that of
the follower for most part of the planning horizon. However, it can also be observed
that in the latter part of the planning horizon, the follower’s investment infact shoots
up while that of the leader tapers off. It can be conjectured that such an investment

profile would have an impact on the state trajectory. The plot representing the evo-
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lution of product quality is provided in figure 3.12. It can be noted, that the product
quality of the leader is higher than that of the follower for most part of the planning
horizon. Eventually, at the end of the planning horizon, the high growth in follower’s

investment results in higher quality than that of the leader.
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Figure 3.12: State trajectory when parameter K of the leader is higher

In the model, the relative difference in resources due to strategic investments is
captured in asymmetries in the value of K. From the figures it can be conjectured
that with adequately high value of R;, the leader 7 would have relatively higher profits

than the follower j.

Parameter: L

As in essay 1, Ly and Ly characterize the decay or in other words obsolescence
effect of quality. Different values of L; and L, help evaluate the difference among the
two firms regarding this effect. (L; = 1) > (L, = 0.7) suggests that the obsolescence
effect for leader ¢ is higher than that for the follower j. An investigation into the
dynamics of innovation investments reveals that with higher value of the parameter
L, a firm would make higher level of investments. The control trajectory when the
leader has a higher value of L is plotted in the figure 3.13.

Interestingly, with a difference in L; and L, the shape of investment trajectory of
the leader is now convex. It is asserted that when the leader faces a high obsolescence

effect the investments are increased at a faster rate to ensure an increasing state
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Figure 3.13: Control trajectory when parameter L of the follower is higher

trajectory. However, as opposed to parameter a and K such an increased control
trajectory doesn’t translate into higher quality. Infact, in this situation, the leader
has lower product quality inspite of higher investments. It can be conjectured that a
high decay effect puts the leader into a disadvantageous position. In such a situation,
under equilibrium control the leader always loses the competitive game. The plot of

the evolution of state trajectory is shown in figure 3.14.
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Figure 3.14: State trajectory when parameter L of the leader is higher

Spillover factor M,

As was stated earlier, M, characterizes the amount of spillover from the leader
to the follower. In this section the impact of reduction of the spillover factor M is
considered. Evidently in this case the leader would be less worried about the amount

of advantage the follower obtains from the leader’s own investments. The plot of the
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innovation investments with a reduced M, is provided in figure 3.15.
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Figure 3.15: Control trajectory when parameter M, is reduced

As can be noted, if the spillover effect is low, the leader pursues investments
more aggressively. Under such circumstances, the control trajectory of the leader is
also convexly increasing and is only marginally lower than that of the follower. The

impact of such investments on the state trajectory is presented in figure 3.16.
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Figure 3.16: State trajectory when parameter M, is reduced

It can be noted, in such a situation, the quality of follower is higher than that
of the leader and both obtain a convex increasing state trajectory. It can be argued
that unlike o, K and L, a different value of M, doesn’t correspond to any advan-
tage related to resources, core competence or dynamic capabilities. This is purely
an exogenously defined variable based on technology and industry types. Under a
changed circumstances with respect to M, the leader doesn’t really gain much in the

competitive game. As can be observed from the plots, the results infact point to the
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follower winning the game due to much higher levels of quality and only marginally
higher levels of investments.

It is interesting to note that there is apparently a paradox in trying to assess,
both empirically and theoretically, the impact of competitive pressure on innovation
and growth. On one hand, according to the tradition originating in Schumpeter
(1942) the prospective reward provided by monopoly rent to a successful innovator

is required to stimulate sufficient R&D investment and technological progress. On

the other hand, the incentives to innovate are weaker for an incumbent monopolist
than for a firm in a competitive industry (Arrow, 1962). When competition is intense
in the product market, innovation may even be seen as the only way for a firm to

survive. In a neo-Schumpeterian models of endogenous growth (Sergerstrom et al.

1990; Grossman and Helpman, 1991; Aghion and Howitt, 1992), innovation allows a
firm in an industry to take the lead and gain profit. But the monopoly rent enjoyed
by the winner is only temporary, and a new innovator, capitalizing on accumulated
knowledge, is always able to “leapfrog” the leader unless the leader is endowed with
advantages of firm asymmetries. In recent research literature, Aghion, Harris and
Vickers (1997), and Aghion, Harris, Howitt and Vickers (2001), supposing a duopoly
in each sector, both at the research and production levels, have introduced what they
call “step-by-step innovation,” according to which technological progress allows a firm
to take the lead, but with the lagging firm remaining active and eventually capable
of catching up. This model has been extended by Encaoua and Ulph (2000), allowing
for the possibility that the lagging firm leapfrogs the leader, without driving it out of
the market. The results in this essay support such a conjecture.
In this essay a simplified approach is adopted to consider spillover effects. Griliches(1979)

lays out the conceptual framework and provides an early discussion of the importance
of spillover effects of R&D. Later in 1992, Griliches reviewed the recent empirical evi-

dence on spillovers, and tentatively concluded that spillover effects may be substantial.

66



The conventional approach used in innovation and R&D research viewed the process
as one with constant returns, competitive output and factor markets and no exter-
nalities. However, such a framework doesn’t offer a full explanation of productivity
growth. For a better understanding it therefore becomes very important to consider
increasing returns to scale, R&D spillovers and other externalities and disequilibria.
This essay is an attempt to consider some of these essential features of innovation
based competition.

Notwithstanding the nature of R&D process, however, two additional factors
play an important role in setting a lower limit to the size of those firms engaged in
developing and marketing new products. The first factor relates to the “unit project
size” associated with the development and sales of a new product. For example,
in the case of a new pharmaceutical drug, it is estimated to be of the order of 150
million dollars in 1990. This amounts to 0.1 percent of global sales revenue, which
is equivalent to about 3 percent of the annual sales revenue of the industry’s largest
firms, and so it might seem at first glance to constitute a fairly modest entry fee. The
second problem the small innovator faces relates to the size of the marketing effort
required to support a new product launch. These factors should be considered to

enrich our understanding of the competitive dynamics.



Chapter 4

Piecewise Deterministic
Differential Game Between Two

Collaborating Firms
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4.1 Introduction

The study of innovation based competition has often considered aspects related
to patent race and incremental product-process innovation to achieve distinctive ad-
vantage. However recently innovation based competition has has become an aspect
of buyer-supplier relationships. There are many instances in manufacturing where
we find situations of lock-ins created by innovative suppliers. For example, in the
computer industry Intel and Microsoft as suppliers of microprocessor and operat-
ing system respectively to desktop manufacturers like IBM and Dell illustrate such
innovation-based lock-ins. Indeed, there exists an evolving power structure in a supply
chain driven by innovation competence of its members.

Cox et al.(2002) note that despite the undoubted significance of resource depen-
dence perspective in disciplines such as political science, social psychology, sociology
and economics, it has played relatively minor role thus far in supply chain manage-
ment literature dealing with relationships between suppliers and buyers. The relative
paucity of literature dealing with power in supply chain relationships might be partly
attributed to a focus by academics and practitioners on concepts such as lean sup-
ply, which requires that firms be open, trusting and collaborative in their dealings
with suppliers. While such notions might have appeal under certain circumstances it
can be argued that other considerations such as the desirability of avoiding supplier
lock-ins might induce technology and innovation based competition in buyer-supplier
relationships.

Collaborative supply chain management is an active area of current research.
The research theme ranges from operational coordination, for example, collaborative
planning, forecasting and replenishment, to strategic aspects, for example, contracts
and governance mechanism designs. In this essay, it is argued that collaborative sup-
ply chain management covers a broad spectrum of issues in which, aspects regarding

cooperation and operational excellence fall on one end, and innovation-based “intra-
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supply chain competition” at the other end. Specifically, the competitive behavioral
aspects associated with collaborative supply chains are investigated by examining the
relative motivation for supply chain partners to invest in innovation. The theoreti-
cal analysis provides insights into evolution of power structure in supply chain as an
outcome of inter-organization dialectics (Zeitz 1980).

This essay focuses on innovation-based buyer-supplier competition. A business
context is considered in which, at any given point in time of the relationship, both the
buyer and the supplier could be pursuing innovation simultaneously. It is recognized
that the primary motivation for such investments in innovation by members of the
supply chain is to increase their differential or relative channel power in the supply
chain. Also in a situation where the buyer is locked-in by a supplier, the buyer may
actively pursue the creation of a substitute technology by investing in innovation. The
primary motivation for the buyer in this case would be to eliminate the technology
lock-in and become independent.

The problem scenario considered in this research is one in which the supplier
provides a product component to the buyer and it is assumed that the buyer is totally
dependent on the supplier for developing the final product representing a situation of
technology lock-in. The induced buyer-supplier competition is one in which the buyer
actively pursues development of substitute technology to eliminate dependence on the
supplier. A differential game formulation is used to examine the competition between
the buyer and the supplier. Investigation of this type of buyer-supplier competition
would lead to a better understanding of the dynamics of collaboration among supply
chain partners.

An interesting aspect of the problem is the fact that the supplier must take
into account the inherent incentives for the buyer to develop a “backstop” technol-
ogy, which can be substituted for the supplied component. The supplier with the

knowledge of this intent of the buyer acts such that the profits are maximized before



the ‘invention’ of substitute technology by the buyer. The time when such innova-
tion materializes is uncertain, but can be affected by R&D efforts. The competitive
framework between the buyer and the supplier is presented in figure 4.1.

It can be observed in the framework that the buyer-supplier collaborative rela-
tionship is based on the notion of symbiosis. The reason why a buyer collaborates
with a supplier is that the supplier’s innovation capabilities enable the buyer to sell
its products. This in turn results in an increased market share of the buyer and the
supplier firm. However along with this synergetic inter-relationship, another form of
relationship also evolves. This is represented in terms of the channel power. Sup-
plier’s innovation capability leads to an increase in supplier’s relative channel power.
This channel power of the supplier may be exploited by choosing (monopolistic) price
and production quantities. In this situation locking in the buyer benefits the supplier
and the buyer now faces a competitive situation within the supply chain. One of the
means by which the buyer counters supplier’s growth in channel power is by investing
in innovation. As an example, Dell counters the lock-in created by innovative col-
laborating partners like Intel by investing in process innovation. With this process
innovation the buyer can influence its own channel power. Yet another approach for
the buyer is to invest in substitute technologies. A successful development of sub-
stitute technology would enable the buyer to set itself free from the lock-in created
by the supplier. This new technology can now be used to improve its own market
position.

The formulation is adapted from the research literature in exhaustible resources.
Specifically the model formulation in this essay is similar to that in Harris and Vick-
ers (1995), who analyze a dynamic game between a resource-exporting country and
an importing country that is seeking to invent a substitute technology. The authors
investigate the central question in the economics of exhaustible resources concerning

incentives for the discovery of reproducible “backstop” technologies to substitute for
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finite natural resources that are being depleted. They assert that resource producers
must take account of the possible invention of backstop technologies in deciding their
extraction policies. Importing countries are motivated to discover backstop technolo-
gies not only to overcome the problem that resource stocks are finite, but also to
reduce dependence upon resource producers, who often enjoy considerable degree of
monopoly power over them.

The context of buyer-supplier competition that is considered in this essay is
similar to the problem considered in Harris and Vickers (1995). In a supply chain
environment, the supplier who is presently a monopoly supplier of components must
take into account the possible creation of substitute technology on the part of the
buyer in deciding on his pricing and production policies. By actively investing in
innovation and consequently being successful in creating a substitute product, the
buyer can come out of the lock-in created by a monopoly supplier.

The organization of this essay is as follows. Review of related literature is pro-
vided in the next section. The stochastic differential game model is presented in the
third section. In the fourth section the differential game is analyzed and the Markov-
perfect Nash equilibrium results are presented. Finally, the fifth section provides a

discussion of the results. The proofs of theorems are provided in Appendix C.

4.2 Literature Review

Many recent research papers examine product development and supply chain
management adopting an integrated approach. These research papers fall under two
broad categories. One line of research investigates the design of physical supply chain
for successful new product development. For example, Fisher (1997) argues that the
optimal supply chain for innovative products is different from that of non-innovative

products, because of the relative magnitude of direct production costs and the costs
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of a mismatch between supply and demand. Product design has also been found
to contribute to leaner supply chains by postponing the point of differentiation in
the order-fulfillment process (Lee 1996 , Lee and Tang 1997 ). Novak and Eppinger
(2001) argue that complexity in product design and vertical integration of production
are complements; that in-house production is more attractive when product complex-
ity is high, as firms seek to capture the benefits of their investments in the skills needed
to coordinate development of complex designs.

The other stream of research investigates strategic issues related to collaboration
in a supply chain. It examines the evolution of relationship between collaborating
firms while taking cognizance of the issues of power and lock-ins. The key issues
involved with the innovation investment decisions of collaborating firms are explained
in terms of transaction cost economics (Williamson, 1979) , property rights approach
(Grossman and Hart, 1986 ), channel power and lock-ins (Cox et al. 2002 ).

Much of the work since 1970s has been grounded in transaction cost economics
and in the concept of asset specificity. Asset specificity refers to the relative lack of
transferability of assets intended for use in a given transaction to other users. Highly
specific assets represent sunk costs that have relatively little value beyond their use
in the context of specific transaction. High asset specificity requires strong contracts
or internalization to combat threat of opportunism. The central element of this
theory is that asset specificity gives rise to vertical integration because of the threat
of opportunistic behavior on the part of at least one of a pair of interdependent firms
(Williamson 1985) . In this paper asset specificity is captured by considering a one to
one correspondence for supplier’s component and the final product produced by the
buyer. The model considers a case where the supplier and buyer are interdependent
on each other and do not have any alternative firm to supply to or source to buy
from.

Research on interorganizational relationships has attempted to identify fixed an-
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tecedents to cooperative relationships. For example, Aiken and Hage (1968) identify
some of the internal organizational characteristics that lead to cooperation. Re-
searchers have argued that resource dependency and uncertainty will affect both
levels and types of collaboration (Pfeffer and Salancik 1978 ; Williamson 1975 ).
Theoretical investigations have considered aspects of political economy (Berg and
Zald, 1978 ) and institutional environments (Contractor and Lorange, 1988 ; Hall
et al. 1977 ) as determinants of cooperation. Interactive theorists suggest that co-
operation springs from the development of commitment between collaborating firms
whereby firms come to care about their partners and cooperate out of altruism rather
than specific exogenous requirements (Cook, 1977 ; Deutsch, 1962 ; Macneil, 1978 ).

In contrast to the above research themes, essays 3 and 4 investigate the formation
of relationship as an outcome of an inherently competitive process. Firms enter
into a relationship for gaining the advantage of partnership while at the same time
managing the power dynamics in the channel. The research, commonly referred
to as interorganizational dialectics, comes closest to this conceptualization of supply
chain relationships. Within this theme, researchers have examined interorganizational
cooperation arising in the context of a specific relationship and unfolding through an
ongoing interaction. (Levinthal and Fichman, 1988 ; Van de Van and Walker, 1984 ;
Zeitz, 1980 ; Heide and Miner, 1992 ).

A review of product development literature reveals that the new vision of prod-
uct development is that of a highly disaggregated process. Products are becoming
increasingly complex and it requires the collaboration of many firms to bring them
to market (Eppinger et al. 1994 ; Eppinger, 1998 ; Ulrich, 2001 ). The literature
on make-buy decisions and on vertical integration combines the inherent strategic
inter-organizational issues with product development issues (Mahoney 1992 ; Armour
and Teece, 1980 ; Fine and Whitney, 1996 ; Langlois and Robertson, 1989 ; Masten,

1984 ). Essays 3 and 4 consider such an integrated perspective on product develop-
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ment and examine some of the inherent strategic issues associated with it. In such
an environment core competence and dynamic capabilities of a firm are of paramount
importance. In a joint product development, the level of product-process innovation
attained by each collaborating partner is one of the key indicators of core competence
and dynamic capabilities (Wernerfelt, 1984 ; Prahalad and Hamel, 1990 ; Teece,
Pisano and Shuen, 1997 ). Essay 3 and essay 4 focus on the possibility that antici-
pated future interactions may influence the development of sustainable competitive

advantage by each collaborating partner.

4.3 The Model

4.3.1 Differential Game Formulation

The notations and symbols used in the model are as follows:

S: subscript for the supplier firm

B: subscript for the buyer firm

T': Finite time horizon for the strategies

t: An instant of time in the dynamic game setup

up(t): Buyer’s innovation effort (R&D expenditure per unit time)

us(t): Supplier’s production effort (Expenditure in production processes and
resources per unit time)

p(ug): Price/ Inverse demand curve

cs(ug): unit production cost to be incurred by the supplying firm

cp: unit production cost to be incurred by the buying firm (Assumption cg >
cB)

cu(up): Effort cost incurred by the buying firm for achieving the level of inno-
vation that would be a perfect substitute for the supplier S’s innovation

7: random instant of time at which the level of innovation (breakthrough inno-
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vation) is reached

F(t): the probability that the buying firm B is successful in the innovation
project by time ¢, that is Pr(t <t) = F(?)

ko;: a function representing the switching rate

z(t): state dynamics represented by remaining demand for the product

Denote the supplier firm by S and the buyer firm by B. The context of buyer-supplier
relationship that is based on innovation and quality parameters can be considered
in the broad rubric of resource-based view of a firm. Specifically, the vendor S is
providing a resource in the form of innovation capabilities to the buyer firm B. There
is a fixed known demand for the product. A one to one correspondence is considered
such that for every product sold by the buyer to the final consumer, one component
is required from the supplier. The supplier is assumed to be a monopolist and the
buyer faces perfect competition in the final consumer market.

It is asserted that a one to one correspondence assumption helps in the analysis in
two distinct ways. First, this allows explicit examination of dependence between the
two collaborating partners and the evolution of power structure based on innovation.
Second, this lends analytical simplification for solving the problem. The supplier S
is a monopoly producer of a product component for which the cost of production is
cs(us) > 0 per unit. Supplier S’s rate of production is a function of production effort
ug and is assumed to be yus. For analytical simplicity 7y is assumed to be equal to
1. The rate of production is defined as, ug : (0,00) — [0, us]. The remaining market
demand (measured as a percent of initial demand o ) is the state variable for the
problem. In the context of the model specification and the underlying assumptions,
the remaining demand z is identical for the buyer and the supplier. This remaining
demand z, is assumed to be a function of the supplier’s production rate and the rate

of change of remaining demand is,
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e e e s

#(t) = —yus(z(t)) = —us(z(t));  =(0) =zo

As production rate increases, the remaining market demand falls more rapidly.
The price function of the buyer firm B, p(us) is a function of the production rate
of the supplier. Buyer invests to create a substitute technology which is assumed
to enable production of the product component at a unit cost cg < cg. In the
event of a successful creation of such a technology there will be no demand for the
supplier’s component. The investment policy in innovation chosen by B is denoted
by up : (0,00) — [0,00). This investment represents buyer’s efforts in R&D and is
a function of the remaining demand z(t). By investing in innovation, buyer gains

knowledge and the time path for the buyer’s level of knowledge k(t) is given by,

k(t) = up(z(t));  Kk(0)=0

The outcome of innovation investments is considered to be uncertain. Therefore, it
is asserted that the R&D investments don’t precisely determine the date of success
of innovation. A natural and convenient way to represent uncertain innovation is to
suppose that the instantaneous probability of the buyer B innovating, conditional
on not having so far done so, is a function of its current R&D effort rate. This
“hazard rate” approach, which derives from an exponential probability distribution,
has been used by numerous authors, e.g. Dasgupta and Stiglitz (1981) , Harris and
Vickers(1995) . The probability that the buyer B has innovated by ¢ is assumed to
take an exponential form, which is independent of the accumulated knowledge level,

k(t).
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15—(1?(7:) — up(a(t)) (4.1)
where, F(t) is the probability that the buyer B is successful in the innovation project
by time ¢, that is Pr(r < t) = F(t).

Let m(us) = [p(us) —cs(us)]yus be supplier’s instantaneous profit function. This
instantaneous profit function acts as the objective functional for the supplier. In the
problem context, the buyer faces perfect competition. The buyer invests in innova-
tion to become independent of the lock-in created by the supplier. Since the buyer
is facing perfect competition, it maximizes consumer surplus. A figure representing
the consumer surplus is provided in figure 4.2. Let the consumer surplus be denoted
as o(us) = [;° p(y)dy — usp(us). After the successful invention of substitute tech-
nology, a new market is created for the buyer’s product. Now, the buyer can gain
discounted profits depending upon the price pg(ug) and the variable cost of produc-
tion cg(ugp). The payoff of the buyer firm B is f; e "[o(us(z(t))) — cv(up(z(t)))]dt+
f:o e "np(up)dt, where cy is buyer’s cost of innovation effort, 7 is the random time
at which innovation occurs, r > 0 is the discount rate, pg is the price that the buyer
can charge for the product once the innovation materializes and 7g(ug) is the profit
earned by the buyer after time 7. It is a function of the price charged and the variable
cost of production . The payoff of the supplier firm S is f; e "n(ugs(z(t)))dt.

The strategies ugs(.) and ug(.) constitute an equilibrium if and only if, for all
xo > 0, taking up(.) as given, the production effort ug(.) maximizes supplier’s payoff
among all remaining strategies; and similarly, taking ugs(.) as given, the innovation
effort ug(.) maximizes buyer’s payoff among all possible strategies. The following
assumptions are considered for the inverse demand function, the profit function and

the cost of effort function.

(i) The inverse demand function p(ug) is twice continuously differentiable on [0, us];
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P < 0 on this interval; p(0) > cs > 0; and p(us) = 0. This assumption
signifies that there is a finite price p(0) to sustain a profitable production, the
inverse demand function is downward sloping, and that the total demand for
the supplier’s output at any given time is bounded by the maximum possible

production rate ug.

(ii) The profit function 7(ug) is strictly concave on [0, us]: 7’ < 0, which is equiv-

alent to 2p’ + p"ug < 0.

(iii) The cost of production effort cs(us) is continuously differentiable on [0, us);
cs(0) = 0 on [0,us); and cg(y) is a constant. The cost of innovation effort
cy(up) is twice continuously differentiable on [0, 00); cy(0) = ¢;(0) = 0;¢f; > 0
on [0,00); and ¢j;(y) — oo as y — oo. This assumption suggest that costs
increase and are strictly convex in effort. It also suggests that zero R&D effort
is sub optimal and for the strategy up we can confine our interest to interior

solutions.

In this market setting, it is assumed that the product enjoys a very large fixed
demand. Furthermore, whatever is produced by the supplier gets sold and hence the
production rate of the supplier equals the quantity demanded per unit time in the
market. The inverse demand function or in other words the price charged by the
supplier is conceptualized as a linear decreasing function of units produced per unit

time.

p(ug(z(t))) = a — byus(t) = a — bug(t); a > cg >0, b> 0 are constants (4.2)

The variable cost of production is assumed to be linear and increasing function

of production effort ug.

cs = ¢ fus); ¢, > 0 is a proportionality constant (4.3)



The cost of effort function for the buyer is assumed to be strictly convex and

increasing in innovation effort ug.
cv = colup)’; ¢y > 0 is a proportionality constant (4.4)

Note that this problem has the same state dynamics for the buyer and the sup-
plier. The objective functional of supplier S is the expected profit till the random

instant of time 7,

I5(@) = Buggy [ € olus(@(8)) ~ es(us)lyus(a(t)es
= By [ o= bus(e0) - cusc@use@)de (09

Note that the supplier S receives zero profit for ¢ > 7 (since demand vanishes). The

objective functional of firm B is the expected gain from innovation efforts, given by,

IP(@yum) = By | € lotus(a(t) - colun(@(O)lit + [ e malus)
~trg(up)dt

= Euygy / e o(us(@(t) - eaua(al))dt + [ (4.6)

T

where,

us (2(t))

us(z(t))
o(us(z(t))) = /0 p(y)dy—us(z(t))p(us) = / [a—byldy—us(z(t))[a—bus(z(t))]
0
(4.7)
is the surplus gained by the customers if the buyer firm B is able to accomplish the

required innovation level.
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The problem formulation for the supplier is:

J5(z) = Eup() /O ' e [p(us(z(t))) — cs(us)lus(z(t))dt

~ By e — bus(z(t)) — crus(e(t)fus(z(®))dt

subject to

#(t) = —ug(z(®));  2(0) = 2o (4.8)

The problem formulation for the buyer is,

JB(z,up) = Eug) /OT e "o (us(z(t))) — cu(up(z(t))]dt + /00 e "rp(ug)dt

= Bup( /0 e o(us(a(t))) - caun(e(®)dt + / e "np(up)dt

r

subject to,

£(t) = —us(z(t));  z(0) = o (4.9)

The differential game defined by (4.8) and (4.9) belongs to the class of piecewise
deterministic games. The game has two modes only: mode 0 is active before firm B
has made the innovation and mode 1 becomes active if firm B succeeds in making the
substitute technology. Thus, there can be at most one switch of mode. The switching
time is the random variable 7 and the probability distribution of 7 is F', as given in

equation (4.1).

4.4 Analysis of the model

The variables are written without the arguments for notational convenience. For
example, ug(z(t)) = us. In the game specified in equation (4.8) and equation (4.9),
the nature of stationary Markov perfect Nash equilibrium conditions for the supplier

and buyer are analyzed. Supplier S’s stationary Markovian strategy for production

81



effort Us(h, z) is a mapping Us : M x (0, 00) +— [0, us], where M = 0,1 is the set of
modes. Buyer B’s stationary Markovian R&D effort strategy Ug(h, z) is a mapping
Ug : M x (0,00) + [0,00). The solution approach in Harris and Vickers (1995) is
adopted and is presented below.

Let the value functions of the supplier and buyer be defined as VS(h,s) and
VB(h, s) respectively for h € M = {0,1} and = € (0,1). As required from the def-
inition and theorem pertaining to piecewise deterministic differential game provided
in Appendix C, these value functions are assumed to be bounded and continuously

differentiable and for all z € [0, 1] they satisfy the HJB equations,

rV3(0,z) = max{ﬁ(us) —usV>(0, 1)

+ Ug(0,2)[V5(1, ) — V5(0, a:)]lus e [0, UTS]} (4.10)

rV3(1,z) =0 (4.11)

rVE(0,z) = ma:z:{a(Ug(O, r) — cy(up) — Us(0,z)VEZ(0, z)

+ug[VE(1,z) — VE(0, a:)]'ug € [0, oo]} (4.12)

rVE(1, 1) = mp(up) (4.13)

Equations (4.11) and (4.13) present the value functions for the supplier and
the buyer once the system switches to mode 1. As reasoned earlier, the supplier’s
profit stream becomes zero after the switch as there will be no demand for supplier’s
product component. On the other hand, in the event of being successful in making
the innovation, the buyer earns the present value of the constant stream of consumer
surplus over an infinite interval of time. Additionally, irrespective of the system mode,
it can be observed that the supplier’s profit will become zero if there is no remaining

demand. In the absence of any production by the supplier, it is assumed that the



buyer gets a constant expected payoff V2, which is the optimal value of a one player
stochastic control problem with buyer B as the decision maker. Hence, the value

functions are subjected to two constraints,

V5(h,0)=0 V heM

VE(0,0)=VE (4.14)

The maximizing sets of ug € [0,us] and up € [0,00), that maximize the re-
spective value functions of the supplier and the buyer in equation (4.10) and (4.12)
are denoted as ®°(x) and ®Z(z) respectively. If Us(0,z) € ®5(x) and Up(0,1) €
®B(z) for all z € [0,1], and provided that the value functions can be found that
satisfy HJB equations, then from the theorem in Appendix C, the strategy pair
(Us(h,x),Ug(h,x)) is a stationary Markov perfect Nash equilibrium. To determine

the value functions, the equations (4.10) and (4.12) can be rewritten as,

rV5(0,z) = G5(V5(0,z)) — Up(0,2)V>(0, x) (4.15)

rVB3(0,z) = o(Us(0,z)) — Us(0,z)VE(0,z) + GE[VE — VE(0, )] (4.16)

where,

G5(2) = maz{n(us) — usz|0 < ug < us}; GB(2) = mar{zup — cy(up)|0 < ug}

Us(0, z) = argmax{m(ug) — usV,>(0,z)|0 < us < ug} (4.17)
Ug(0, z) = argmax{[VB — VZ(0, z)jup — cy(up)|0 < up} (4.18)

Solution of the system of autonomous nonlinear differential equations (4.15) -

(4.18) leads to the determination of the two value functions. Substituting the expres-
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sions for the demand function and the cost of effort function from equations (4.2) and

equation (4.4) respectively,

G5(2) = maz{[a — bus — cuslus — usz|0 < ug < ug} (4.19)

GB(z) = maz{zup — co[up]?|0 < up} (4.20)

Us(0, 7) = argmax{[a — bus — cyuslus — usV;>(0,2)|0 < us < ug} (4.21)

Us(0, ) = argmax{[VB — VB(0, z)]up — c;[us]?|0 < up} (4.22)
where,
ve = 1205 (r”B) (4.23)

4.4.1 Equilibrium Results

Theorem 1 IfV5* and VB* denote the positive equilibrium value of the supplier and
buyer firm, then,
2
VS = : \/_0_2 (4.24)
\/2{8r(b+ c1)2(VE + rey) — a?b}

/@ /8r(b+ c)*(VE +rey) — ab

VB* = 2¢or + VB — 4.25
CoT \/é(b—l— 61) ( )

constitute the equilibrium pair.

Theorem 2 If Ui and Ug denote the positive equilibrium control functions of the

supplier and buyer firm, then,

* _a- V;S(O? :L’) _ a
Us(0,z) = 2(b+c)  2(b+c) (4.26)
Us(0,2) = VB — VB(0, 1) _ \/Sr(b +c1)2(VB +reg) — a?b . (427)

2¢o 2\/§(b -+ Cl)\/c—z



Theorem 3 At equilibrium the remaining demand at time t can be expressed as:

at

z(t) = zo

where z(0) = o is the initial remaining market demand.

4.5 Discussion

Observation 1 At equilibrium the supplier chooses a monopoly production rate.

The observation can be explained by exploring the monopoly production rate of the

supplier in the given setting. The monopoly profit of the supplier 7, is
m = maz{n(ug)|us € [0,us]} = maz{[a — bug — c1[us]]uslus € [0, ds]}
The corresponding production effort required to attain a monopoly profit is therefore,
Usm = argmaz{m(ug)|us € [0,us]} = argmaz{[a — bus — c1[us]us|us € [0, us]}

Taking the first order condition leads to the monopoly production rate given by:

a

Usm = 2(b+C]_)

The supplier is assumed to be a monopoly. In the given setup the supplier employs
monopoly production rate to gain as much of monopoly profits as possible before
being locked out of the market. An illustration of such a monopoly production is
provided in figure 4.3. At equilibrium the supplier exercises monopoly power and
allows the buyer to pursue creation of substitute technology. The supplier sets the
monopoly production rate at the start of the game and it remains time invariant for

the entire planning horizon. Next, the observation regarding innovation effort of the
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buyer is presented.

Observation 2 (i) The innovation effort of the buyer increases with the potential
value of time discounted profit VB that the buyer can receive in the event of successful
creation of substitute technology.

(1) The monopoly production rate of the supplier exerts a negative effect on buyer’s

innovation rate.

The observation stated in 2(i) is intuitive and can be observed from the expression
for buyer’s equilibrium control given in equation (70). The motivation for the supplier
to invest in substitute technology would indeed be dependent on the discounted profits
that the buyer can obtain in case the innovation is successful. It can be noted that
the time of successful ‘invention’ is uncertain but it can be influenced by buyer’s
innovation efforts. This is expressed in equation (4.1). For observation 2(ii) the
expression for equilibrium innovation rate by the buyer Uy is revisited. With some
algebraic manipulations the equilibrium innovation rate of the buyer can be expressed

as:

7B *\2
UL = \/ Vitre U | (4.29)

Co 2¢o

From the above expression it can be noted that the supplier’s monopoly production
rate exerts a negative effect on the buyer’s innovation efforts. Observation 1 and 2
characterize the nature of equilibrium control of the buyer and the supplier. Indeed,
in the given setting there exists no motivation for the two players to collaborate and
each acts in its best interests. The supplier makes full use of the monopoly power
and the buyer continues investments in innovation to create substitute technology.

However, as asserted by Schelling (1980) pp.4, if we confine our study to the the-
ory of strategy, we seriously restrict ourselves by the assumption of rational behavior.
It is important to note that the result obtained doesn’t necessarily suggest “intelli-

gent” behavior but the equilibrium results are suggestive of a behavior motivated by
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a conscious calculation of advantages, a calculation that in turn is based on explicit
and internally consistent value systems. Still, the assumption of rational behavior is
a productive one as it gives us a grip on the subject. In the problem context the
availability of equilibrium solution based on the assumption of rationality permits us
to identify our own analytical processes with those of the hypothetical participants in
a conflict. By further investigation of certain kind of consistency in the behavior of
our hypothetical participants, we can examine alternate courses of behavior according
to whether or not they meet those standards of consistency.

The equilibrium control of the buyer and the supplier presents a dilemma in
achieving a long-term collaborative supply chain partnership. The solution for this
dilemma for both firms is to create close ties with one another so as to minimize
the risk of opportunism. These ties should deter the supplier from using monopoly
power and the buyer from investing in substitute technology. The solution is to build
credible commitments into the relationship. The next observation presents insights

for building such credible commitments.

Observation 3 At equilibrium if the supplier’s production rate is such that U] =

\/ %[f‘;f—:cz — 12| then the buyer sets its innovation effort to zero.

Analytically, the above expression can be obtained by setting Ug = 0 in equation

(4.29) and some algebraic manipulations. Note, that in equation (4.29) we require

VB.ire, > (U§)2b
2

o > — to ensure a real value of the expression. Moreover, it is also intuitive

to note that the only way supplier can make the buyer set its innovation efforts to
zero is by increasing production rate. It can be observed from figure 3 that with a
downward sloping demand curve, the price charged by the supplier decreases with
an increase in its production. The inverse demand curve (price) of the supplier’s
product component is (a — bug). The monopoly price charged by the supplier is

therefore p* = a — b[g(bi—q)]. With the changed production rate, the price becomes
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ﬁ=a—b[\/%[%+02—r2]].

The observation suggests that there is a price bandwidth that the supplier can
credibly commit to the buyer and achieve a long-term partnership. It can be reason-
ably asserted that based on the cost structures there is a p below which the supplier
makes losses. Theoretically, at this price marginal cost equals average revenue. There-
fore the price range that a supplier can charge and achieve a long-term relationship
with the buyer can be given as p < p < p. With this price range the supplier can
create a disincentive for the buyer to invest in substitute technology. In the problem
context considered in this paper, the motivation for the supplier to adopt such a
policy depends on two considerations. First, the price should be atleast high enough
to cover marginal costs. Second, if the supplier wishes to remove uncertainty in the
relationship and intends to be the preferred partner for the entire planning horizon,
the supplier will adopt this policy. Particularly the second consideration depends on
the profits that can be earned for the time period [0, 7] using a monopoly pricing with
the profits that can be earned for the entire planning horizon [0, c0) by judiciously
choosing a price from the given range. The choice of price from the given range would
be such that the supplier starts with a price p = p and gradually reduces it over time
till it reaches p.

It is important to note that in the problem context, time 7 is not determinis-
tic and is characterized by the hazard rate. The time instant 7 could approach oo
or alternately it could be very close to 0, depending on the outcome of innovation
investments by the buyer. The pricing scheme obtained from this analysis provides
implications for the supplier to create conditions for trust-based governance. The
formation of buyer-supplier trust emanates from certain proactive measures taken by
the collaborating partners as a part of their contract. Cox et al.(2002), pp.14 suggest
some other aspects for forming long-term relationships. To avoid potential conflict

between a buyer and a supplier due to relative difference in innovation competence,
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one approach is to have either the buyer or the supplier make dedicated investments.
The other partner could protect its interest by posting a bond that it would forfeit if
the partner investing in innovation acts opportunistically. The authors asserts, “This
bond, which is known in transaction cost parlance as a hostage, would be used to
create a condition of bilateral dependency (more commonly referred to as interde-
pendency).” Yet another approach to create conditions for interdependency is that
both the collaborating partners invest in innovation. Such joint innovation activity
strengthens the bond between collaborating firms and enables long-term relationship
formation.

From the supplier’s perspective an ideal contract is one that is large, relatively
simple, and therefore cheap to service and that is likely to result in repeat business.
The utility that a supplier attaches to a particular exchange relationship is typically
highest in those instances that involve a key contract in a key segment. Along with
the relative utility derived from the buyer’s business, the supplier also considers the
aspect of substitutability of buyer’s business. Specifically, the supplier considers the
likelihood that it will be able to replace the buyer’s business with an exchange of
equivalent utility, if it loses the business. The answer depends on the market structure
in which the supplier sells and on its competitive position relative to other suppliers.
A higher frequency of transactions offers the supplier stability and certainty. From
the buyer’s perspective, creating conditions for repeat business allows the supplier
to cover fixed and semi-fixed costs and justifies supplier’s investments in speculative
investments.

The specific scenario considered in this essay is an instance of complex bargaining
situation that prevails between the buyer and the supplier. Williamson (1987) pp.27-
37, provide a detailed explanation of evolution of such situations in terms of market
failures. This explanation is presented here for enhancing understanding of the un-

derlying dynamics. The market failures referred here are only failures in the limited



sense that they involve transaction costs that can be attenuated by substituting in-
ternal organization for market exchange. According to Williamson, the argument
proceeds in five stages. The first three stages are concerned with characterizing a
successively more complex bargaining environment in which small numbers relations
obtain. The last two deals with the special structural advantages which, either nat-
urally, or because of prevailing institutional rules, the firm enjoys in relation to the
market. The first three stages are specifically of interest in the context of this essay
and are explanined next.

In an industry that produces a multicomponent product, some of these compo-
nents can be assumed to be specialized (industry specific), and that among these there
are components for which the economies of scale in production are large in relation
to the market. In such a situation, the market will support only a few efficient-sized
producers for certain components. A monopolistic excess price over cost under mar-
ket procurement is commonly anticipated in these circumstances. This is the specific
context of this essay as well. However, Demsetz(1968) also noted that this need not
be the case of there are large numbers of suppliers willing and able to bid at the ini-
tial contract award stage. According to Williamson, if we assume that large numbers
bidding is not feasible, then the postulated condition afford an apparent incentive for
assemblers (buyers) to integrate backward or suppliers to integrate forward.

One case that could exist in such a situation is that of bilateral monopoly. Bi-
lateral monopoly requires that both price and quantity be negotiated. Both parties
stand to benefit, naturally, by operating on rather than off the contract curve - which
here corresponds to the joint profit-maximizing quantity (Fellner, 1947). This, how-
ever, just establishes the quantities to be exchanged. The price and other terms of
exchange still need to be determined. Any price consistent with non-negative profits
to both parties is feasible. Bargaining can be expected to take place. A potential

adaptation under such circumstances is to internalize the transaction through vertical
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integration; but a once-for-all contract might also be negotiated.

The other case is one in which there is a competitive assembly with monopolistic
supply. This is indeed the case considered in this essay. Such case leads to a more
complicated stage of market failure referred to as “strategic misrepresentation risks”
in Williamson (1987). To understand the characteristics of “strategic misrepresenta-
tion risks” stage it is useful to first understand the stage that precedes it and that
succeeds the “static market” stage discussed in the previous paragraph. This stage
is called “contractual incompleteness”. Let us assume that the product is technically
complex and that periodic redesign and/or volume changes are made in response to
changing environmental conditions. Furthermore, the assumption of infeasibility of
large numbers bidding at the initial contract award stage is relaxed. Three alternative
supply arrangements can be considered in the stage of “contractual incompleteness”:
a once-for-all contract, a series of short-term contracts, and vertical integration.

According to Williamson, the dilemma posed by once-for-all contract is that
contingent supply relations ought to be exhaustively stipulated because otherwise
independent parties will interpret contractual ambiguities to their own advantage.
In such situations, the differences can be resolved only by haggling, or ultimately,
litigation. But, exhaustive stipulation is quite costly. “Thus, although, if production
functions were known, appropriate responses to final demand or factor price changes
might be deduced, the very costliness of specifying the functions and securing agree-
ment discourages the effort. The problem is made even more severe where a changing
technology poses product redesign issues. Here it is doubtful that, despite great ef-
fort and expense, contractual efforts reasonably to comprehend the range of possible
outcomes will be successful.” In such cases, short term contracts, which would facil-
itate adaptive, sequential decision making might therefore be preferred. However, if
(a) efficient supply requires investment in special-purpose, long-life equipment or (b)

the winner of the original contract acquires a cost advantage, say by reason of ‘first



mover’ advantages (such as unique location or learning, including the acquisition of
undisclosed or proprietory technical and managerial procedures and task specific labor
skills) it poses problems. With condition (a), optimal investment considerations favor
the award of a long-term contract so as to permit the supplier confidently to amor-
tize the investments. But as was stated earlier, long-term contracts pose adaptive,
sequential decision-making problem. Thus in this instance optimal investment and
optimal sequential adaptation processes are in conflict. The “first mover” advantage
also leads to potential problems. For example, unless the total supply requirements
are stipulated, ‘buying in’ strategies are risky. An aggressive buyer may attempt to
obtain a price at a level of current costs on each successive rounds and this could lead
to haggling. Short-term contracts thus experience what may be serious limitations in
circumstances where nontrivial first-mover advantages obtain.

In consideration, therefore, of the problems that both long and short-term con-
tracts are subject to, vertical integration is one way out. The conflict between efficient
investment and efficient sequential decision making is therefore avoided. It is rele-
vant to note that the technological interdependency condition involving flow process
economies between otherwise separate stages of production is really a special case of
the contractual incompleteness argument. On the one hand, it may be prohibitively
costly, if not infeasible, to specify contractually the full range of contingencies and
stipulate appropriate responses between stages. On the other hand, if the contract is
seriously incomplete in these respects but, once the original negotiations are settled,
the contracting parties are lcoked into a bilateral exchange, the divergent interests
between the parties will predictably lead to individually opportunistic behavior and
joint losses. Williamson suggests, that advantages of vertical integration are not
that technological (flow process) economies are unavailable to non-integrated firm,
but that integration harmonizes interests (or reconciles differences often by fiat) and

permits an efficient (adaptive, sequential) decision process to be utilized.



It can be noted that the “contractual incompleteness” stage develops where there
is an er ante but not necessarily exr post uncertainty. In contrast, the next stage,
“strategic misrepresentation risks,” are serious where there is uncertainty in both
respects. Not only is the future uncertain but it may not be possible, except at
great cost, for an outside agency to establish accurately what has transpired after
the fact. The model considered in this essay presents such a situation. Under such
circumstances, Williamson asserts that the advantages of internalization resides in the
facts that the firm’s ex post access to the relevant data is superior, it attenuates the
incentives to exploit uncertainty opportunistically, and the control machinery that
the firm is able to activate is more selective. In the model where the buyer faces
a competitive market, and the component supplier is a monopoly, the monopolistic
supply prices provide an occasion for vertical coordination. Such integration effort,
however, is dependent on production technology and policing expense. Alternately,
as illustrated in this essay, the monopolistic supply prices also allow exploration of
price conditions that could lead to a long-term relationship between the supply chain

partners.
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5.1 Introduction

This chapter covers the fourth essay of this thesis. This essay characterizes
the power struggle among supply chain partners. It is asserted that when firms are
collaborating to deliver value in the market, the creation of critical asset requires more
than just monopoly ownership of supply of a resource over competitors. A critical
asset can only be truly owned and/or controlled effectively to leverage value if there is
a dominance of one party in an exchange relationship over another. The implication is
that to better understand the rent-earning capability of any supply chain resource, the
relative power attributes of both buyer and supplier must be understood. Specifically
these rents are earnings in excess of the firm’s costs of production that are not eroded
in the long run by new market entrants. In the language of economics, rents persist
in long-run equilibrium while profits tend towards zero (Cox et al., 2002 ).

The purpose of this essay is to provide theoretical framework and insights re-
garding power and competition in a collaborative supply chain setup. The essay
builds on the resource-based school of strategic thinking specifically in the context
of collaboration. Williamson’s(1975, 1985, 1999) transaction cost approach provides
yet another grounding for understanding the fundamental basis on which relationship
between buyer and supplier takes place. With multiple firms constituting a supply
chain, investments by supply chain partners have implications that transcend the
traditional cost minimization or revenue/profit maximization objectives. In today’s
dynamic environment, firms are investing in unpredictable innovations and associated
strategies to gain the first-mover advantage.

Today firms strategically decide to enter a collaborative relationship. In a joint
product development context, many firms outsource the manufacturing process of
components which would be used in the final product. At times, this outsourcing
goes beyond just the manufacturing of a fully specified component to allowing and

expecting the supplier to build resource competence through active innovation. An
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example can be found in the supply chain of cars as provided in Cox et al.(2002). Au-
tomobile production begins with design, which consists of three main elements. The
first element is the concept itself. Thereafter, the design of the vehicle can be usefully
divided into the macro-design (the development of the basic chasis, sub-assembly and
component specification) and the micro-design (the development, to agreed specifica-
tions, of the vehicle’s constituent components). The first two elements of design tend
to be undertaken by the car assembler. In particular, the assembler takes charge of
concept origination. In the face of intense competition, however, the costs associated
with developing new vehicle prototypes have increasingly forced car assemblers to
source the design of sub-assemblies and components (the micro-design) from external
suppliers. The degree to which such outsourcing is undertaken by assemblers varies
between different firms. In the European car industry, some assemblers, notably the
German manufacturers of prestige/executive vehicles, tend to be quite conservative
in their outsourcing strategies. Other companies, like Rover, tend to compete more
on cost than quality, and have been much keener to rid themselves of the burden of
micro-design overheads.

The assemblers who outsource the micro-design to external suppliers have a
motivation to let these suppliers grow larger so that the supply bases can be brought
up to global standards. These larger suppliers would then be required to take full
responsibility for the design of sub-assemblies and for the coordination of the second-
and third-tier component manufacturers that contribute to the product. Today, many
of the big sub-assemblers in Europe for example, Bosch, Lucas-Valeo, Magnetti, ZE
and GKN, are almost as large as some of the car assemblers that they supply (EIU
1997a,b). The strong ma.rket position of these sub-assemblers is further enhanced by
product specialization. No single supplier produces all types of sub-assembly. Bosch,
which is the world’s largest automotive equipment manufacturer, targets its efforts

on starter systems, spark plugs, braking systems, lighting and windscreen wipers.
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Valeo dedicates its efforts towards starter equipment, heating and cooling systems,
clutches and lighting. Tenneco, Bosal and Arvin are Europe’s major suppliers of car
exhaust systems; Delphi, Johnson, Lear, Recaro and Bertrand Daure are the major
manufacturers of seating; and Fichtel Sachs, Valeo, AP and Quentin Hazell are the
principal producers of clutches. The net result of market consolidation is that the
supply of particular sub-assembly systems has become concentrated amongst just a
handful of manufacturers.

In such circumstances, firms enter the crossroads of a very delicate strategic
supply chain relationship. Specifically, a strategy ought to be in place to defend
the ability to appropriate and accumulate value by ensuring that the suppliers of the
resources that the firm chooses not to own are not able to put themselves in a position
to leverage value from the firm. The PC industry provides an excellent example of
power diffusion up the supply chain. In 1981 IBM designed product, process and
supply chain such that it sources the microprocessors from Intel and the operating
system and application software from Microsoft. The outcome was a phenomenally
successful product design but a disastrous supply chain design for IBM. Today, the
power of Intel in the supply chain for PCs is undisputed. The new innovations that
occur in this industry are to a great extent defined by this upstream supplier of
microprocessors. The lesson learnt is to beware of “Intel inside” syndrome (Fine,
1999 ).

Extending this argument to the upstream microprocessor industry also provides
some interesting observations. During 1960s, the practice of second sourcing whereby
innovative firms license production to one or more manufacturers that can act as
a second source of any new product had already developed. It was alleged that
some sole suppliers of semiconductors “exploited” their customer firms once they
had locked in their product designs to that of supplier’s product. This feature of

the industry profoundly affected the evolution of market structure, for it opened



up a new and attractive strategy for second sourced suppliers. A firm would enter
as a second sourcer and learn to produce high volumes efficiently while offering a
leading edge product identical to that of the innovating firm. Once this hurdle was
surmounted, it could use its growing cash flow to support a larger R&D effort with
a view to developing its own next generation products. For example, AMD operated
as a second sourcer in its early years. The company’s president, Jerry Saunder’s
described its strategy as one of “planting cash crops” with a payback period of a few
months and moving to longer-term projects only as cash flows grew (Wilson, Ashton
and Egan 1980, pp.58-9).AMD’s annual R&D budget in the early 1970s stood at 6
million dollars compared to Intel’s 193 million dollars (Dorfman 1987, pp.211). By
1975, however, AMD could launch its own (4-bit) microprocessor (Wilson, Ashton
and Egan 1980, pp.96). By providing a family of compatible devices, AMD achieved
considerable success, and by 1978 half a dozen companies, were now second sourcing
AMD’s product (Sutton 2001).

With increasing formation of collaborative supply chain networks, research re-
garding channel power and lock-in circumstances in a supply chain is of paramount
importance. Cox et al. (2002) highlight the need to undertake rigorous analytical
research in this sphere of supply and value chain networks to augment our under-
standing of power regimes. The results of an analytical research could potentially
provide understanding of the types of countervailing strategy to shift the balance of
power in a supply chain.

This essay analytically examines this issue using a differential games based ap-
proach. A model of competitive dynamics between a supplier and a buyer is pre-
sented using the theory of stochastic processes and differential games. The chapter
analyzes the context of buyer-supplier competition, by adapting and building on
Browne (2000), which is primarily targeted towards investigation of portfolio invest-

ment strategies in finance. In this research, the analysis and theoretical results in
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Browne (2000) are extended to glean insights associated with strategic supply chain
management.

The organization of this essay is as follows. The background literature for this
essay is similar to that provided in essay 3 and is therefore skipped. The next section
presents the model formulation. In the third section, the nature of the game is
detailed. The model is analyzed in the fourth section and the results are presented
in the form of theorems and propositions. Finally, the fifth section discusses the
results. The mathematical preliminaries and proofs for the theorems and propositions

is provided in Appendix D.

5.2 The Model

5.2.1 Differential Game Formulation

The notations and symbols used in the model are as follows:

S: subscript for the supplier firm

B: subscript for the buyer firm

T': Finite time horizon for the strategies

t: An instant of time in the dynamic game setup

I(t): Risky innovation stock

J(t): Risk less “ordinary” stock

u(t): Investment in breakthrough innovation efforts (risky investments)
9(t): Investment in quality, labor and capital (risk-free investments)
W: Wiener process or Brownian motion

(Q, F,{F(t)}, P): Filtered probability space

F(t): P-augmentation of the natural filtration FW (t) := a(W¥ Wg;0 < u < t)
0: risk-adjusted return on investments in innovation

p: Correlation coefficient between the Wiener processes Wg(T') and Wg(T) for
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the buyer’s and supplier’s overall gain processes

r: Rate of return on risk-free investments

o: A function defined on (2

X} Overall gain at time t. It represents a diffusion process controlled by sup-
plier X' and buyer X;?

ZySME = %‘u%, Jointly controlled diffusion process which is a function of the
investment policies ug and up

TasuB = inf{t > 0 : Z;>"? = y}: The first hitting time to the point y under
the specific investment policies ug and ug

v"$¥B(z): expected payoff function under the policy pair (us,up)

p(z) : “price” that a supplier can demand based on her overall wealth accumu-

lation h(z) : a known function for z = a, z = b, with h(b) < oo

Following Myerson (1991) , we assume that the partnership formation game is such
that each firm simultaneously announces the set of firms it wishes to ally with. Upon
entering an alliance firms bargain over profit shares, and they write the results of
the bargaining in a verifiable and enforceable contract. We can then assume that
the compatibility costs are split evenly since bargaining can provide any other split
through a transfer of profits.

The model considers two investment opportunities for the buyer and the supplier
firm: investment in innovation stock I(¢) and investment in risk free “ordinary” stock
J(t). The growth process of innovation stock for the supplier and the buyer firm
is assumed to follow a geometric Brownian motion and I(t) satisfies the stochastic

differential equation for supplier S and buyer B.
dls(t) = psls(t)dt + osIs(t)dWs(t)

dIB(t) = ,UBIB(t)dt + O'BIB(t)dWB(t) (51)
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where u;,7 = B, S are positive constants. The risk-free ordinary stock is assumed to
evolve according to:

dJs(t) = rJs(t)dt
dJg(t) = rJ(t)dt (5.2)

where r > 0. To avoid a trivial solution, we assume u; > r, for ¢ = S, B since if y; < r
then the firms would invest in risk-free investments, which yield higher returns. Let
the parameter 6; denote the risk-adjusted excess return of innovation stock I;(¢) over

the risk-free rate of return, for 2 = S, B. Specifically,

0, =5 """ fori=9,B (5.3)

1

Let us(t) denote supplier’s overall investments in innovation at time ¢ under an in-
vestment policy us = ug(t), t > 0, and similarly, let ug(¢) denote buyer’s investments
in innovation at time ¢ under an investment policy ug = ug(t),t > 0. It is assumed
that both ug(t),t > 0 and up(t),t > 0 are suitable admissible F(t)- adapted control
processes. In other words, us(t) and up(t) are nonanticipative functions that satisfy
fOT us?dt < oo and fOT up?dt < oo for every T < co. The values of ug(t) and up(t)
are restricted to non-negative values.

Let X;*s denote the overall gain of the supplier firm at time ¢, if the firm follows
policy us = wug(t),t > 0 with £(0) = =z,. This overall payoff includes monetary
benefits associated with these investments, for example, increased revenue, profits
and non-monetary benefits, for example, channel power owing to innovation. It is
assumed that the proportion of investment not invested in innovation is put into risk

free investment options. The evolution of the process can thus be obtained from (5.1)



and (5.2) and using the definition in (5.3). The equation can be written as:

dIs(t) dJs(t)
Is(t) Js(?)
= XU [(r + us(t)osbs)dt + us(t)osdWs(t)]

dX;'S = ug(t) X, + X —us(t)] 55

0<us(t) <1Vt (5.4)

Similarly the equation for the buyer can be obtained as follows:

dIp(t) dJs(t)
Ip(¢) JIp(t)
= Xt’UB [(7' + UB(t)O’BeB)dt + UB(t)O'BdWB(t)]

dX;® = up(t)X,”

+ X7 [1 - up(t)]

0<up(t) <1Vt (5.5)

These equations representing supplier’s and buyer’s individually controlled overall
gain processes are similar to the wealth equation first studied by Merton (1971).

In a supply chain environment the investments in innovation by buyer and sup-
plier firm are expected to be correlated. To allow for this requirement, Ws(t) is
considered to be correlated with Wg(t), with the correlation coefficient p , that is,
E(Ws(t), Wg(t)) = pt. In this illustration it can be observed that X;'* is the diffusion
process controlled by supplier and X;'? is the diffusion process controlled by the buyer
firm. The jointly controlled diffusion process can thus be defined as Z,'S'“% := %f,u%,
where, supplier maximizes Z;"*'*# and buyer minimizes Z;'*""? by appropriate invest-

ments. It is a function of the investment policies ug and ug. Applying Ito’s formula

and utilizing the results from (5.4) and (5.5) gives

dZ/*"" = Zy9 P [m(us(t), up(t))dt + us(t)osdWs(t) — up(t)opdWa(t)]  (5.6)
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where the function m(ug(t), ug(t)) is defined as:

m(ug(t), up(t)) = m(us(t), up(t) : os,08,0s,05, p)

= ug(t)osbs — up(t)opdp + up(t)’cs — posopus(t)up(t) (6.7)

The state dynamics of the stochastic differential game is given by equation (5.6). For
the process z(t) in equation (5.6), let 7;/9%8 := inf{t > 0: Z;"® = y} be the first
hitting time to the point y under the specific investment policies ug and ug. For
given number a,b where a < Zy < b, let 7 := min{72s"5, 1,'9“2} denote the first
escape time for the interval (a,b) under the policies us(t) and up(t). The escape
time signifies the point at which either the supplier or the buyer gains channel power
owing to innovation capabilities.

The objective functional under the policies ug(t) and up(t) are defined as:

TUSUB t
) =Ez( / p(Z25*%)exp{ / A(Z25%8)dr}dt +
0 0

+h(ZZ‘S’"B)exp{—‘/O )\(Z,'.‘S’“B)dr}) (5.8)

where A(z) is a given nonnegative function representing the discounting function.
This function represents a risk-adjusted discounting of the pay-off function. For ease
of mathematical analysis we only consider the cases when the discounting function is
a constant A. The function p(z) is the “price” that a supplier can demand based on
her overall wealth accumulation. It is assumed to be a given real bounded continuous
function and h(z) is known function for z = a,z = b, with h(b) < co. The function
allows an investigation of discounted payoff and utility maximization games within
the context of the above problem formulation, as will be explained later. The supplier
would choose a control function ug(t) in order to maximize v(Z;*"*?) while simul-

taneously the buyer would choose a control function ug(t) to minimize v(Z;"“).
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Perfect revelation of choices made by the buyer and the supplier firms is assumed.

For the supplier firm the objective functional and state dynamics are:

TUSB t
YUSB (ZSMB) = max Ez</ p(ZZ‘S’uB)exp{/ X ZpsB)dr}dt +
0 0
¢
+ h(Z;""7 )exp{— / /\(Zi‘s’"g)d’f‘})
0
subject to
dZ/S™"B = Z{S"Bm(ug(t), up(t))dt + us(t)osdWs(t) — up(t)opdWp(t)]  (5.9)

For the buyer, the objective functional and the state dynamics can be written as:

7US BB t
QUS B (Ztus,ug) = min E, (/ p(Z:s’uB)e:l:p{/ A(z:zs,uB)dT}dt +
0 0

t
+h(Z)eap~ [ A(Z;*s"“?)dr})
0
subject to

dZZ"S’uB = ZZ‘S’uB [m('ll,s(t), uB(t))dt + us(t)adeS(t) — uB(t)aBdWB(t)] (510)

5.3 Nature of Games

In this essay, games related to the achievement of relative performance goals and
shortfalls are considered. Specifically, for numbers a, b with the associated condition,
aYp < Xo < bYy, if the performance in terms of the objective of supplier is considered,
upper performance goal b is said to have been reached if X;*s = bY;*2, for some t > 0
and that the lower performance shortfall level a occurs if X;** = aY;"Z, for some

t > 0. In general the supplier wins if performance goal b is reached before performance
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shortfall level a is reached, while the buyer firm wins if the converse happens.

Two classes of games involving investments by supplier and buyer firms are con-
sidered. The first class of game considers the discounted payoff maximization (min-
imization) objectives. In this class, first a stochastic differential game is considered
in which the supplier tries to maximize the expected discounted gain that is achieved
upon outperforming the buyer in innovation capability. The buyer at the same time
tries to minimize this expected discounted gain to be accrued by the supplier. Since
the structure of the differential game is symmetric for both the buyer and the supplier,
a straightforward inference can be made for the case when the buyer is investing in
innovation to minimize the potential loss if the supplier outperforms. In this class of

us
games, the ratio of the two gains processes Z'S™® := Z{— is a sufficient statistic to

Xt
evaluate the investment strategies for the supplier and the buyer firms. This feature
makes the objective functional to be dependent only on the gain process and renders
the game a structure similar to that in Dirichlet problem.

As an alternative formulation, the other game examined in this essay has time-
dependence and is similar in structure to a nonlinear Cauchy problem. It can be
noted that the previous structure of the game allowed only one winner. The results
suggest the optimal strategies to be adopted by supplier and buyer firm such that
both firms try to outperform each other and thereby obtain overall surplus. In light of
this argument, it can be asserted that by making the strategies to be time-dependent,
the relative utility gained by a supplier and buyer can be obtained at any time instant.
In these type of games both buyer and supplier receive utility (or disutility) from the
ratio of the gain processes (i.e., from the relative performance of their respective gains
achieved by investment in innovation stock and in ordinary stock.) where the game is

played for a fixed duration of time . As in the previous class of game, in these games

also the ratio Z;5"“% := %ﬁ% acts as the pertinent state variable.
t
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5.3.1 Class I: Discounted Payoffs

In this game, supplier makes investments in innovation to maximize the expected
discounted gains of reaching the upper goal b, while the buyer firm invests in innova-
tion to minimize the potential gains by the supplier. For this game to have a solution

we require the following condition to hold,
F*(z) = supinf Ez(e"\T:S'uB) = inf sup Ez(e“’\T:S'uB), for z<u (5.11)
ug up up us

Since the objective is to reach the upper goal b, we can set h(b) = 1. This value
models the situation where the supplier attains control of the channel power. This
game has the structure of the nonlinear Dirichlet problem and therefore we can apply
Theorem 1. Specifically, in equation (5.9) and equation (5.10) we can substitute
a known discount factor A(z) = A > 0. The following three cases are considered

regarding the value of p(2):

(a) Case A:p(z)=0
In this case the supplier invests in innovation to maximize the terminal
value of the objective functional by maximizing the gain process at the
terminal time. The buyer on the other hand invests in innovation to min-
imize this terminal value. When the upper goal is reached the function
h(z) takes the value h(b) = 1. This is manifested in the form of lock-ins

and externalities that can be gained by the dominant partner.

(b) Case B: p(z) = p, a constant price
Case A looks at a situation where the investment in innovation is aimed
at maximizing the terminal value of the objective functional. The value of
p(z) was set to zero to make the required analytical simplification to focus

only on the terminal value. In case B, a positive non-zero value of “price”
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.

(c)

p(2) is considered. In this case, the role of “price” in the nature of optimal

control function is evaluated.

Case C: p(z) = a concave increasing function of z

In this case, the evolution of the “price” as a function of z is considered.
The gains are manifested in the value of p which is a function of the joint
gain process z at an instant of time in the game, and also on the terminal

value of the objective functional.

5.3.2 Class II: Utility-based games

In this class of game there is an explicit time dependence of the strategies by

supplier and buyer firms. The objective functional is of the form given in equation

(86), and now the utility derived by the buyer and supplier firm is a function of the

innovation level at an instant of time ¢. For this class of game, the following cases

are investigated.

(a)

(b)

Case A’: B(z) =0, A\(z) =Aand U(z) = 2%, for0<a < 1

In this case, the investments in innovation are aimed towards the terminal
value of the game. In this game it can be noted that the function U(z)
denotes the concave increasing utility a firm attains by investments in
innovation whereas h(z) denotes a function that takes value at z = a
and z = b. A concave increasing utility function is quite widely used to
represent the utility derived by investments in such strategic aspects as,

innovation, quality, and advertising.

Case B”: ((z) = a concave increasing function of z, A(2) = A and U(z) = 22,

for0<axl

In case B’, a positive discounting factor and a concave increasing payoft

function ((z) and utility function U(z) are considered.
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5.4 Analysis of the Model

5.4.1 Discounted Payoffs - Case A

Theorem 1 If the degree of advantage of a supplier over buyer denoted by k satisfies

the conditions,
k<K and k > RT (5.12)

where K~ and K™ are as defined in equation (96), then the value of the discounted

game (5.11) is given by,

z

F*(2) = (-&) for z<u (5.13)

n* is defined in equation (94) and the associated saddle point is given by:

u3(z) = Z—SS-( (G- D~ 1 ) uh(2) = -’1’5( (A= ol - 11>’ (5.14)

(1-p*)(n*)* -1 o\ (1 —p?)(n*)? -

5.4.2 Discounted Payoffs - Case B

Theorem 2 If the degree of advantage of a supplier over buyer denoted by k satisfies

the conditions,

k< K™ and k > kT (5.15)
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where k < K~ and k < KT are as defined in equation (96), then the value of the

discounted game (5.11) is given by,

F*(z)= (u

n* is defined in equation (94) and the associated saddle point is given by:

wrn_Os( (E-1)(1+7")-1 s _Os[(A—pr)(1+9*)—1
ug(z) = os ((l_pz)(1+n+)2_1>’and up(z) = o5 ((1—p2)(1+77+)2—1 )

(5.17)

|

n+
) (1—§)+§for z<u (5.16)

It can be noted that the value of competitively optimal control would accordingly

be higher than that in expression (91).

5.4.3 Discounted Payoffs - Case C

Theorem 3 If the degree of advantage of a supplier over buyer denoted by & satisfies

the conditions,
K< K™ and k> KT (5.18)

where kK < K~ and Kk < Kt are as defined in equation (111), and 0p and p satisfies

the condition 6%p% > 2, then the value of the discounted game (5.11) is given by,
* Z\pt
F*(z)= (a)’7 for z<u (5.19)

n* is defined in equation (109) and the associated saddle point is given by:

s _Os (2~1n* -1 an u*z=0—B (1-pr)nt -1
us(z) = os ((1 _pz)(n_,,)z — 1), d B( ) 0B ((1 _P2)(77+)2 — 1), (520)
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Corollary: If 8%p? is equal to 2, the results are identical to that in case A.
However, more generally the relationship between g, the risk-adjusted return on
investments in innovation for the buyer and p, the correlation coefficient between the
Wiener processes Wg(t) and Wi(t) for the buyer’s and seller’s overall gain processes,
can be written as,

05 > V2 g (5.21)

P

5.4.4 Utility Maximization - Case A’

Theorem 4 If the buyer and supplier are competing in utility mazximization objective
by mazimizing the terminal value with investment in innovation and the discounting

factor is X, then the competitively optimal strategies are given as:

. _Os[(p/k—1)a—1 O ( (1-prla—1
ugy(2) = ;;l ( (1 - pa2 — 1) and up,(z) = <(1 —p?)a? — 1) (5.22)

and the value of the game F*(t, 2) is given by, F(t,z) = e T=92% yhere q(a) is,

(1 — &%) — ol + 5K —2pK)
2[(1 - p?)a? — 1]

q(a) = ab% - A (5.23)

5.4.5 Utility Maximization - Case B’

Theorem 5 If the buyer and supplier are competing in payoff maximization and ter-
minal utility mazimization objectives then the form of competitively optimal strategies

are similar to equation (115).

e (- Ys (p/k—1)o— B, (1—pr)a—1
uSJ(z) - ;§S_( (1 2) 2 _ )0, d uBJ( ) ((1 2)02 1) (524)
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and the value of the game F*(t,2) is given by, F(t,z) = ¥ T2 yhere q(a) is,

o (1 — &%) — a(l+ & — 2pK)

q(a) := aby 1= pP)ar —1] —A+1 (5.25)

5.4.6 Propositions

Proposition 1 The solution to the differential game involving discounted payoffs

yield highest value when,

K> —p+Vp2+1 (5.26)

Proposition 2 In a discounted payoff game, the complementarities and synergies in
the investments in innovation are a function of who among the supplier and buyer

ezerts innovation based channel power.

Proposition 3 In a discounted payoff game, for negatively correlated gain processes,
and for mazimum value of the game (evaluated at lim,+, ), investments in innovation
by supplier firm would be strictly higher in case B than in the case A and case C,
whereas the buyer will not make any investment in innovation in case B but would

make investments lim,+, o up = g% in case A and case C.

Proposition 4 For discounted payoff game, in case B,

(a) If the ratio, % > 1, both supplier and buyer firms would invest higher than in

case A and case C;

(b) If the ratio is such that,0 < &< 3, the buyer would make lesser investments
(would make equal investment to case A and case C if s=1 ) than those made

in case A and case C, and the supplier would make no investments,

(c) If the ratio is such that 3 < 5 < 1, the buyer would make lesser investments than

those made in case A and case C. The supplier would make lower investments
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if the correlation coefficient p = 1 (would make equal investment to case A and

case C if g = 1) and would make higher investments otherwise.

Proposition 5 In a discounted payoff game, investments in case A and case C would

be identical when,

k=—p+/p2+[2A(1 - p2) + 1] (5.27)

In contrast to the discounted payoff maximization game, in utility maximization
games, the competitively optimal controls for the supplier and buyer firm are identical
in case A’ and case B’. Analyzing the competitively optimal control functions for the
supplier and buyer firm by taking lim,..o and lim,,.;, it can be observed that the
resulting expressions are exactly similar to those in the analysis of the discounted
payoff game. Hence, the propositions follow in the case of utility maximization game
as well. The only difference lies in the value of the two games considered in case A’
and case B’. Comparing the value of the games in case A’ and case B’ of the utility

maximization game, it can be observed that,

Fé’aaeB’ (t’ Z) = elFC*'aseA’ (t’ Z) = 2'718Fé'ase,4’ (t’ Z)

EE_"_‘”BM =e=2.718
FéaseA’ (t’ Z)

5.5 Discussion

In this section, the results in the previous section are discussed. From the the-
orems it can be observed that in all the cases pertaining to discounted payoff game
as well as the utility maximization game, the investments made by the supplier and
buyer in innovation are directly proportional to the risk adjusted returns of these

investments. This result is quite intuitive because, if the firms can extract better
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returns from risk-free investments they would indeed do so. Moreover, these invest-
ments are also inversely proportional to the variability associated with the returns.

Further exploration can be carried out by evaluating,

Investments « —91; t=B8B,S (5.28)

o;

Substituting 8; = “’a—:" in the above equation leads to,

Investments o & _2 7‘; i=B,S (5.29)
g;

The expression suggests that a firm would consider investing in risky innovations
if the risk-free rate of returns is high and if the variance in the evolution of innova-
tion stock is low. The stationary Markov perfect Nash equilibrium results are time
invariant and are characterized completely by the parameters of the model.

It can be noticed that the impact of correlation between the growth of buyer’s and
supplier’s innovation stock p and the power advantage x cannot be straightforwardly
conjectured from the equilibrium expressions. The propositions obtained from further
analysis provide some implications of p and « on the nature of relationship and
innovation investment strategies.

By evaluating expression (130) in appendix D with the equality sign, it can be
noted when p = 0 we have k > 1. This implies that the degree of advantage of
the supplier is either equal to or higher than that of the buyer. Therefore, when
the investment plans are absolutely independent, the supplier gains the advantage
in the relationship. This could be explained from the conjecture that the supplier
may potentially invest into creating resources that could be supplied to other buying
firms. The buyer’s innovation investments on the other hand are geared towards
creating value proposition for the final customers. In the long run therefore, the

supplier channel power grows while the buyer’s power depends on exogenous demand
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for resources developed through innovation investments.

For a perfect (positive) correlation (p = 1)between the gain processes of the buyer
and supplier we obtain x > 0.414. For such a situation, if 0.414 < k < 1, the degree
of advantage rests with the buyer and for k > 1, the supplier attains the degree of
advantage. It can asserted that this perfect correlation is akin to the synergistic wealth
formation by the supplier and the buyer. This is representative of the situations when
the supply chain partners are collaborating in the ”basic research” for creating a new
product. The results intuitively suggest that with strong positive correlation between
the wealth processes, both buyer and supplier firms could potentially attain the degree
of advantage.

Finally, when the stochastic processes are negatively correlated, the supplier
will always have higher degree of advantage than the buyer firm because now the
value of k is strictly greater than 1. An explanation for this is that with a negative
correlation the two collaborating partners are creating substitute technologies. In
such circumstance the result suggests that the gain that a supplier could achieve by
creating technology which is potentially used by competitors of firm B, is higher than
what the buyer could achieve by locking out the existing supplier.

Case B investigates a situation, in which there is a constant “price” charged by
the supplier. With a negatively correlated gain process it can be argued that the sup-
plier would channel the payoffs into creating substitute products and innovation. By
doing so, the supplier could potentially increase the market through other competing
buyer firms. On the other hand, with no incentive to influence the “price”, the buyer
would set her innovation efforts to zero. In contrast, in case A the “price” is set to
0 and therefore both supplier and buyer firms target their innovation investments to
gain channel power. In such a hypothetical situation the buyer and supplier would
invest a positive amount to ensure that they attain the degree of advantage in the

channel at terminal time. In case C, since the “price” is now influenced by the relative
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gain Z%s¥B_ the buyer has incentive to invest and compete in the collaborative setup.

From these cases, some inference can be made. First, the onus lies on the buyer
to create conditions for the supplier so that the investments are synergistic. As
could be observed, owing to the certainty of attaining the degree of advantage, the
supplier firm would prefer an uncorrelated or negatively correlated gain process. This
suggests that for any buying firm that wishes to be successful in a collaborative
relationship, an understanding must be developed about how to own and control
critical assets that provide opportunities to create customer dependency and supplier
‘lock-ins’. Such understanding normally requires a competence in effective demand,
supply, procurement and strategy management.

The results and the discussion connect well with the literature on core capabilities
(Prahalad and Hamel 1990) . An uncorrelated or negatively correlated gain process
associated with investments in risky innovation by the supplier and buyer firm implies
that the responsibilities of the two firms in a partnership are set a priori. This is
particularly relevant to cases when the supplier is chosen based on certain unique
capabilities. These capabilities could be patented or possibly protected owing to
high costs associated with replication. Similarly, a negatively correlated Brownian
motion could be conceptualized as a situation in which one of the two supply chain
partners is investing to create substitute technology. In light of the above argument, a
supplier would gain by making investments in innovation that are independent of the
investments made by the buyer. Furthermore, a supplier would also gain by making
investments in innovations that are possible substitutes of the buyers product-process
portfolio. On the other hand, the buyer firm would never gain the degree of advantage
if the investments in innovation are such that either they are uncorrelated with the
investments made by the supplier or alternately, if the investments are potentially
aimed at creating a substitute to the suppliers offering.

This can be interpreted in yet another way. It can be inferred from the results
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that a synergistic supply chain is dependent on the fact as to who among the supply
chain partners actually commands the degree of advantage. In a supply chain where
the supplier has the channel power owing to innovation, the innovation investment
based gain processes are expected to be negatively correlated and the supplier and the
buyer firms would be expected to invest in innovation to create substitutes. Whereas,
in a supply chain where the channel power associated with innovation rests with
a buyer, it is expected that the investments by the buyer and the supplier firm
would be directed towards complementary gains. It can be asserted that although
the gain process has been modeled as Brownian motion, the correlation between
the gain processes of the buyer and supplier firm can be influenced by managerial
actions. Specifically, when the buyer firm has the degree of advantage, the incentive
for innovation for the supplier can be structured in such a way that the supplier would
prefer considering synergistic and complementary innovation instead of substitutes.

If buyer firms intend to become effective in their ability to appropriate and accu-
mulate value they must understand how to effectively manage the supply relationships
(Cox et al. 2002). Therefore, in a collaborative context a competence in procurement
management is at least as important for business success as effective demand and
strategy management. To achieve sustainable business success, therefore, it is not
enough to understand how to innovate with supply so that conditions are created for
market closure to competitors. It is also essential to understand the power struggle
over value appropriation and accumulation that occurs between buyers and suppliers
at all stages in the supply chain networks that are created to produce products and
services for final consumers.

There are several examples of strategies adopted by collaborating buyers to
achieve sustained competitive advantage. For example, if a component or sub-assembly
is considered commercially critical to a vehicle then, as a matter of routine, a Japanese

assembler will take an equity stake in the supplier. Where an assembler does not own
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an equity stake in a supplier, however, it rarely opts to single source. Instead, it will
choose to source from two suppliers simultaneously, so that, if one supplier underper-
forms, then it knows that the business will go instead to a second supplier. With such
arrangements many of the opportunism found in western context is reduced, because
the Japanese assemblers insist upon cost transparency on the part of the supplier as
a precondition of signing a contract. Thus, because Japanese assemblers have fewer
suppliers to manage, the costs associated with monitoring them for opportunism are
correspondingly lower.

A plausible explanation for the failure of lean production in a Europena con-
text might be the form of implementation (Cox et al. 2002). Japanese practice has
been about creating complex networks of interlocking supplier dependencies as illus-
trated in the previous paragraph. The assembler dominates the sub-assembler, who in
turn dominates the component manufacturer. This allows the assembler to drive its
operational improvement program throughout the supply network. Many European
assemblers, however, have simply outsourced the design, production and supply chain
coordination of key sub-assemblies without bothering to ensure that the structures of
power that will support such an enterprise are in place.

The economics literature makes an important distinction between information
that is public and information that is private (Molho 1997). The idea of public in-
formation broadly equates to the notion of common knowledge, which simply means
something that is widely known. Private knowledge, by contrast, is information that
is tightly controlled. In the buyer-supplier exchange, this refers to information that
is only known by one of the contracting parties. The existence of such an informa-
tion asymmetry is the prerequisite of concealment and manipulation. Without this
asymmetry, the objective interests of both parties are revealed and, power resources
permitting, they can be aggressively pursued.

According to Williamson (1975, 1985) the risk of a buyer becoming dependent

121



on a supplier was not a function of power, but occured simply as a result of bad
management. Ex post dependency, for example, was a function of inadequate con-
tracting that had left room for opportunism. A farsighted buyer should from past
experience if nothing else, have been appraised of the circumstances that might place
it in a position of dependency. By learning from the experience, therefore, it should
have been able to construct appropriate governance structures to avoid a repeat of
the problem. If the buyer failed to display such iterative learning, at least behavior
of its suppliers would reach such a level that its competitiveness and, ultimately, its
survival would be threatened.

Specifically for earning rents the buying firm ought to develop critical supply
chain assets. In pp.6-8 Cox et al.(2002) suggest that critical assets are based on
supply chain resources that can be made relatively scarce, and that allow their owners
both to close the market for this particular supply chain resource to other potential
competitors, and to effectively leverage value from their downstream customers and
upstream suppliers. The relative scarcity of the resources on which such assets are
based implies that only a very small number of firms are likely to have them within
any particular supply chain or market at any given time. Rents are earned through
the continuous actualization of potential supply chain and market power. In other
words, a firm earning rents will recognize that it has to focus on both supply chain
and market power and will employ that power effectively. Essentially, there are three
mechanisms through which firms without critical assets might seek to reconfigure the
existing structure of power in any particular market, or supply and value chain. These
are product innovation, process innovation and supply chain innovation.

Another aspect to be considered by buyers is to create opportunities for reducing
the search costs. Buyers with high costs of search, and unable to get easily at the
true costs of production of the supplier, should expect, to pay high prices relative to

those buyers that have somewhat lower search costs. Furthermore, the supplier will
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have an incentive to raise the search costs for each of its customers across the board.
This can be achieved by increasing the level of uncertainty surrounding the product
offering through innovation. Such a move would make information more difficult to
acquire and process, and would leave buyers less well informed.

Supply chain power is based upon owning or controlling a supply chain resource
that combines high degrees of utility and scarcity for a buyer or a supplier in the
context of a particular transaction. It is always this combination of the two variables
that provide the basis for supply chain power. If, for example, a buyer is facing
an extensive pool of interchangeable and openly competitive suppliers, it makes no
difference how high the utility is of the resource that it is attempting to buy. In
these circumstances none of the suppliers can exert supply chain power because the
relative scarcity of the resource in question is low. None of the supplier in such
situation would possess a critical asset because there is high imitability leading to
a highly contested market. The possibility of supply innovation means that both
dominant and dependent firms should be constantly aware that most power relations
are unlikely to be permanent. There is a strong probability, particularly over the
longer term, that potential competitors, as well as dependent buyers or suppliers, will
attempt to reduce their vulnerability by searching for supply innovation, or by seeking
out new suppliers or customers through product, process or supply chain innovation
(Cox et al. 2002).

Finally, the size and scale of operations of a firm is a determining factor in the
power dynamics. In a car supply chain for example, the scale is the prerequisite to
an assembler’s ability to maintain the R&D spending. Maxton and Wormald(1994)
explain the importance of size with the following example: If a prestige assembler, like
Mercedes-Benz has sales of around 450,000 vehicles a year and incurs R&D costs of 5
per cent, it may only have a little over 1 billion dollars a year to re-invest. Conversely,

although a volume assembler is unable to charge as much for its products, if it achieves
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a sales of 4.7 million vehicles a year, a similar research burden would still leave it with
much deeper pockets.The money available for innovation process could well be five
times that available to the prestige assembler. In an industry that is so competitive
and where particular models often fail to find a market, the commercial vulnerability
of the smaller player is obvious. Scale matters, and over time this fact is bound to
lead to further concentration of the market and further consolidation of the powerful

player’s position.
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Chapter 6

Conclusions
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6.1 Introduction

This dissertation is a theory-building endeavor and has resulted in many interest-
ing insights. This chapter concludes the dissertation by emphasizing the theoretical
and practical implications and providing directions for future research. This chapter
is structured into three sections. The first section discusses the theoretical contribu-
tions of this research. This is followed by a discussion of managerial implications in

second section. Finally, the third section presents directions for future research.

6.2 Theoretical contributions

This dissertation contributes to theory development in operations management in
several ways. The conceptual framework, model formulation and insightful analytical
results provide a strong groundwork to integrate the role of operations management
with overall business of an enterprise. Specifically, the context of product develop-
ment and collaboration allows an examination of important aspects from marketing,
strategy, organizational theory and the broad field of operations management.

The first contribution of this dissertation is that it extends the theory of R&D
based competition beyond the models found in economics and marketing literature.
Specifically, an investigation of continuous incremental improvement of product qual-
ity by means of investments in innovation provides a setting for evaluating R&D poli-
cies which remain unaddressed in models examining patent race. Although, organiza-
tional learning is not explicitly modeled, it is implicitly shown to be an important con-
stituent of the overall dynamics. This conceptualization aids future theory-building
activities in product development to consider an integrated framework incorporating
innovation, continuous improvement of quality and learning.

The second contribution is that this research uncovers the importance of asymme-

tries by investigating the difference between firms in terms of key parameters. More-
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over, for the examination of inter-firm competition through product development, the
context of simultaneous entry and sequential entry are treated separately. This allows
a deeper understanding of the implications of information asymmetry and commit-
ment which have been regarded as important determinants in many game-theoretic
studies.

The third contribution of this dissertation is that it presents the competitive
role of innovation among collaborating firms. The research provides reasoning for
inter-firm incentives in forming collaborative arrangements for product development.
The dynamics of relationship among supply chain partners is viewed in terms of their
respective innovation competence. It is emphasized that varying power arrangements
in a supply chain leads to different implications for investments in innovation by buyer
and supplier. The incentive for buyer and supplier to strategically maneuver their
overall innovation levels by appropriate investments is highlighted.

This thesis asserts that the competitive strategy based on innovation could po-
tentially permeate into collaborative setups aimed towards dispersed product devel-
opment. The existing literature in operations management doesn’t explicitly consider
the implications of innovation and quality based competitive strategies in a collabo-
rative supply chain context. Two theoretically insightful models have been presented
that provide motivation and starting point for the literature in operations manage-
ment to explicitly consider competition among buyer and supplier in supply chains.
The notion of lock-ins and power shifts is implicit in the model development and has
implications for the future theory-building activities in this area.

Finally, from a methodological standpoint, this dissertation provides motivation
to use game-theoretic analytical study to investigate some of the interesting questions
in operations management. It extends the research on innovation and quality-enabled
competition by considering a dynamic model of competition utilizing a differential

game approach. The theory of differential games originated as an extension of optimal

127



control theory (which is concerned with one-person dynamic optimization problems in
continuous time). The analytical tools of differential games are therefore influenced by
those of optimal control (e.g., maximum principles, Hamilton-Jacobi-Bellman equa-
tions of dynamic programming, state space analysis). However, differential game
theory has long since transcended its origins in one-person dynamic optimization and
has moved on to become a subclass in its own right of the broader field of dynamic
game theory.

The use of differential games is very common among researchers in economics,
marketing and management science. The use of such an approach to examine issues
related to strategic supply chain management is quite sparse. By explicitly considering
strategic issues in operations and supply chain management, this research enhances
the existing methodological foundations in operations management. It is emphasized
that the competitiveness achieved with operations is deeply rooted in core capabilities
and relates with the dynamic capabilities view of the firm (Teece et.al. 1997). It is
asserted that the key operations constructs and variables ought to be viewed from
a strategic framework and differential games provide one of the tools for a rigorous

treatment of the problem context.

6.3 Managerial contributions

The analytical results of this dissertation provide insights into managerial im-
plications regarding strategic issues concerned with product development and supply
chain planning. The conceptual framework provides a foundation for managers to
view competitive advantage emanating from product development in a more inte-
grated manner.

The results of the first and second essay point towards a time variant innovation

investment strategy. It suggests that firms competing by means of new product de-
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velopment must choose instantaneous investment in innovation such that it increases
with time. The quality manifestations exhibit an increasing trajectory. In a sym-
metric competition, the investment profile of the leader is sigmoidal while that of
the follower is convex increasing. The impact of such an investment profile is aptly
reflected in the quality improvement trajectory.

The results provide implications for a firm for innovation investments by consid-
ering their relative strengths and weaknesses. The exploration of firm asymmetries
provide some interesting implication that a firm should consider when competing via
new product development. The results can be translated into executable decisions for
investments. These results provide insights to evaluate different scenarios for pursuing
strategies which would lead to best market outcome.

The third and fourth essays provide a way of thinking about business strategy
and operational alignment in a collaborative network. The results provide directions
for strategies to be adopted in a supply chain context. These are becoming increas-
ingly important in the present business environment, where many firms are joined
together in a collaborative network. In industries driven by innovation e.g. semicon-
ductors, biotechnology, having the control on the overall innovation levels that drive
the technology landscape could mean a strong strategic advantage for one partner
over other contributing firms.

Innovation competence plays an important role in this approach on supply chain
relationship. In essay 3 the specific scenario modeled is representative of the practical
situation. As an example, it can be observed that IBM is actively involved in creating
quantum computers. One reasoning for investments in quantum computers could be
an extension of technology landscape. However, equally important is the realization
that a success of such an endeavor could lead to lock-out of Intel from this newly
formed market for quantum computers. The simplistic model used in essay 3 allows for

an exploration of such a situation. The stationary Markov perfect Nash equilibrium
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investment strategy of the buyer and supplier is found to be time invariant and is
characterized by the parameters in the model. An interesting insight obtained as a
result of analysis of the model is that the supplier can influence the motivation of the
buyer to invest in substitute technology. The underlying mechanism can be translated
into pricing strategy that results in a long-term buyer-supplier relationship.

The analysis of a model of buyer-supplier relationship in the fourth essay allows to
investigate a more generalized setup of buyer-supplier innovation-based competition.
The aspect of channel power is tightly integrated in the analysis to understand the
complex behavioral aspects using a simple framework. These results indicate that risk
plays an important role in innovation investment decisions. Moreover, the variance
in wealth formation is an important indicator of how much to invest. These results
are quite intuitive and enable managers to objectively resolve some of these strategic
decisions.

The propositions provide insights into the dynamics of relationship between a
buyer and a supplier firm. These propositions present the role and responsibility
of buyer in creating motivation for the supplier to collaborate. The importance of
critical assets is aptly amplified in the results. The possession of critical assets, often
observed with the upstream partner gives the supplier a potential to achieve relative
market closure through a position of dominance over competitors. It is likely that a
firm in possession of such a critical asset also has the potential to achieve effective
leverage over collaborating partners and suppliers. The responsibility of the buyer
is to create a delicate balance between managing supplier and customers. Similar to
the conceptual development in Cox et al. 2002, the results suggest that for a buyer
that wishes to be successful an understanding must be developed about how to own
and control critical assets that provide opportunities to create customer dependency
and ‘lock-in.” A competence in procurement management forms the cornerstone for

success of long-term business strategy.
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6.4 Directions for future research

As discussed in the previous sections, this dissertation addresses an important
issue facing many enterprises. The thesis adopts a theoretical approach to focus on
some key research issues. This indeed aids in clear characterization of these issues and
generation of important insights. Many extensions can be considered for this research
theme and some of them are discussed below as potential research directions.

First, within the framework of first and second essays, the model can be extended
by evaluating the improvement in product quality with learning effect. The learning
effect is very well documented in research literature and the extension of this research
to incorporate learning effect is straightforward. Specifically, learning can be used to
characterize the dynamics of evolution of product quality and in the characterization
of costs associated with innovation investments.

For analytical simplicity the revenue function is treated as a salvage value. As
an extension the incorporation of the dynamics of evolution of revenue in the analysis
of the model can be explored. In the sequential play game, the state dynamics of
the follower can be considered to be dependent on the state of the leader at previous
time instant. This modification would allow for analysis of a model in which the
leader uses open-loop Nash equilibrium strategy for innovation investments whereas
the follower would adopt a Markovian Nash equilibrium strategy. Additional insights
can be gained by this modification for leader-follower competitive dynamics in new
product development.

Firm asymmetries can be explored by considering multiple parameters at the
same time. This would enable a richer understanding of the strategies that a leader
and a follower should adopt based on their strengths and weaknesses.

By means of the third and fourth essay, the competitive dynamics of a buyer
and supplier are introduced. The essays present the competitive role of innovation

among collaborating firms. The research asserts that the buyer and the supplier
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could be in a competitive relationship due to efforts in innovation. Existing literature
in operations management doesn’t explicitly consider the implications of innovation
based competitive strategies in a collaborative supply chain context. Models are
presented that provide motivation to explicitly consider such competitive situations.
The notion of lock-in and channel power is implicit in the model and presents an
approach for theory-building activities in this area.

The specific scenario modeled is representative of the practical situation. As an
example, it can be observed that IBM is actively involved in creating quantum com-
puters. One reasoning for investments in quantum computers could be an extension
of technology landscape. However equally important is the realization that a success
of such an endeavor could potentially lead to independence from the microprocessor
technology of Intel, a dominant supplier in the personal computer industry. The sim-
plistic model used in this paper allows for an exploration of such a situation. The
stationary Markov-perfect Nash equilibrium results present optimal strategies of the
competing players and also provide some guidelines for long-term relationships.

I acknowledge that the model presented in this paper is a simplified version of the
dynamics between a buyer and a supplier. The constraints placed on different param-
eters and the context of a monopoly supplier and a buyer facing perfect competition
is an approximation for analytical convenience. However, this enables a theoreti-
cal investigation of some important aspects underlying buyer-supplier relationships.
Specifically, the research provides a way of thinking about business strategy in collab-
orative networks. These are becoming increasingly important in the present business
environment, where many firms are part of a collaborative network. In industries
driven by innovation for example, semiconductors and biotechnology, having control
over the overall innovation levels could mean a strong strategic advantage for one
partner over other contributing firms. At the same time, the firm already having the

channel power can take come actions that would enable a long-term relationship built
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on trust based governance.

Several extensions could be considered to better represent such ‘co-opetitive’
relationships between collaborating firms. Given the objective interests, it is necessary
for collaborating partners to know how far the other side is prepared to concede before
it is no longer profitable to be in a relationship. Information about the cost structures
of the collaborating partners and their relative utility from the exchange relationship
is critical to an understanding of power in exchange relationship. Hence, one of
the extension of the problem is to consider aspects of information asymmetry. The
two key problems generated by private information and imperfect observability are -
adverse selection and moral hazard. The adverse selection is a condition of supplier
opportunism that occurs prior to a signing of a contract. Moral hazard on the other
hand refers to supplier opportunism that occurs once the buyer has signed a contract
(Cox et al.(2002). A rational buyer tries to possess information that counters the
above motives on the part of supplier. Future research could investigate the means
by which a buyer can gain such important information. Aspects related to detailed
price comparison between the supplier, its competitors and the range of substitute
provides means to investigate buyer strategies. An investigation of the implications of
threat by buyer of placing the contract elsewhere to get additional price concessions
from its preferred supplier can be carried out.

The assumptions made in the essays and the constraints put on variables can be
relaxed to obtain a better representation. A scenario with multiple suppliers/buyers
enables enrichment of the findings in the dissertation. The result regarding guidelines
for price bandwidth to create long-term relationship can be explored in further detail.
The implications on profits by adopting a strategy for long-term relationship can be
compared and contrasted with those of adopting the Markov-perfect Nash equilib-
rium strategies. The insights obtained from the research also provide a background

for future studies in supply chain contracts. The problem context and results clearly
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demonstrate the competitive role of innovation between the buyer and the supplier.
It provides a rationale for investigation of supply chain contracts by explicitly con-
sidering the evolution of innovation competence and critical assets of collaborating
partners.

In the fourth essay, the stochastic differential game model considers Brownian
motion for the evolution of wealth for supplier and buyer. These Brownian motions
can be treated to be autocorrelated to investigate the associated implications of invest-
ment strategy. The model in essay 4 can be extended to examine a sequential game
and the associated investment strategy for buyer and supplier. Another extension to
the model is consideration of spill-over effects. The spill-over of knowledge created
by investments in innovation is presented in literature pertaining to economics and
management science. Such a spill-over of knowledge may provide some interesting
results regarding buyer-supplier power structure and investment strategy.

The results obtained in these essays provide grounding for hypothesis for future
empirical studies. The availability of secondary data could aid in validating the results
and thereby fulfilling the theory testing requirement. Primary data can be collected
based on the insights generated from this study to explore some of the psychological
aspects involved with inter-firm competition in product development. The aspect of
buyer-supplier relationship as reflected by the psychological school of thought can be
integrated with the results in this study by using survey data from buyer and supplier
firms involved in collaborative product development.

Finally, from methodological standpoint, the analysis can adopt classical game-
theory and evolutionary game theory to broaden the scope of investigation. Complex
adaptive systems based approach can be used to simulate the models in this study.
The results obtained from this analytical study may aid in defining key relationships

among agents, and can enhance our understanding of supply chain dynamics.
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A.1 Mathematical Preliminaries, Definitions and
Theorems:
In a differential game each player maximizes his objective functional subject to a
number of constraints which include, in particular, a differential equation describing
the evolution of the state of the game. Optimization problems of this type are known
as optimal control problems and are widely used in economic theory and management
science. In a differential game involving N players, each of these players seeks to
maximize his objective functional - the present value of utility derived over a finite or
infinite time horizon - by designing a strategy for those variables which are under his
control. His choice influences the evolution of the state of the game via a differential
equation (the system dynamics) as well as the objective functionals of his opponents.
In the scope of this essay a game is considered with the assumption: (i)that players
make their choices simultaneously and (ii) that they represent the solutions to their
control problems by Markovian strategies. In this section, the conditions which can
be used to verify that a given N-tuple of Markovian strategies constitutes a Nash
equilibrium is presented.}
A.1.1 Nash equilibrium
Consider a differential game which extends over the bounded time interval [0, T'] or the
unbounded time interval [0,00). For ease of mathematical presentation, let [0,T) =
[0,T],if T < o0, and [0, T) = [0,00), if T = oo. The state of the game at each instant
t € [0,T) is described by a vector z(t) € X where X C R" is the state space of the
game. The initial state of the game is a fixed constant £y € X. There are N players
i = 1,2,..., N. Player-specific variables, functions, and parameters are denoted by
upper indices. At each instant of time ¢ € [0,T), each player i € {1,2,..., N} chooses
a control variable u'(t) from his set of feasible controls Ut(z(t), u~%(t),t) € ®™. In

general, this set depends on time ¢, the current state z(¢), and the vector u™*(t)

1The proofs of all the definitions and theorems in this section can be found in Dockner et al.(2000)
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consisting of all other players’ controls at time ¢, that is,
ui(t) = (ul(t), w3 (), ..., u T (1), ' i(t),. .., 4" (b))
The state of the game evolves according to the differential equation
i(t) = f(z(t), v (8), ¥2(t), ..., u™ (t),t), z(0) =z
where the system dynamics f are defined on the set
Q= {(z,u!,4%...,u", )z € X,t € [0,T),u’ € Ui(z,u"},t),i =1,2,...,N}

and have values in R". Each player ¢ € 1,2,,..., N seeks to maximize his objective

functional,
JH(.)) = /O e R ((t), u (8), w2 (2), . . ., uN (b), O)dt + e TS (z(T))

Here, F' : Q — R is player i’s utility function, r* his individual rate of time preference,
and S* : X — R his scrap value function. In the case T = co we assume that S(z) = 0
for all z € X. A Nash equilibrium is an N-tuple of strategies (¢!, ¢?,...,¢") such
that, given the opponents’ equilibrium strategies, no player has an incentive to change

his own strategy. Player ¢’s decision problem can be rewritten as
. . T i . - i .
MaximizeJi_,(ui(.)) = [ e (), u(t), t)dt + e TS ((T))
0
subject to &(t) = f;_;(x(t),u'(t),t), =(0) =m0, u'(t)€ U;_i(x(t),t) (1)
where,

;;__i(a:,ui, t) = Fi(z, ¢*(z,1),..., 0"z, 1), ut, 67 (x,8),..., 8" (z,1), 1),
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foila,u' t) = f(z,6'(2,1),..., ¢z, 1), u', ¢ (2, 8), ..., &7 (3, 8), 8),
;,_i(x, u',t) = Ul(z, o' (z, 1), ..., 0"z, t), ' (z, 1),..., 0" (z,1),1),
A Markovian Nash equilibrium for the differential game can thus be defined as follows,

Definition 1 The N-tuple (¢*,¢%,...,8") of functions ¢ : X x [0,T) — R™ i €
1,2,..., N, is called a Markovian Nash equilibrium if, for each i € 1,2,...,N, an

optimal control path u'(.) of the problem (1) exists and is given by the Markovian

strategy u'(t) = ¢*(z(t),1).

The definition suggests that finding a Markovian Nash equilibrium of an N-player
differential game amounts to finding Markovian strategies for the solutions of a sys-
tem of N interdependent optimal control models. If we replace the assumption that
optimal paths are defined by Markovian strategies by the assumption that the optimal

paths are given by open-loop strategies, then we obtain the following definition.

Definition 2 The N-tuple (¢',¢?%,...,0") of functions ¢* : X x [0,T) — R™ i €
1,2,..., N, is called an open-loop Nash equilibrium if, for each i € 1,2,...,N, an
optimal control path u'(.) of the problem (1) exists and is given by the open-loop
strategy u'(t) = ¢*(t).

The conditions for general Markovian Nash Equilibrium of the N-player game consid-

ered above is given by theorem 4.1 of Dockner et al.(2000). The theorem is presented

below:

Theorem 1 Let (¢, ¢%,...,¢Y) be a given N-tuple of functions ¢* : X x [0,T) —

R and make the following assumptions:

(i) there exists a uniquely absolutely continuous solution z : [0,T) — X of the

initial value problem,

i(t) = f(x(t), ' (a(t), 1), $*(2(2), 1), - .., 6" (2(2), 1), 1), 2(0) = 2o,
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(ii) for all i € 1,2,...,N there erists a continuously differentiable function
Vi X x[0,T) — R such that the HJB equations

r'Vi(z, t) — Vi(x, t) = max{Fy-i(x, o', t) + V; (z, 1) f s (z, o', ) Juy—* (2, )} (2)

are satisfied for all (z,t) € X x [0,T),
(11i) if T < oo then Vi(x,T) = Si(z) for alli€ 1,2,...,N and all z € X,
(iv) if T = oo then for alli € 1,2,..., N either V* is a bounded function and

> 0 or V* is bounded below, 7 > 0, and lim sup,_.e™" Vi(z(t),t) < 0.

Denote by ®(z,t), the set of all u* € Ui_;(z,t) which mazimize the right-hand side
of equation(2). If ¢'(z(t),t) € ®*(x(t),t) holds for all i € 1,2,...,N and almost
allt € [0,T) then (¢',¢?%,...,0") is a Markovian Nash equilibrium. (If T = oo,

optimality is understood in the sense of catching up optimality.)
Alternatively, the theorem can be restated in terms of Hamiltonian.

Theorem 2 Let an N-tuple (¢*,¢?,...,¢") of functions ¢ : X x [0,T) — R™ be
given and let assumption (i) of theorem 1 be satisfied. Define for alli € 1,2,...,N
the Hamiltonians H;_,- i X X R x R x [0,T) — R by

Hy i(z,u', X\ t) = Fy_o(z,u',t) + X' [z, 0, 1)
and the mazimized Hamiltonians Hj .+ : X x ®* x [0,T) — R by
Hyi(z, X\ t) = maz{H,(z,v', X', )|u’ € U, i(z,1)}

Assume that the state space X is convez, the scrap value function St are continuously
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differentiable and concave, and that there exist N absolutely continuous functions
A0, T) — R™ such that
(i) the mazimum condition Hj_.(z(t), #'(z(t),t), \'(t),t) = Hyri(x(t), X'(t),t)
holds for alli € 1,2,...,N and almost all t € [0,T),
(ii) the adjoint equation Xi(t) = riXi(t) — (8/ Oz) Hj i ((t), N'(t),t) holds for all
i€1,2,...,N and for almost allt € [0,T),
(#53)if T < oo then M(T) = Si(x(T)) holds for alli €1,2,...,N,
() if T = oo then either lim,_,.oe™" X (t)E(t) = 0 holds for alli € 1,2,...,N
and all feasible state trajectories Z(.), or there ezists a vector a € R™ such that
z>a forallz € X, Xi(t) >0 foralli €1,2,...,N and all sufficiently large t,
and lim sup,_.ooe™ "N (t)[z(t) — a] <0,
(v) the function x — H;;*.,»(x, Xi(t),t) is continuously differentiable and concave

forallie1,2,...,N and allt € [0,T).

Then (¢, ¢%,...,¢") is a Markovian Nash equilibrium. (If T = oo, optimality is

understood in the sense of catching up optimality.)

A.1.2 Time Consistency and Subgame Perfectness

Definition 3 Let (¢*,¢?%,...,¢") be a Markovian Nash equilibrium for the game
['(zo,0) and denote by x(.) the unique state trajectory generated in this equilibrium.
The equilibrium is called time consistent if, for each t € {0,T), the subgame T'(z(t),t)
admits a Markovian Nash equilibrium (¢*,4?,...,¢") such that ¥ (y,s) = ¢'(y,s)
holds for alli € {1,2,...,N} and all (y,s) € X x [t,T).

Theorem 3 Every Markovian Nash equilibrium of a differential game is time con-

ststent.

Definition 4 Let (¢, ¢%,...,9") be a Markovian Nash equilibrium for the game

I'(zo,0). The equilibrium is called subgame perfect if, for each (z,t) € X x [0,T),
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the subgame T'(z(t),t) admits a Markovian Nash equilibrium (*,4?,...,9"N) such
that ¢¥'(y,s) = ¢*(y,s) holds for all i € {1,2,...,N} and all (y,s) € X x [t,T).A
Markovian Nash equilibrium which is subgame perfect is also called a Markov perfect

nash equilibrium.

Theorem 4 Let (¢*,¢%,...,¢") be a given N-tuple of functions ¢* : X x [0,T) —
K™ and make the following assumptions:

(i) for every pair (y,s) € X x [0,T) there ezists a unique absolutely continuous

solution x4 : [s,T) — X of the initial value problem

(t) = f(2(t), 6" (x(2), 1), $*(2(t), 1), - .., ¢" (2(2), 1), 8), x(s) =,

(ii) condition (ii)-(iv) of theorem 1 are satisfied with the additional requirement
that in (iv), when V* is not bounded above, lim sup, e "tV (z,.(t),t) <0

must hold for all (y, s) € X x[0,T) (here z, +(s) is defined in condition (i) above).

Denote by ®(z,t) the set of all u* € Ul_;(x,t) which mazimize the right-hand side
of (2). If ¢(x,t) € ®(x,t) holds for all i € 1,2,...,N and all (z,t) € X x [0,T)
then (6%, ¢%,...,8") is a Markov perfect Nash equilibrium. (If T = oo, optimality is

understood int he sense of catching up optimality.)

Definition 5 Let (¢',¢?%,...,¢") be a Markovian Nash equilibrium for the game
[(zo,0). The equilibrium is said to be weakly subgame perfect if, for each pair
(z,t) € X x [0,T) N A, the subgame I'(z,t) admits a Markovian Nash equilibrium
(1,2, ..., ¥N) such that ¥ (y,s) = ¢'(y,s) holds for all i € {1,2,...,N} and all
(y,8) e X x [t,T).

A.2 Theorems and Proofs
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Theorem 5 The mazimized costate variables for player i is a function of time and

are given by,

AL = dorelt; A(0) = Aoyis a known constant (3)
b = Xoze™?; A2(0) = Aozis a known constant 4)

where A} and A} are the costate variables reflecting the marginal price for a unit

increase in firm i’s own state and the state of the competing firm j.

Proof: Nash equilibrium conditions are derived by constructing the Hamiltonians
for the two firms. Since the game formulation is symmetric in terms of objective
functional and state dynamics, a symmetric equilibrium is sought such that: u™(t) =
u*(t) = u*(t). Analytical solution is derived for firm ¢ by writing the Hamiltonian

as:

H = —[ui(t)] + MK () — L' (1)) +

+ XM[Kow (8 — Loz? (£)] (5)

The necessary conditions for optimality are:

Hy =0; (6)
Xl* = — g X2* = —llgi (7)
H(T*) = —®'7,since T is free (8)
From (23),
X{ = L1A1; /\I = )\01€th (9)

where A\1(0) = Xo; is the known positive constant denoting the initial value of the
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costate A;.

5 = Agze™? (10)

where A2(0) = Ag2 is a known negative constant denoting the initial value of the

costate X\,. W

Theorem 6 The Nash equilibrium investment in product development is given as:

w(t)* = [Kioidgelrt]|=at (11)
W (t)* = [Kyad el = (12)

where 11(0) = Yo is a known positive constant denoting the initial value of the costate

Y.

Proof: Differentiating (21) with respect to u’(s), we obtain:
Hy = -1+ Mo K i)"Y (13)

By equating(42)to zero and some algebraic manipulations, the following expression is

obtained for optimal effort in product development:
. S
u'(t)* = [Kio' A= (14)
Substituting the expression for A} in (14):
wi(t)* = [Kiaiho et e (15)

Because of the underlying symmetry in problem formulation, the corresponding value

for u/(t)* can be expressed as in equation (12). W

Theorem 7 The equilibrium state trajectory of performance improvement is given
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as’

elit[ (=14 ad)[(K10iAy) T — (KiaiAgreltt) o

zi(t) = Lyzi +

(16)

Proof: The expression for the optimal state trajectory can be obtained by considering
the state dynamics given in equation (2.16). Substituting u*(¢) = u(#)* in (2.16) the

following first-order differential equation can be obtained:
7i(t) = K1 [K10* A Ta — Lz (2) (17)

The first order differential equation can be solved with the initial condition z*(0) = z{.

The resulting expression for z(t)* is:

—Lit -1 N(K ol ;jlg{ — (Kot Moiektt ;‘__17{
e Lz + (-1 +a))[(Kia'dor) (K10t dg1e™)
L, 0

z'(t) = (18)
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B.1 Mathematical Preliminaries, Definitions and
Theorems
The theoretical background presented in essay 1 forms the core for solving a hierar-
chical play game as well. This section covers some of the salient analytical aspects
specific to a hierarchical play game.

For a finite horizon T let L and F' denote the leader and follower respectively.
Let = denote the vector of state variables, u” the vector of control variables of the

leader, and u¥ the vector of control variables of the follower. Assume z € ®", ul €

R and uf € ™.

Definition 1 The initial value of the follower’s costate variable A; is said to be non-
controllable if \}(0) is independent of the leader’s control path uk(t). Otherwise, it is

said to be controllable.

The definition suggests that if the costate variable is controllable, the follower’s con-
trol variable u” (t) at time ¢ depends also on future values of u”(,), that is, on values
u(s) with s > ¢.

B.2 Theorems and Proofs

Theorem 1 The maximized costate variables for the follower are function of time
and 1is given by,

AL = Agrel?t (19)
A; = )\026th (20)

where A} and A} are the costate variables reflecting the marginal price for a unit
increase in follower firm’s own state and the state of the leader i; A1(0) = Ao1, A2(0) =

Aoz are constants.

Proof: Stackelberg equilibrium conditions are derived by constructing the Hamilto-
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nians. Analytical solution is derived for the follower firm j by writing the Hamiltonian

as:

Hj = -—[’U/J(t)] + Al[Kzuj(t)aj et L2IL“7(t) + Mzu'(t)] +

+ MK (1) — Lz (t)] (21)

The necessary conditions for optimality are:

H, =0; (22)
Xl* = “‘Hiﬁ Xz* = _Hii (23)
2/(0) = 24 (24)
From (23),
X= Loy, AL = Agre?t (25)
M= Lidg; A= Aggelt? (26)

where A1(0) = Aoy is the known positive constant denoting the initial value of the
costate A; and Ay(0) = Aoz is a known negative constant denoting the initial value of

the costate A\,. W

Theorem 2 The Stackelberg equilibrium investment by the follower in product devel-

opment 1s given as:

’U,j(t)* = [Kzaj)\me"zt]:l;?' (27)

Proof: Differentiating (21) with respect to u’(t), we obtain:
H, = —1+ Mo/ K[ ()% (28)

By equating(28)to zero and some algebraic manipulations, the following expression is
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obtained for optimal effort in product development:
. A
w ()" = [Kao A]] =
Substituting the expression for A} in (29):
, . Loty =i
u’ (t)* = [Kga])\01€ 2t] 17 W
Theorem 3 The mazimized costate variables for the leader are given by,

P = el

V5 = thoee™

b3 = —tose”

(29)

(30)

(31)

(32)

(33)

where ¢} and v; and 1] are the costate variables reflecting the marginal price for a

unit increase in leader’s own state, the state of the follower and the costate of the

follower; g1, Yosand o3 are constants.

Proof: Stackelberg equilibrium conditions are derived by constructing the Hamilto-

nian. Analytical solution is derived for the leader firm ¢ by writing the Hamiltonian

as:

H = —[uf(t)] + o [Kiui (1) — Luzi(t)] +

+ o[ Ko (8) — Loz (£) + Mau(t)] + va[A Lo
The necessary conditions for optimality are:

(34)

(35)



Yo = —Hi; tfy =—HY; by = —Hj, (36)

T zi)

7*(0) = x5 (37)
From (36),
Ui = Livpy;  ¥f = Yore™ (38)
W3 = Lots; 93 = thope™ (39)
U = —slo; U} = those” (40)

where 9} and ¢; and ¢ are the costate variables reflecting the marginal price for a
unit increase in leader’s own state, the state of the follower and the costate of the
follower; g1, Yo2and o3 are constants.

The Stackelberg equilibrium investment by the leader in product development is

given as:
1

e | Kioioert? 1=t
ui(t)* = [1 VAT (41)

Proof: Differentiating (21) with respect to u'(t), we obtain:
Hy = —1+ 1o’ Kifu' (0] ™ + 42 My (42)

By equating(42)to zero and some algebraic manipulations, the following expression is

obtained for optimal effort in product development:

1

irg\k _ K 10‘%/]; e
ui(t)* = [ gy W} (43)
Substituting the expression for ¢} and ¥} in (43):
1
e _ | Kioig ettt |1
wi(t)* = [ = Myvores (44)
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Theorem 4 The equilibrium state trajectory of performance improvement of the fol-

lower is given as:

e—th

3 1
Kot el ] ==

() = 1 — Mypgoel=t

Loz + (-1+ eth)MZ[

ot
(1-ad)?

+ (—1 + 6L2t)K2(Kzaj)\o1€L2t) (45)

Proof: The expression for the optimal state trajectory can be obtained by considering
the state dynamics given in equation (2.16). Substituting u'(t) = u!(¢)* and v/ (t) =

u?(t)* in (2.16) the following first-order differential equation can be obtained:

j B/ % 1-a®
Si(t) = Ka[Kaad N]TS — Lynd (8)(T, + 7 — £) + My | 20 (46)
1= My02r

The first order differential equation can be solved with the initial condition 27(0) = .
The resulting expression for z7(¢)* is:

—Lat

L,

e

(t) =

] 1
Kiaitpgelt ] Tt

Lowh + (~1+ ") My [ — Mypoaelet

ol
(l—oﬂ)i]

+ (——1 + eth)Kg(Kzaj)\meL"'t) (47)

Theorem 5 The equilibrium state trajectory of performance improvement of the

leader is given as:

—ILit

Ly

€

2(t) = Lizi + (-1 + et K, [ (48)

, i
Kioipg el ] =
1- Mz’t/lozeth
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Proof: The expression for the optimal state trajectory can be obtained by considering
the state dynamics given in equation (3.4). Substituting u(t) = u*(¢)* in (3.4) the

following first-order differential equation can be obtained:

al

Kﬂ%f]b“_hfm (49)

”@=mk?mw:

The first order differential equation can be solved with the initial condition z*(0) = z},.

The resulting expression for z(t)* is:

—~Lit

L,

Ti(t) = ¢

(50)

. K 1 Lyt __917
[le:)+ (_1+6L1t)K1[ 10'Yo1€ ]1-0, ]

1 — Mayypppelat
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C.1 Mathematical Preliminaries
A piecewise deterministic process is a system which evolves in a deterministic way,
except at certain jump times 73,75,... at which the deterministic law of motion
switches from one model to another. Both the jump times 77 and the system modes,
which govern the motion between jump times, are randomly selected. In the purview
of piecewise deterministic differential games, in this essay, analysis is restricted to
models where there are finitely many different modes and where the evolution of the
process between the jump times is described by a deterministic differential equation,
which may depend on the current mode. Furthermore, attention is focused on the
case of an autonomous problem defined over the unbounded time interval [0, c0). The
discount rate is assumed to be strictly positive, and the utility function is assumed to
be bounded so that the present value of utility is finite for all feasible control paths.
The analytical aspects of these games are mentioned below.

Let X C R denote the state space of the model and let M be a finite set of
modes. One may think of the mode as an additional state variable with discrete
values. Let z(t) denote the state at time ¢ and u(t) the control chosen at time ¢. The
set of controls, which are feasible at time ¢ when the current mode is h € M and
the state is equal to z(t) € X, is given by U(h,z(t)) C ®™. The evolution of the
state during an interval in which the mode of the system equals A is described by
the differential equation #(t) = f(h,z(t), u(t)), where f(h,.,.) maps the set Q(h) =
{(z,uv)|lx € X,u € U(h,z)} into R". The instantaneous payoff rate at time ¢, when
the current mode is equal to h, is given by F(h,z(t), u(t)), where F(h,.,.) is a real-
valued function defined on Q(h). In addition, the decision maker receives the lump
sum payoff Sp(s) if the jump from mode h to mode k # h occurs at time ¢. The
function Spi(.) is defined on X and has values in ®. All payoffs are discounted at
the constant rate » > 0 and the initial state and mode are deterministic constants,

zo € M and hy € M, respectively.
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In these differential game models, the dynamic system can switch between modes
in a nondeterministic way. The mathematical tool to describe the evolution of the
system mode as a function of time is a continuous-time stochastic process h : [0, 00) x
=+ M. Here = is a set of points £ representing possible realizations of some random
phenomenon (like a coin toss). Subsets of = are called events and each event has
a certain probability. If the event A is characterized as the set of all those £ € =
which satisfy a certain condition a, then we denote the probability of A simply by
Pr{a}. For example, the event that the mode of the system at time ¢ is equal to h is
{¢ € E|h(t, &) = h} and its probability is denoted by Pr{h(t,£) = h}. Quite often the
argument ¢ is suppressed for notational simplicity so that the probability is written
as Pr{h(t) = h}.

Conditional probabilities play a major role in probability theory and are also
important in the description of the stochastic process. If A and B are two events
characterized by conditions a and b, respectively, and if Pr{b} > 0, then the proba-
bility of A conditional on the occurrence of B is given by Pr{a|b} = %. To
describe the probability law that governs the switches between modes in a stochastic
control model, assume that for every pair of modes (h, k) € M x Mwith h # k there

exists a function gy, : 2(h) — R, ,such that the following relation holds
1
lim < Pr{h(t + A) = k|h(t) = h} = gu(2(t), u()) k#h (51)

This means that the probability that the system switches from mode h to another
mode k in the short time interval (¢,¢ + A], given that the mode was h at time ¢,
is, to a first approximation, proportional to the length of the interval A. The factor
of proportionality is equal to gue(x(t), u(t)). In addition to (51) we assume that the
probability that two or more switches occur during the interval (¢,t + A}, divided

by A, converges to 0 as A approaches 0.The functions f(h,.), F(h,., Six(s), and guk(s
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are sufficiently smooth and that F(h,.), Spk(.), and gak(s) are bounded. Given the
initial state zo € X, the initial mode hy € M, and the control path u(.), the system
dynamics

& = f(h(t),z(t), u(t))

and equation (51) determine a unique stochastic process b : [0,00) X E +— M. This
process is called a piecewise deterministic process and it is known to be continuous
from the right. This means that limy_,.oh(Sk, §) = h(t, £) holds for almost all £ € =,
for all ¢ € [0, ), and for every sequence of real numbers s;, > t with limy_.s, = t.

For simplicity, the dependence of the process on the initial conditions is not
made explicit in the notation presented here. However it is important to note that
the probability law governing the process depends also on the chosen control path
u(.) and therefore the probabilities or expectations with respect to these laws can be
written as Pry(,) or E,(,) . Furthermore, it should be realized that not only is h(.) a
stochastic process but so is z(.). This follows from the fact that the system dynamics
f depend on the realization of h(.). Therefore z(.) is in fact (¢, £)but, for notational
simplicity it is written as z(t).

Different realizations of the stochastic process (i.e., different realizations £ €
=) result in different payoff stream for the agent even if the control path is fixed.
Therefore, it is assumed that the decision maker maximizes the expectation of the
discounted payoff stream, conditional on the given initial state and mode.

C.2 Definitions and Theorems
The following definition and theorem (see Definition 8.2 and Theorem 8.2 in Dockner
et al. (2000)) pertaining to the theory of piecewise deterministic games are utilized

in this essay.

Definition 1 An N-tuple (¢*,¢2,...,¢") of functions ¢ : M x X — R™ i €

{1,2,...,N} , is a stationary Nash equilibrium of the game T'(ho,zo) if, for each
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player i € {1,2,...,N}, an optimal control path u'(.) of the problem (12)-(14) ez-
ists and is given by the stationary Markovian strategy u'(t) = ¢*(h(t),z(t)). If
(o1, ¢2,...,8") is a stationary Markovian Nash equilibrium for all games I'(h,x)
with (h,x) € M x X then it is called subgame perfect.

T ) = Bup{ [ € Forsht)a(0) i)t +

+ 3 e Sm-ynia (@(T1) [£(0) = w0, h(0) = ho } (52)
leN

subject to the constraints

£() = (D), 2(0), ' (0); 2(0) =207 w'(0) € Uu(h(t), 2(t)  (59)

where the piecewise deterministic process h(.) is determined by the initial condition

h(0) = ho and the switching rates
qzs—i,hk (z(¢), ui(t)) (54)
The functions F; s, f; s, Uj,_z- and q;_,"hk are defined by,
Fji = Fi(h, 3, ¢ (R, ), ..., ¢ (R, 3), %', ¢V (R, ), ..., 8" (B, 7))

fice = f(h, 2,8 (h,3), ..., 672 (h, 2), 0, 6 (R, 3), . .., 8V (B, 7))

Ui-i = U(h, 7, $'(h,2), ..., ¢ (h, 2), &, 6L (R, 2), ..., ¢~ (B, T))
@i (@ ) = G (@, B (B, ), .., MRy T), 0, 6By 2), ..., $N (BoT))  (55)
All players j use the strategies u/(t) = ¢/ (h(t), z(t))

Theorem 1 Let (¢*,¢?%,...,¢") be a given N-tuple of functions ¢ : M x X +—

§Rmi,i € 1,2,...,N, and assume that the piecewise deterministic process defined by
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the state dynamics,

i(t) = f(h(t), z(t), 6" (h(t), (1)), $* (h(2), 2(t)), - . ., 8" (h(t), z(2)) (56)

and the switching rates,

ani(2(8), ¢ (R(2), 2(2)), . .., ' (A(t), 2(t)), o', ¢ (A(2), 2(2)), - - ., & (R(2), 2(2)))
(57)
is well defined for all initial conditions (h(0),z(0)) = (h,z) € M x X. Let there
erist N bounded functions V' : M x X — R,i = 1,2,..., N, such that Vi(h,z) is

continuously differentiable in x and such that the HJB equations,

rVi(h,z) = max{Fi_,-(h, z,u) + VE(h, @) fi-s(h, 7, ') +

+ }; Ghos(@, 0 [Si @) + Vi(k, ) = Vi, )| € Ups(hm) ) (58)

are satisfied for alli € {1,2,...,N} and all (h,xz) € M x X. Denote by ®*(h, 1)

the set of all u* € U:_,(h,x) , which mazimize the right hand side of equation (58).
If ¢*(h,z) € ®(h,z) holds for all i € {1,2,...,N} and all (h,z) € M x X then
(¢',8%,...,8") is a stationary Markovian Nash equilibrium. Moreover, the equi-
librium is subgame perfect. As per the above theorem, the piecewise deterministic
dynamics for this essay are given by £s(t) = f(h(t),zs(t)) and the switching rate is
given by koy = K(h(t), zs(t)). Initial conditions are h(t) = 0 and zs(0) = x5 > 0. .

C.3 Theorems and Proofs

Theorem 2 IfV5* and VB* denote the positive equilibrium value of the supplier and

buyer firm, then,

VS = “2‘/_6_2 (59)
\/2{8r(b + c1)2(VE + rcy) — ab}
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_ \/EE\/Sr(b +¢1)2(VB 4 rcy) — a2b

VB* = 2¢cor + VB — 60
r \/ﬁ(b + Cl) ( )

constitute the equilibrium pair.

Proof: From equations (4.19), (4.20), (4.21) and (4.22), the maximization of the

expression in the right hand side leads to the expressions,

(a—2)

G3(z) = TCET) (61)

%) = = (62)
a-V50,2) _a-V5(0,2)

Us(0,2) = 20b4c¢1)  2b+c) (63)

Us(0,2) = L =4 f“” z) (64)

The system of autonomous nonlinear differential equations as specified in equa-
tions (4.15) and (4.16) can be analyzed by exploring the corresponding equilibrium
points or critical points of the equations. These points are obtained by setting V.° = 0

and V.2 = 0 respectively. Equations (4.15) and (4.16) thus reduces to,
rV3(0,2) = G5(0) — Up(0,z)V°(0, z) (65)

and,

rV2(0,2) = o(Us(0,3)) + GP[VE - VE(0, )] (66)

Substituting for G, GB, Us(0,z) and Ug(0, ) from equations (61), (62), (63) and
(64), and solving for V5(0,x) and VB(0, z) leads to:

VS = “2‘/_0_2 (67)
V/2{8r(b+ c1)2(VE + 7ey) — a?b)
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and,

_ a7/ 87(b+ ¢1)2(VB + rcy) — a2b
VB*=2c2r+VB—‘/_2\/ Al 2
\/§(b+cl)

Theorem 3 If U and Ug denote the positive equilibrium control functions of the

| (68)

supplier and buyer firm, and then,

ooy a=VS02) _ a
UsO.0) = —=mray ~ 26+ e) (69)
U5(0,2) = VB _ VB(0, z) _ \/8r(b +¢1)*2(VB +1cg) — a?b ., (70)

262 2\/§(b + CI)\/E;

Proof: The equilibrium value of U%(0,z) is obtained by substituting V,*(0,z) = 0
and finding the argument ugs that maximizes the right hand side of equation (4.21).
Similarly, the equilibrium value U%(0, z) is obtained by finding the argument ug that
maximizes the right hand side of equation (4.22) and substituting the equilibrium

point for the value of buyer V2*(0, z) from equation (60). Therefore,

a— ‘/zS(O’ .’17) — a

Us(0,2) = 2b+c1)  20b+c)

VB _VB(0,z) \/8r(b +¢1)(VB + rcy) — a?b
2¢o - 2V2(b + c1)y/e2

Theorem 4 At equilibrium the remaining demand at time t can be expressed as:

r M

Ug(0,x) =

at

x(t) =9 — 2_(b+—01)

(71)

where 2(0) = zo is the initial remaining market demand.

Proof: The theorem follows by substitution of us = Ug in the equation for state

dynamics and solving the resulting first order differential equation.

a

CE(t) = —Ugv = —m
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which leads to,
at

z(t) = 2o — St o)

where z(0) = x is the initial remaining market demand.
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D.1 Mathematical Preliminaries

D.1.1 Probability Spaces

Underlying the mathematical descriptions of random variables and events is the no-
tion of a probability space (2, F,P). A sample space {2 is a non empty set that
represents the collection of all possible outcomes of an experiment. The elements of
Q are called sample points. The sigmafield F is a collection of subsets of €2 that
includes the empty set ¢ (the “impossible event”) as well as the set Q (the “sure
event”) and is closed under the set operations of complements and finite or denu-
merable unions and intersections. The elements of F are called measurable events or
simply events. The probability measure P is an assignment of probabilities to events
(sets) in F and is subject to the conditions : (i) 0 < P(F) < 1 for each F € F;
(i) P(¢) = 0,P(Q) =1; (wz) P(U; F;) = Y, P(F;), for any finite or denumerable
sequence of mutually exclusive (pairwise disjoint) events F;,7z = 1,2,... belonging to
F.

The closure property of F ensures that the usual applications of set operations
in representing events do not lead to nonmeasurable events for which no (consistent)
assignment of probability is possible. The required countable additivity property (iii)
gives probabilities a sufficiently rich structure for doing calculations and approxima-
tions involving limits. Two immediate consequences of (iii) are the following so-called
continuity properties: if Ay C A, C ... is a nondecreasing sequence of events in F

then, equation (1) below can be thought of as the limiting sequence of | J;- , An.
|J 4n = lim P(4,) (72)
n=1

By considering complements, one gets for decreasing measurable events A; D A; D
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... that,
() An =1im P(A,) (73)

n=1
While (1) holds for all countably additive set functions y (in place of P) on F, finite
or otherwise, (2) does not hold if p(A,) is not finite for at least some n (onwards).
If Q2 is a finite or denumerable set, then probabilities are defined for all subsets F'
of 2 once they are specified for singletons, so F is a collection of all subsets of €.
Thus if f is a probability mass function (p.m.f.) for singletons. i.e., f(w) > 0 for all
w € Qand ) f(w) =1, then one may define P(F) =) _p f(w). The function P
so defined on the class of all subsets of 2 is countably additive, i.e. P satisfies (iii).
So, (2, F, P) is easily seen to be a probability space. In this case the probability
measure P is determined by the probabilities of singletons w.

In the case when (2 is not finite or denumerable, e.g. if €2 is the real line or the
space of all infinite sequences of 0’s and 1’s, then the above formulation is no longer
possible in general. Instead, for example, in the case 2 = R!, one is often given a
piecewise continuous probability density function (p.d.f.) f, i.e. f is nonnegative,
integrable, and [* f(z)dz = 1. For an interval I = (a,b) or (b,00),—0 < a<b <
oo one then assigns the probability P(I) = f: f(z)dz by a Riemann integral. This set
function P may be extended to the class C comprising all finite unions F' = {J; P(I;).
The class C is a field, i.e., @ and © belongs to C and it is closed under complements
and finite intersection (and therefore finite unions). But, since C is not a sigmafield,
usual sequentially applied operations on events may lead to events outside of C for
which probabilities have not been defined. But a theorem from measure theory, the
Carathéodory Extension Theorem, asserts that there is a unique countably additive
extension of P from a field C to the smallest sigmafield that contains C. In the case of
C above, this sigmafield is called the Borel sigmafield B* on ®! and its sets are called
Borel sets of R!.

In general, such an extension of P to the power set sigmafield, that is the col-
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lection of all subsets of R!, is not possible. The same considerations apply to all
measures (i.e. countably additive nonnegative set functions y defined on a sigmafield
with x(@) = 0), whether the measure of 2 is 1 or not. The measure y = m, which
is defined first for each interval I as the length of the interval, and then extended
uniquely to B! is called the Lebesque measure on R!. Similarly, one defines the
Lebesgue measure on ®*(k > 2) whose Borel sigmafield B is the smallest sigmafield
that contains all k-dimensional rectangles I = I} x Iy X --- X Iy, with I; a one-
dimensional rectangle (interval) of the previous type. The Lebesgue measure of a
rectangle is a product of the lengths of its sides, i.e., its volume. Lebesgue measure
on R* has the property that the space can be decomposed into a countable union of
measurable sets of finite Lebesgue measure; such measures are said to be sigma-finite
(the most commonly used measure).

D.1.2 Differential games with white noise

In stochastic differential games with white noise, uncertainty enters in the form of
a Wiener process. Wiener processes are also known as Brownian motion or white
noise processes. A standardized k-dimensional Wiener process w with time domain
[0,T), where [0,T) = [0,T] if T is a finite number and [0,T) = [0,00) if T = oo, is
a continuous-time stochastic process with values in ¥, that is, w : [0,T) x Z > R,
where = is a set of points £ representing possible realizations of some random phe-
nomenon (like a coin toss). Subsets of = are called events and each event has a certain

probability. The defining properties of a Wiener process are:

1. w(0,£&) = wp for all £ in a set of probability 1 where wy € R* is an arbitrary

initial value;

2. for any finite sequence of real numbers (¢1,%s,...,4) with 0 < t; <to < --- <
t1 < T it holds that the random variables w(t;,.) and w(t;41,.) — w(t;,s),% €

1,2,...,1 — 1 are stochastically independent.
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3. for all pairs (s,t) of real numbers such that 0 < s < ¢ < T, the random
variable w(t,.) — w(s,.) has a normal distribution with mean vector 0 € R* and

covariance matrix (t — s)I, where I € R¥** denotes the k x k unit matrix.

Since the initial value of the Wiener process wg has no importance in the equilibrium
results, this value is typically taken to be equal to 0. The state variable z is described

by a stochastic differential equation of the form,
dz(t) = f(z(t), u(t), t)dt + o(x(t), u(t), t)dw(t), z(0) = zo (74)

Here f is a function defined on Q = {(z,u,t)|z € X,u € U(z(¢),t),t € [0,T)} with
values in ®". The function o is also defined on 2 and takes values in ®"**. In other
words, o(z,u,t) is an n X k matrix for every (z,u,t) € Q. A component o;;(z,u,t) of
this matrix measures the direct influence of the jth component of the k-dimensional
Wiener process on the evolution of the ith component of the n-dimensional state
vector. Note that in case both k& and n are equal to 1 then the function o is a real-
valued function. Furthermore, if ¢ is identically equal to 0 then the state dynamics
is similar to that in the deterministic differential game. z(.) is a solution to the

stochastic differential equation (74) if z(.) satisfies the integral equation

2(t) = 70 + /0 " Ha(s),u(s), s)ds + fo o (w(5), u(s), s)dw(s) (75)

for all £ in a set of probability 1. The first integral on the right hand side is the usual

Riemann integral while the second integral has to be interpreted as the limit

iy > o), ). 0)() )] (70

where 0 =t <ty <...ty =t and § = maz{|ti;;1 — ;| : 1 <1< L - 1}. Ito’s lemma,

a basic result in stochastic calculus is used for solving stochastic differential games
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with white noise.

Ito’s Lemma 1 Suppose that z(.) solves the stochastic differential equation (74). Let
G: X x[0,T) — R be a (nonrandom) function with continuous partial derivatives
Gt, Gz, Gye. Then the function g(t) = G(z(t),t) satisfies the stochastic differential

equation,

dg(t) = {Ge(z(2),t) + Ga(2(?), t) f(2(t), u(t), t) + %tr[Gm:(x(t)a t)o(z(t), u(t),t) +
+ —;—tr[Gm(x(t), t)o(z(t), u(t), t)o’ (z(t), u(t), t)] }dt +
+ Go(z(¢), t)o(z(t), u(t), t)dw(t) (77)

An important point to be noted is that any solution to the stochastic differential
equation (74) is a stochastic process depending on the realization of £ € Z. This
implies that solutions z(t) and u(t) are in fact z(¢,£) and u(t, §) respectively.

D.2 Definitions and Theorems

In this section, some definitions and theorems are provided that are necessary for
solving the differential game problem.

D.2.1 Competitively Optimal Strategies

The lower and upper values of the game are given by, v(2) = sup,, ¢y infugzev v*5*2(2),
and 9(z) = inf, ey SUp, cy V5P (2) respectively, where U is the set of all admissi-
ble controls. If v(z) = #(z) for every z, then the value of the game is given by
v(z) := v(z) = 9(z). This value can be attained if a Nash equilibrium or equivalently
a saddle point for the payoffs exist. This implies that for all other admissible strate-
gies for investments in innovation by the supplier and the buyer ugs and ug, for all
z € (a,b) there exists strategies uf = {u%(t),t > 0} and u} = {u}(¢),t > 0} such
that,

VUS¥EB(2) < p¥ss (2) < Y (2) (78)
These saddle point strategies uy and u}p are referred to as the equilibrium, or com-
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petitively optimal strategies.
D.2.2 Differential Operator

For an arbitrary function 9(z) € C2 let T" denote the differential operator defined by

Tp(2) = (1 = p")[(2) + 24022 (2)] — ¥(2)° (79)

D.2.3 Conditions for sufficiently fast increasing func-
tion
An increasing concave function ¥(z) € C? (and therefore ¥,, < 0 is suffiently fast

increasing on an interval (a, b) if the following condition holds:

20,(2) + 29,,(2) > 0,for all a<z<b (80)

D.2.4 Conditions for sufficiently fast increasing func-
tion
The parameter «, which represents the degree of advantage, is the ratio of the market

prices of risk for the investments in innovation made by the supplier and buyer firm.

Specifically, for 8; defined in (5.3), for ¢ = S, B, the parameter « is defined as:

Os

K= K,(es, 93) = 5;

(81)

Supplier is said to have the advantage if K > 1 and the buyer firm has the advantage
if Kk < 1. In the case when the two are symmetrically positioned in a supply chain
k=1

Next. two theorems are presented that provide the analytical background for the

problem formulation of this essay. Specifically, these theorems relates to the solution
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of nonlinear Dirichlet problem and the solution of nonlinear Cauchy problem.

D.2.5 Solution to a Nonlinear Dirichlet Problem

Theorem 1 2 Suppose that ¥(z) : (a,b) — R is a C? concave, sufficiently fast in-

creasing solution to the nonlinear Dirichlet problem for a < z < b:

“Z%é; 05[(1 — k21, (2) — (14 K% = 20K) (¥, (2) + 290, (2))] +2(2) — M(2)3(2) = 0 (82)

where ¥(a) = h(a), and ¥(b) = h(b). Also suppose that ¥(z) satisfies the following

conditions:
(i) For all admissible policies us and ug, and for all t > 0 either,

(a) there exists integrable random variables X1, Xo, such that X; < ¢(Z;'5"?) <

X, or,

(b) the following moment condition holds

/ (2258, (2052 (i, + 1, )dr < 00

(ii) The function zH(z) is bounded on (a,b), where,

D) + Al
Hz) = 003

(iii) The function zH(z)[1 + H(z)] is Lipschitz continuous ® on (a,b)

2The proof of this theorem can be found in Browne (2000)

3In mathematics, a function f : M — N between metric spaces M and N is called Lipschitz
continuous (or is said to satisfy a Lipschitz condition) if there exists a constant K > 0 such that
d(f(z), f(y)) < Kd(z,y) for all z and y in M. In this case, K is called the Lipschitz constant of the
map.
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Then 1(z) is the value of the game,
usv B ¢
pesmn(Z154) = E, ( [ sz [ Aoy +
0 0
t
+h(Z)eap(~ [ /\(z:fs’"a)dr})
0
subject to
dZ;5"F = Z5""Bm(ug(t), up(t))dt + us(t)osdWs(t) — up(t)opdWp(t)]

that is, ¥(z) = v(z) = v¥$¥8(z) and moreover this value is achieved at the saddle
point control functions, or competitively, optimal portfolio strategies, ug, and ujp,

given by,

uso() = ( f@(())) ((— () + sl — ¢z<z)) &

I'y(z)
D.2.6 Solution to a Nonlinear Cauchy Problem

up(2) = 2 ( V() ) ((1 — o) Ws(2) + al2) — @(z)) (84)

Theorem 2 * Suppose that Y(t, z) : [0, T] x (0, 00) — R is a C concave, sufficiently

fast increasing solution(in z) to the nonlinear Cauchy problem:

Y2,

2I‘T — 63T, — (1+ 62— 2pK) (T, +2Y..)]| + 8= AT = 0, withY (T, z) = U(z)

(85)

Also suppose that T(z) satisfies the conditions (i), (i), (iii) of Theorem 1, then

“The theorem is taken from Browne (2000)
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Y(t, z) is the competitively optimal value function of the game,

T r
Jus,uB (t, Z) — Et,z (/ ﬁ(Z;‘S’“B)exp{/ )\(ng’us)dv}dr +
t t

+U(Z7°"" )exp{— /t ' /\(Zﬁ‘s’“B)dT}> (86)

where B(z) and U(z), are concave increasing utility functions, J*S“B(t, 2) is the ez-
pected payoff function under the policy us and up for a given fized terminal time

T. The notation E;,(.) denotes E(.

Zy = z). J(t,z) denotes the value of the above

specified game, if it exists such that,

J(t, z) = inf sup J*$*2(t, Z) = sup inf J*S¥B(t, 2)
ug UB

up us

This implies Y(t, z) = J(t, z) and the competitively optimal control functions are given

by

gy (s) = 2 (%) (&= 1)(0ut,7) + Xl 2) - Tult7) (8T

Os

up(s) = 22 (-1?%(%—)3) (1= pR)(La(t,2) + 20Xt )~ To62))  (89)

D.3 Theorems and Proofs

D.3.1 Discounted Payoffs - Case A

Theorem 3 If the degree of advantage of a supplier over buyer denoted by k satisfies

the conditions,
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K< K™ and k > KT (89)

where K~ and Kt are as defined in equation (96), then the value of the discounted

game (5.11) is given by,

z

F*(z) = (Z) for z<u (90)

n* is defined in equation (94) and the associated saddle point is given by:

s _Os (2—-1)n* -1 . 295 (1-pr)nt—1
us(z) = s ((1 — ) ()2 — 1>’ up(2) on <(1 — )R - 1)’ (91)

Proof: In this case Theorem 1 is applied with A(z) = A > 0,p(z) = 0 and
setting h(b) = 1. Specifically, according to Theorem 1, F*(z) must be a fast increasing
concave solution to,

2F,(2)?
2T F(2)

0%[(1— K Fy(2) — (1 + K% —20K)(F,(2) +2F,.(2))] = AF(z) = 0, forz < u (92)

with F*(b) = 1. Solution of the nonlinear Dirichlet problem of (92) are of the form

(%)", where 7 is a root to the quadratic,

?[65(1 + k% — 2pK) + 2A(1 — p?)] — 76%(1 — k%) =22 =0 (93)

The discriminant of this quadratic is:

D = [65(1 — kD)2 + 8A[05(1 + k% — 20K) + 2A(1 — p°)]

which is positive. It can be observed that equation (93) admits two real roots
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n" (A k, p) and n7(A; K, p) where

e 03(1 — k%) = VD
T 2[0%(1 + K2 ~ 2pK) + 2X(1 — p?)]

U] (94)

Since A > 0 and 6%(1 + £2 — 2pk) + 2A(1 — p?) > 0 we have n~ < 0 < n*. However,
since we require F, > 0, and 2F,+zF,, > 0, only the positive root n* is relevant. It is
important to note that for concavity we require an additional condition that n* < 1.

Therefore, we must have the following condition,
Qa(k) := K?0% — kpb% — Ap> >0 (95)

This equivalence condition follows from the elementary fact that for the quadratic
equation az?+ bz + ¢, with a > 0, the requirement that the larger root be less than 1,
that is L_l’+——2‘/';—:ﬂ—“—zl < 1, is equivalent to the requirement that a +b+c > 0. Applying
this fact to equation(93) the condition Q2(x) > 0 is obtained. The equation Q(x) = 0

admits two roots,

X / 4A)
rg—(,\)=g-<1— 1+ 7 | and rc+(,\)=-’23(1+ 1+ 7 (96)
B B

Equation @3(x) > 0 holds only for kK < &7()A) and k > £+ (). It can be noted that
with no discounting, equation (96) yields K~ (\) = 0 and £*()\) = p. Applying equa-
tion (83) and equation (84) the competitively optimal control functions for innovation

strategies for the supplier firm and the buyer firm can be obtained as:

u;<z>=§§-< M ),ug<z>=9?—< g ] ),- (o7

(1-p)(n*)?2 -1 o\ (L=p¥)(n*)2 -1

D.3.2 Discounted Payoffs - Case B
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Theorem 4 If the degree of advantage of a supplier over buyer denoted by k satisfies

the conditions,
Kk <K~ and k > &t (98)

where kK < K~ and k < K are as defined in equation (96), then the value of the

discounted game (5.11) is given by,

ot
z p p
sy |2 _p.r 9
F*(2) (u) (1 /\)+ )‘for z<u (99)
n* is defined in equation (94) and the associated saddle point is given by:

ug(z)=0—s( (= D@tmr)—1 ),and uB(z)=§_§<(1—PH)(1+n+)—1

os\ (1=p*)(1+nt)2 -1 (1=-p)A+7*)2-1)’
(100)

Proof: In this case A(z) = A > 0, and p(z) = p. For this case, F(z) must be a

fast increasing concave solution to

2F,(2)?
2I'F(2)

62[(1 — K?)Fy(2) — (1 + k% — 20K)(F,(2) + 2F,,(2))] + p— AF(2) = 0,forz < u
(101)

with F*(b) = 1. This problem has a solution which is of the form,

()" +30-e0))

where 1 is defined in equation(94). Substituting this expression in equation (83)

and equation (84) of Theorem 1, the competitively optimal investment strategies for
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the supplier and buyer firm can be obtained as:

vy Osf (E-1)(0+n")-1 w2 08 A=pr)(+7%) -1
“S(z)‘os(<1—p2)<1+n+>2—1>’a“d 5(2) oB(<1—p2>(1+n+)2—1)'
(102)

D.3.3 Discounted Payoffs - Case C

Theorem 5 If the degree of advantage of a supplier over buyer denoted by k satisfies

the conditions,
Kk < K~ and k > R+ (103)

where k < K~ and Kk < Kt are as defined in equation (111), and 6 and p satisfies

the condition 0%p% > 2, then the value of the discounted game (5.11) is given by,
* Z gt
F*(2) = (;L—)" for z<u (104)

n* is defined in equation (109) and the associated saddle point is given by:

vy Os (2—1)n* -1 an u*z::@ (1—pr)pt —1
’U,S(z) - os ((1 — pz)(n+)2 — 1), d B( ) ox ((1 _ pz)(n+)2 — 1), (105)

Proof: In this case, Theorem 1 is applied with A(z) = A > 0, p(z)=a concave
increasing function of z, and setting h(b) = 1. Specifically, according to Theorem 1,
F*(z) must be a fast increasing concave solution to,

zF,(2)?

TF(z )03[(1 k%) Fy(2) — (1+ K% —20K) (Fy(2) + 2F3.(2))] +p(2) = AF(2) = 0, forz < u

(106)
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with F*(b) = 1. To make the problem stated in equation (106) easy to solve we

consider a particular functional form of p. Specifically we consider,

p(z) = (%) (107)

where 7t is the positive root of the quadratic
2792 2 2 2 2 _
n°[05(1 + k% — 2pK) + 2A(1 — p*)] = nf5(1 —k*) — (2A = 1) =0 (108)

The solution of the Dirichlet problem (106) with p(z) defined in (107) is also of the

form (2)"". The discriminant of equation (108) is:
D = [0%(1 — £%)]* + 4(2) — 1)[0%(1 — &% — 2p&) + 2X(1 — p?)]

The positive root of equation (108) is:

. 0%(1 — k2 +vVD
n = 2[023(1 — K2 - 2pn;) -+ 2)\(1 - p2)]

(109)

For concavity, we require an additional condition 7t < 1. This also ensures that the
expression for p(z) in equation (107) is concave as required for the analysis. Therefore

we must have the following condition,

1
Q2(K) := K*0% — Kph% — A\p® + 3> 0 (110)

The equation Q2(k)=0 admits two roots,

E~(A) = g(l - \/1 + %()\ - 1/2,02)) and RT(\) = g—(l + \/1 + %()\ — 1/2p2))
(111)

Equation 2(x) > 0 holds only for K < £~ () and for k > £*()\). With no discounting,
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it can be noted from equation (111) that £~ (0) = g(l — /1= b’gz'?,?) and £*(0) =

Ll1+,/1—- 532272- . To ensure a real value for #~ and &*, the following condition is

imposed on the possible values of 65 and p.
030" > 2 (112)

Applying equation (83) and equation (84) of Theorem 1, the competitively optimal
control function for innovation strategies for the supplier firm and the buyer firm can

be obtained as:

ey Osf -1y -1 an u*z:gg (1-pr)nt -1
US(Z)—US((l—pZ)(n+)2—1>’ d up(2) UB((l—p2)(?7+)2—1). (113)

Corollary: If 0%p? is equal to 2, the results are identical to that in case A.
However, more generally the relationship between 0p, the risk-adjusted return on
investments in innovation for the buyer and p, the correlation coefficient between the
Wiener processes Wg(t) and Wg(t) for the buyer’s and seller’s overall gain processes,
can be written as,

05 > ‘/75 | (114)

D.3.4 Utility Maximization - Case A’

Theorem 6 If the buyer and supplier are competing in utility mazrimization objec-
tive by mazimizing the terminal value with investment in innovation and when the

discounting factor is A, then the competitively optimal strategies are given as:

oy Os(/a-Da=1) . s ((1-pr)a-1
USJ(Z) - 0’3((1 __pz)az — 1) d BJ( ) 0B ((1 _pz)az _ 1) (115)
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and the value of the game F*(t,z) is given by, F(t,z) = e?@T~92% yhere q(a) is,

— of? (1-,) —a(l+k—20K)
o) = o T et - 1]

A (116)

Proof: Let F*(t,z) denote the value of this game - should it exist. Therefore
we have

F*(t, z) = inf sup F"$“B(t, z) = supinf F$“B(¢, z) (117)
UB wug ugs UB

In this case, by Theorem 2, F*(t, z) must be a fast increasing concave solution to

F2(¢,

F(t, z)+§l¥f‘(t—j,l)eé[(1—n2)Fz<t, 2)— (141> ~208) (Fu(t, 2)+2Fa(t, 2)) |-V (t,2) = 0,
(118)

The value function F(¢, z) is obtained as,
F(t,z) = e2@T1) (119)

where g(a) is defined by
— K2) — -

o(a) :—a0}23(1 k) —a(l+k 2pf¢)_/\ (120)

2[(1 - p?)a? - 1]

Substituting the values in equation (87) and equation (88) the competitively optimal

strategies can be obtained as:

ey Is(le/r—Na—-1) o . Os((l—prla—1
usJ(z)—-as((l_pz)az_l) d up,(2) ((1—p2)a2—1>. (121)

0B

D.3.5 Utility Maximization - Case B’

Theorem 7 If the buyer and supplier are competing in payoff maximization and ter-
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minal utility maximization objectives then the form of competitively optimal strategies

are similar to equation (115).

* (p/K' ) (1 - pli) —1
U’SJ(Z) ( (1 2)(12 ) nd U’BJ( ) ((1 _ 2)02 ) (122)

and the value of the game F*(t,2) is given by, F(t,2) = eX T2 yhere q(a) is,

2(@) = af?, (1 - K?) — a(l + Kk — 2pkK)
A~ Far 1]

—A+1 (123)

Proof: Let F*(t,z) denote the value of this game - should it exist. Therefore we

have

F*(t, z) = inf sup F*S"B(¢, z) = sup mf FUs¥B(t 2) (124)

BuS

In this case, by Theorem 2, F*(t, z) must be a fast increasing concave solution to

2
i, z)+2zI,LF((?—ZZ-))-0%[(1—n2)Fz(t, )= (1+-2=2pR)(Fu(t, 2)+2Fon(t, 2))[HB(2)=AF(t, 2) = 0,
(125)
The value function F(t, z) is obtained as,
F(t,z) = 9Tt 5o (126)
where ¢(a) is defined by
2 (1 -k —al+K—2pk)
q(a) := aby 2= )a? = 1] A+1 (127)

For ease of mathematical analysis, the functional form of 8(z) is considered identical
to F(t, 2). The functional form of 3(2) is therefore assumed to be B3(z) = e?T 1z,
It can be noted that, since the value of « is assumed to be strictly between 0 and 1,

the concavity requirement for 3(z) is satisfied. Substituting the values in equation
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(87) and equation (88) the competitively optimal strategies can be obtained as:

. _bs{(p/c—Da—1 o (s _ 05 ((1—pr)a—1
ugs(2) = O'S((l—pz)oﬂ— l)a‘nd Bs(2) op ((1—p2)a2—1). (128)

D.4 Propositions and Proofs

Proposition 1 The solution to the differential game involving discounted payoffs

yield highest value when,

K2 —=p++vp?+1 (129)

Proof: Evaluating the implications of the different cases in discounted payoft

objectives, it can be observed that the solutions in Case A and Case C have equivalent

"7+
representation, F*(z) = (i) for z < u. The corresponding solution for Case B
7I+
is, F*(2) = | 2 1—- %)+ % for 2 < u. It can be observed that both of these

expressions yield the highest value of 1 when lim,+,o. This implies,
03(1 -k +vVD =0
After some algebraic manipulations the following expression is obtained,
6%(1 — K% — 2pK) = 2X(p* — 1)

Since the right hand side of the above expression is less than or equal to 0, the

following relation need to hold,

KP4+ 206—1>0=> k> —pt+/p2+1
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Since, the value of x should be positive, only the positive root is relevant, that is,

k>—p+vVpr+1l 0 (130)

Proposition 2 In a discounted payoff game, the complementarities and synergies in
the investments in innovation is a function of whom among the supplier and buyer

ezerts innovation based channel power.

Proof: Equation (130) can be rewritten as,

1— k2

2K

p> (131)

Analyzing equation (131) with equality sign, it can be observed that if the supplier
has a higher degree of advantage (and therefore, x > 1) then the Brownian motion
leading to gain process from innovation for the buyer and supplier is expected to be
negatively correlated. On the other hand, if the degree of advantage is in favor of
the buyer firm (and « < 1) then the stochastic processes is expected to be positively

correlated.

Proposition 3 In a discounted payoff game, for negatively correlated gain processes,
and for mazimum value of the game (evaluated at lim,+, o), investments in innovation
by supplier firm would be strictly higher in case B than in the case A and case C,
whereas the buyer will not make any investment in innovation in case B but would

make investments limgy+, o up = gﬁ- in case A and case C.

Proof: The value of nt is such that 0 < n* < 1. For u} and uj in Theorem
1, Theorem 2 , Theorem 3 we consider lim,+,,o and lim,+,,;. For case A and case
C, this leads to, lim,+,,ous = gg— and lim,+, g up = gﬁ—. For case B, the expression
reduces to lim,+. o u} = & (Z:ﬂ'f) and lim,+, o u} = 2& (-g—) . It can be noted that

gs o? T oB
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in all three cases, the investments in innovation by supplier and buyer firm is directly
proportional to the risk adjusted return on these investments. However, in case B
the optimal investments also depend on correlation between the gain processes and
on the degree of advantage between the buyer and supplier firm. Specifically, it can
be observed that if the gain processes are negatively correlated, then in case B, the
investments in innovation by supplier is strictly greater than that in case A and case
C. However, with negative correlation, the investment in innovation by the buyer
would be equal to zero, since the value of control is lower bound by zero and negative

values are not permitted. H

Proposition 4 For discounted payoff game, in case B,

(a) If the ratio, -'3 > 1, both supplier and buyer firm would invest higher than in

case A and case C;

(b) If the ratio is such that,0 < £ < 3, the buyer would make lesser investments
(would make equal investment to case A and case C if =1 ) than that made

in case A and case C, and the supplier would make no investments,

(c) If the ratio is such that % < % < 1, the buyer would make lesser investments than
that made in case A and case C. The supplier would make lower investments
if the correlation coefficient p = 1 (would make equal investment to case A and

case Cif 2 =1 ) and would make higher investments otherwise.

Proof: For case A and case C, we have, limy+ous = g-;— and limg+, oup = gﬁ-.

These expressions do not depend on p. However, for case B, the expression reduces

1 * 6 2— . * "] 2
bo limysous = o5 73&) and limyoup = G2 5 |- For 5> 1, ( P’;N) > 1
and hence the supplier would invest more than the investments made in case A and

case C. Once again the result for buyer is a straightforward substitution of % > 1

o\ p

A~

in limy+,oup = 95 (5) For 0 < & < %, the numerator of the expression for
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lim,+.,o us < 0 hence the supplier should set the control to zero. The corresponding

0<k 1
I4 S2

proposition for the buyer firm is a straightforward result of substituting in
the expression for lim,+,,o 3. Finally, for % < % < 1, with perfect correlation (p = 1)
the value of k < 1. In such a case 2 — p/k < p? and therefore the investment made by
the supplier in case B would be lower than that in case A and case C. Alternatively,
when (0 < p < 1), we will have 2 — p/k > p? and accordingly the investments made

by the supplier in this case would be higher.ll

Proposition 5 In a discounted payoff game, investment in case A and case C would

be identical when,

k=—p+/p>+ [2A\(1 — p?) + 1] (132)

Proof: It can be noticed that qualitatively, case A and case C are equivalent. The
only difference in the two cases is the value of 7%, as a result of different values of the

discriminant D. Therefore the investments to be equal we require the discriminant
for Case A,
[0%(1 — K2)]* + 8A[0%(1 — K% — 2pK) + 2A(1 — p?)]

to be equal to that in case C,

D = [0%(1 — £%)]> + 4(2)\ = 1)[05(1 — K% — 2pK) + 2X(1 — p?)]

With some algebraic manipulations we can obtain the desired result, that is,

k=—p+VPE+2X\1-p2)+1 N (133)
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