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ABSTRACT 
 

In this dissertation, I explore the socioeconomic contributions of landscape 

ecosystem C production in context of conventional biophysical regulations, resulting in 

spatiotemporal changes of global warming potential (GWP). To accurately model 

landscape-scale C production and estimate GWP at ecosystem and landscape levels, both 

socioeconomic and biophysical processes must be considered. Using an interdisciplinary 

approach, this work identifies factors that drive landscape C production and evaluates the 

sensitivity of terrestrial C sinks and sources. Chapter 2 uses fine spatiotemporal resolution 

remote sensing imagery to estimate terrestrial carbon production in heterogeneous 

agroecosystems. In Chapter 3, a structural equation model (SEM) assesses the relationships 

between historical agricultural intensification, land tenure, abiotic climate factors, and land 

cover land use change (LCLUC) on landscape terrestrial carbon production. Chapter 4 

discusses the potential use of these estimates in a spatiotemporal life cycle assessment 

(LCA) for calculating carbon offset for carbon neutral goals. This work provides an 

innovative protocol that integrates geospatial and engineering methods to measure, 

validate, and summarize terrestrial and anthropogenic C emissions in life cycle assessment 

for calculating CO2-equivalent (CO2-eq)—GWP. Key contributions and lessons from this 

research will advance policy- and decision-making at landscape scales, where social and 

ecological processes must be considered for sustainable climate mitigation.  
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General introduction 

Increasing demands for food, biofuel, and other commodities worldwide are driving 

cropland cover and productivity increases, which directly and indirectly affect ecosystems 

at all scales (Godfray et al., 2010; Potapov et al., 2022; Tilman et al., 2011). Understanding 

the consequences of land management and use intensity at different scales is crucial to 

developing sustainable solutions, particularly in agroecosystems where the demands of 

ecosystem services should minimize environmental impact. Agricultural intensification 

raises greenhouse gas (GHG) emissions, threatens ecosystem health by fragmenting and 

losing habitats, and impacts biodiversity (Houghton et al., 2012; USGCRP, 2018; Zabel et al., 

2019). As such, the United Nations Sustainable Development Goals (SDGs) have called on 

economies to become carbon neutral by 2030 and prioritize food security and ecological 

resource protection (United Nations, 2015). To achieve this ambitious goal, accurate 

carbon estimates are necessary to aid our understanding of how ecosystem functions 

respond to the changing climate, particularly where cropland is dominant. 

According to the Intergovernmental Panel on Climate Change (IPCC), human activity 

significantly influences carbon (C) flux and storage, beyond biophysical feedback caused by 

climate change alone (Pachauri et al., 2014). Humans also play a critical role in land 

use/cover change, affecting potential C production and storage and global warming 

potential (GWP) at different spatiotemporal scales (Allred et al., 2015), where disturbances 

at the individual level amount to thousands of uncoordinated land use decisions (Lind-

Riehl et al., 2015). Uncertainties in the global carbon cycle include land cover land use 

change statistics (LCLUC) (Houghton et al., 2012), sequestration under varying 

temperature and rainfall (Cox et al., 2013), and complex processes (e.g., management, CO2 
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fertilization effect). Understanding the relationships and drivers of anthropogenic activities 

with terrestrial ecosystem production is crucial since humans contribute significantly to 

GWP.  

Ecosystem C production is estimated in three stages throughout the carbon cycle. 

Gross primary production (GPP) is the amount of carbon dioxide "fixed" as organic 

material through photosynthesis. It is an important indicator of ecosystem productivity 

and carbon cycling. Accurate estimates of GPP are crucial for understanding the global 

carbon cycle, predicting future climate change, and managing ecosystems sustainably. 

Additionally, GPP is a key input for estimating net primary production (NPP), which is the 

amount of carbon that remains in the ecosystem after accounting for respiration by plants 

and other organisms. NPP is an important indicator of ecosystem health and can be used to 

estimate carbon sequestration rates. Therefore, accurate estimates of GPP are essential for 

understanding and managing ecosystems sustainably and mitigating climate change. Lastly, 

net ecosystem exchange (NEE) is the net flux of C between the land and atmosphere after a 

plant takes up carbon dioxide for photosynthesis, releases it during respiration and other 

ecosystem processes. When policy and decision-makers discuss emissions, NEE is the best 

measure for ecosystem contributions to total C emissions as other measures NPP and GPP 

include stored C within plant biomass. However, NEE is difficult to estimate and scale 

beyond ground-observations (i.e., in situ) to regional and global estimates due to several 

factors. One challenge is that NEE is highly variable in time and space due to land use 

change, climate variability, and disturbance. Second, heterogeneity in the landscape 

includes fragments of managed and unmanaged land, slope, and biodiversity that can 

contribute to the diversity of ecosystem processes and therein the NEE. Therefore, 
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researchers may adopt GPP or NPP as a proxy to NEE in estimating carbon emissions from 

vegetation, but the accuracy may be affected by numerous factors including ecosystem 

type, structure, disturbance history, and environmental conditions (Law et al., 2001).  

In tandem with monitoring ecosystem C production, efforts to regulate 

anthropogenic C emissions continue globally. Particularly, renewed efforts have risen to 

understand the potential terrestrial stock to offset emissions through ecosystem 

production known as nature-based climate solutions (NbCS) (Hemes et al., 2021; Novick et 

al., 2022; Robertson et al., 2022; Wiesner et al., 2022). To achieve this sustainably, it is 

crucial to consider how anthropogenic activities and abiotic factors interact with terrestrial 

C production. However, specific land management practices significantly affect terrestrial C 

stock and vary across a landscape due to economic motivations, land use, cultural 

ecosystem services, and ownership. These socioeconomic processes consume resources 

not included in ecological C models, resulting in biased estimates of global warming 

potential (GWP) and uncertainty in regional-global estimates. Agricultural development 

further complicates observations and resolutions, as land use and management vary across 

systems. As such, understanding the relationships and shifts in socioecological systems are 

essential for contextualizing anthropogenic emissions. Understanding the relationships 

between land use, ecosystem processes, abiotic drivers, and their spatial representation 

can inform decision makers on where to allocate resources for climate mitigation 

approaches. In turn, understanding human impacts on the C budget improves predictions 

of human-nature interactions and carbon cycle dynamics by quantifying C production, 

sinks, and terrestrial biosphere sensitivity (Fernández-Martínez et al., 2019). 

To advance our understanding of C budgets, we need increased spatiotemporal 
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resolution on landscape scale processes, including inferred fluxes from satellite CO2 

estimates and socioeconomic inputs not included in traditional ecosystem models. This 

dissertation integrates socioeconomic processes with ecosystem modeling to answer the 

research question: What are the contributions of socioeconomic processes to changes in 

landscape terrestrial carbon and GWP, and can estimate these relationships spatially? This 

research provides valuable knowledge on long-term anthropogenic impacts on C 

production at the landscape scale including how terrestrial C production estimates are 

influenced by land management, how human-nature interactions drive C production, and a 

unique framework to link historical land management records with innovative earth 

observations. 

Research context and background 

Scientists have modeled GWP and C flux in managed landscapes and heavily relied 

on biophysical inputs and responses alone. However, this approach fails to consider the 

energy, materials and fuels introduced by socioeconomic processes that occur within the 

same extent. Classic ecosystem/landscape C production is estimated by a combination of 

remote sensing, ecosystem models, and in situ measurements, but a net carbon offset must 

also consider the anthropogenic activities from land management/use (Fig. 1.1). 

Conversely, environmental engineering approaches to reduce anthropogenic carbon 

emissions, such as carbon capture or offset, overlook ecosystem processes within the 

system and are limited to case studies within a fixed extent. Connecting the anthropogenic 

activities with ecosystem processes is further complicated by spatiotemporal resolution. 

The advances in spatiotemporal resolution for ecological, climate, and land cover data have 

outpaced programs and resources monitoring land management and land use. 
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Generalizations, assumptions, and aggregation are the foremost challenges to connecting 

socioecological processes. A framework is urgently needed to connect existing records of 

land management and land use data to high spatiotemporal resolution environmental data, 

allowing for the evaluation of patterns and processes of socioecological systems across 

scales. 
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Figure 1.1. Classic ecosystem C production models do not reflect socioeconomic 
processes albeit their direct/indirect contributions to the actual values. This 

research incorporates spatiotemporal measures (e.g., extent, intensity, frequency) of 
these processes to quantify the explicit contributions of both physical and social C 

production to ecosystem-landscape GWP. 
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My approach is rooted in landscape ecology, which explains spatial patterns and 

ecological processes across scales and processes (Wu, 2006). Landscape ecology is suited 

for exploring the interacting heterogeneity of a landscape and complex human processes, 

integrating geophysical, ecological, and social science. Landscape characteristics across a 

landscape may couple with ecological and socioeconomic systems and introduce functional 

changes due to synchronized dynamics of physical, ecological, and social processes (Lausch 

et al., 2015; Sciusco et al., 2020; Tian & Chen, 2022; Turner, 1989). Synchronized dynamics 

of the physical, ecological, and social processes can be approached with socio-ecological 

system (SES) modeling (Chen et al., 2020; Elsawah et al., 2020), advancing a framework 

where human decision-making and actions have agency, context, and feedback within an 

ecosystem. This research builds on traditional biophysical and geographic research to 

develop this framework, moving beyond a flat, dimension-less, and moment in time 

contribution to GWP. 

Aggregation and spatiotemporal resolution of socioecological processes 

Carbon productivity in heterogeneous landscapes is difficult to estimate due to the 

variability in land management practices, and coarse remote sensing models may 

mischaracterize landscape processes (Gelybó et al., 2013; Shirkey et al., 2022). Field-scale 

measurements of carbon, water, and energy cycles provide detailed knowledge on cropland 

contributions to greenhouse gas exchanges and carbon budgets. However, scaling these 

measurements to regional or global extents using data-driven models may inflate or 

underestimate GPP in heterogeneous agricultural lands. Agricultural development can 

fragment the landscape into smaller patches than conventional remote sensing products 

can provide spatial resolution. Consequently, coarse remote sensing models may aggregate 
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nearby land cover patches within the same estimate of land cover carbon productivity, 

introducing a mischaracterization of landscape processes (Reeves et al., 2005; Shirkey et 

al., 2022). The choice of model and spatial resolution may either inflate or underestimate 

GPP in heterogeneous agricultural lands, which may have significant consequences when 

scaled to regional or global extents. Eddy covariance (EC) field-scale measures of carbon, 

water and energy cycles have provided detailed knowledge on cropland and grassland 

contributions to greenhouse gas exchanges, carbon budgets and opportunities for natural 

climate solutions (Abraha et al., 2019; Hemes et al., 2021; Shao et al., 2017). At regional or 

to global scales, many studies have scaled EC tower observations regionally or globally 

using data-driven (or statistical) models (Beer et al., 2010; Jung et al., 2009). The choice of 

model and spatial resolution may either inflate or underestimate GPP in heterogeneous 

agricultural lands, which may have significant consequences when scaled to regional or 

global extents.  

Conversely, land management and land use information are not conventionally 

recorded using remote sensing or in situ instrumentation, but rather with surveys of 

landowners. Efforts to utilize remote sensing data may estimate vegetation greenness and 

stress, which can be used to indicate irrigation and nutrient applications; but these have 

not yet produced annual land management data products. In the USA, cropland 

management is monitored nationally through the United States Department of 

Agriculture’s National Agricultural Statistics Service (NASS). The NASS provides estimates 

of cropland acreage, yield, production, and management practices, such as tillage, 

irrigation, fertilizer use and much more through regular surveys. The NASS conducts a 

variety of surveys to gather information from farmers, including the Census of Agriculture, 
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which is conducted every five years and provides detailed information on the 

characteristics of farm operators and their farming practices, as well as annual surveys on 

crop acreage and production. However, the finer the spatiotemporal scale of the survey 

data, the less dependable it becomes due to limitations such as stakeholder privacy, 

response rates, and administrative costs. 

When integrating social and ecological datasets, caution is advised regarding the 

spatiotemporal resolution selected for resampling due to the Modifiable Areal Unit 

Problem (MAUP). This problem is described as (1) the “scale problem”, when areal data is 

aggregated into several sets of larger units; and (2) the “zoning problem”, when a given set 

of areal units are recombined into zones that are of the same size but located differently. 

Both problems result in variation in data values and subsequently different conclusions 

(Jelinski & Wu, 1996). Therefore, when cross examining carbon production and 

socioeconomic activities, caution is advised as to how these MAUPs may influence our 

understanding of land management and land use in the global carbon budget. 

Land management, land use and land cover change intensification 

Historical changes in biophysical landscape carbon relate to anthropogenic 

emissions of CO2 and should be monitored spatially to disentangle the relationships 

between the two. For example, increased C production in urbanizing Michigan landscapes 

suggests that low-density development may enhance regional CO2 uptake in the 

atmosphere compared to the pre-existing agricultural land (Zhao et al., 2007). As 

landowners make thousands of uncoordinated land use decisions that collectively and 

critically impact the landscape (Euskirchen et al., 2002; Lind-Riehl et al., 2015), it is 
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imperative to include these in transformative models for accurate estimates landscape C. 

These contributions to the regional ecosystem functions (e.g., C budget) are unknown and 

may reveal key insights to spatial variation in anthropogenic drivers of global warming 

potential.  

Understanding landscape composition must be considered for accurate net carbon 

exchange. While the terrestrial system has absorbed 15-30% of all anthropogenic 

emissions in recent decades (Le Quéré et al., 2018), it is unknown at the landscape scale 

what the dynamics are of these sinks by land cover type. Various ecosystems within a 

single landscape mosaic each carry their own respective C production cycle (Chen et al., 

2004) and may have unique feedback to net C exchange, particularly in agricultural-forest 

lands. Cropland and managed grasslands are the dominant land cover types of many 

industrial, newly industrializing as well as developing countries (Bondeau et al., 2007; 

Foley et al., 2005), totaling 38% of the global land surface (Ramankutty et al., 2008) and 

~30% of global net primary production appropriated by humans (Haberl et al., 2007). By 

investigating landscape composition and their spatiotemporal variability, as well as the 

contributions between physical and social carbon, a more accurate understanding of how 

human management and disturbance influences the role of terrestrial ecosystems within 

the global carbon budget (Kugler et al., 2019).  

Dissertation focus and organization  

In this dissertation, I apply an approach that integrates socio-ecological data within 

social science, ecological and environmental engineering models to tease apart the 

interrelationships between anthropogenic and terrestrial carbon emissions, using 

Southwest Michigan as a testbed. The contribution of this work advances the field of carbon 
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cycle research, carbon offset and climate change mitigation, and addresses a key question 

facing our transition to a carbon-neutral economy, “What contributions do socioeconomic 

processes make to the magnitude and spatiotemporal changes of landscape C production?” 

To evaluate these processes, I utilize the Kalamazoo River Watershed (Michigan, USA) as a 

case study and apply landscape ecology to evaluate the causal and reciprocal 

interconnections between biological communities and their environment within a section 

of a landscape. To expound on human-nature interactions, I build upon traditional 

incorporate socioeconomic inputs with ecological processes for a socioecological study: 

where human decision making and actions have agency, context, and feedback within an 

ecosystem rather than a flat, dimension-less and moment in time contribution to GWP. 
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Figure 1.2. Conceptual illustration of the research scope. Human-nature 
relationships within the Kalamazoo River Watershed, MI include anthropogenic and 

biophysical inputs, processes and resulting CO2-eq that over time drive land use 
change. These complex interactions include multiple components, but for this study 

I consider the blue text only. 
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The site location is the Kalamazoo River Watershed (HUC8; 5261 km2), which falls 

within southwest Michigan, USA (Fig. 1.2). The study boundary represents a common 

extent for land management, where the hydrological unit HUC8 is often state or locally 

managed by stakeholder participation and municipalities that seek state and federal 

support. The Kalamazoo River is listed as a Great Lakes “Area of Concern” in the 1987 Great 

Lakes Water Quality Agreement due to serious water quality concerns that have since 

attracted public attention from residents and governments in the region, such as the 

Kalamazoo River Watershed Council, to address existing pollution, wetland loss, 

deteriorating dams, and to establish long-term plans to restore and protect natural 

resources. The Kalamazoo Watershed is approximately 150 km wide and includes portions 

of ten counties in southwest Michigan: Allegan, Barry, Eaton, Van Buren, Kalamazoo, 

Calhoun, Jackson, Hillsdale, Kent, and Ottawa. The approximate center of the watershed is 

also its urban center, Battle Creek, MI, USA at latitude 42.32 and longitude -85.18. The 

primary river, the Kalamazoo River, flows westward into Saugatuck and Lake Michigan. 

The Kalamazoo Watershed is in a humid continental temperate climate with a mean annual 

air temperature of 9.9 °C and a cumulative average annual precipitation of 1027 mm 

(Abraha et al., 2019). Soils are Typic Hapludalfs, well-drained sandy loams (Bhardwaj et al., 

2011; Thoen, 1990). From May through September, representing the growing season, mean 

air temperature and total precipitation are 19.7°C and 523 mm, respectively, with the 

highest temperatures in July (Abraha et al., 2018). 

My overarching hypothesis is that socioeconomic practices may be more 

responsible than the biophysical processes in total landscape GWP, intensifying C fluxes 

and emissions during and post land conversion (i.e., legacy effects) and throughout 
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dynamic practices. My objective is to integrate socioeconomic processes into conventional 

ecosystem modeling. In this dissertation, I estimate net carbon production across 

spatiotemporal landscapes using multiple methods to collect and analyze various data 

sources (Fig. 1.2), including climate (e.g., temperature, precipitation, drought), landscape 

composition via land cover classification, ecosystem carbon production (e.g., gross primary 

production and net primary production estimates), energy consumed (e.g., fossil fuels, 

natural gas), and carbon emissions (i.e., GWP). The outcome of this dissertation provides a 

novel approach to a spatiotemporal analysis of carbon production in agricultural-forest 

landscapes to enhance our ability to project future projections of the coupled carbon cycle 

and climate system in a spatiotemporal context at the landscape scale. This work is 

presented across five chapters.  

In Chapter 2, I estimate carbon production in managed agricultural landscapes and 

validate remote sensing products with in situ eddy covariance estimates. The work 

identifies potential for red-edge spectroscopy and demonstrates improved remotely 

sensed terrestrial carbon estimates within heterogeneous agricultural-forest landscapes 

for landscape C assessment. In Chapter 3, I identify the interrelations of anthropogenic and 

abiotic activities, including land cover change, land management, and climate, and their 

collective impact on terrestrial carbon production within a structural equation model. This 

chapter determines if landscape composition is critical in estimating overall carbon 

production directly or indirectly. Within Chapter 4, I apply a life cycle assessment (LCA) to 

estimate the net contributions of anthropogenic activities and terrestrial carbon 

production to global warming potential and relate this to sustainable development goals, 

including a net-zero carbon economy. I evaluate landscape C stock as comprised of both 
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terrestrial and social C contributions (Fig. 1.1) and determine whether the latter 

contributes the most to landscape C and how climate mitigation efforts may consider this 

approach. Lastly, Chapter 5 reviews key findings from this dissertation, addressing how 

socioecological processes influence and contribute to landscape ecosystem C production. 

Here, I summarize areas for research applications and future investigations into landscape-

scale socioecological system research.
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CHAPTER 2. FINE RESOLUTION REMOTE SENSING SPECTRA IMPROVES ESTIMATES 
OF GROSS PRIMARY PRODUCTION OF CROPLANDS 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter was previously published by Agricultural and Forest Meteorology: Shirkey, G., 
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Abstract 

Gross primary production (GPP) is a fundamental measure of the terrestrial carbon cycle 

critical to our understanding of ecosystem function under the changing climate and land 

use. Remote sensing enables access to continuous spatial coverage but remains challenged 

in heterogeneous croplands. Coarse resolution products, like MODIS (500 m), may 

aggregate fragmented land cover types commonly found in heavily managed landscapes 

and misrepresent their respective contribution to carbon production. Consequently, this 

study demonstrates the capability of fine-resolution imagery (20-30 m) and available red-

edge vegetation indices to characterize GPP across seven Midwest cropping systems. Four 

sites were established on a 22-year-old USDA Conservation Reserve Program (CRP); and 

the other three on land conventionally farmed with corn-soybean-wheat rotation (AGR). I 

compare in situ GPP estimates from eddy-covariance towers with ten satellite models: eight 

variants of the vegetation photosynthesis model (VPM), of which five include a red-edge 

vegetation index, as well as conventional products Landsat CONUS GPP (30 m) and 

MOD17A2H V6 (500 m). Daily and cumulative fine-resolution imagery integrated within 

VPM agreed with tower-based GPP in heterogeneous landscapes more than those from 

MODIS 500 m VPM or conventional GPP products from MOD17A2H V6 or Landsat 8 

CONUS. Replacing EVI2 with red-edge indices NDRE2, NDRE1, and MTCI in Sentinel 2 VPMs 

notably improved explanation of variance and estimation of cumulative GPP. While existing 

methods using MODIS- and Landsat-derived GPP are important baselines for regional and 

global studies, future research may benefit from the higher spatial, temporal, and 

radiometric resolution.
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Introduction 

Rising demands for food, biofuel, and other commodities across the globe are 

driving increases in cropland cover and productivity (Godfray et al., 2010; Potapov et al., 

2022; Tilman et al., 2011). This intensity increases greenhouse gas (GHG) emissions and 

threatens ecosystem health through fragmentation and loss of habitat (Houghton et al., 

2012; USGCRP, 2018; Zabel et al., 2019). Cropland and managed grasslands are the 

dominant land cover types of many industrial, newly industrializing as well as developing 

countries (Bondeau et al., 2007; Foley et al., 2005), totaling 38% of the global land surface 

(Ramankutty et al., 2008) and ~30% of global net primary production appropriated by 

humans (Haberl et al., 2007). Given the association between cropland intensification, rising 

GHG emissions, and threat to biodiversity and ecosystem functions, the United Nations 

Sustainable Development Goals (SDGs) call for economies to become carbon (C) neutral by 

2030 as well as to prioritize food security and ecological resource protection (United 

Nations, 2015). To aid our understanding of how ecosystem functions respond to changing 

climate, particularly where cropland is dominant, accurate C estimations are essential.  

Terrestrial GPP is the major driver of land C sequestration and vital to the global C 

balance but is highly variable in croplands due to land management practices (e.g., crop 

rotation, irrigation, abandonment, and others). As intensification continues, croplands will 

also experience an increase in terrestrial gross primary production (GPP), the amount of 

carbon dioxide ‘fixed’ as organic material through photosynthesis. In addition to physical 

influences and disturbances (i.e., climate, geo-morphology, land cover change, wildfires, 

floods), the magnitude and dynamics of GPP are also driven by anthropogenic activities 

that alter land use and land cover dynamics, as well as biogeochemical cycles (Abraha et al., 
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2018a; Anav et al., 2015; Hibbard et al., 2017; Lei et al., 2021; Piao et al., 2009; Sciusco et 

al., 2020). Therefore, it is challenging to generate specific C balance estimates within 

croplands (Gelybó et al., 2013). While GPP cannot be directly measured, it can be modeled 

using the eddy-covariance (EC) method, which partitions net ecosystem exchange (NEE) 

into GPP and ecosystem respiration (Aubinet et al., 2012; Baldocchi et al., 2012; Lasslop et 

al., 2010; Papale et al., 2006; Reichstein et al., 2005). Eddy covariance field-scale measures 

of C, water and energy cycles have provided detailed knowledge on cropland and grass-

land contributions to GHG exchanges, C budgets and opportunities for natural climate 

solutions (Abraha et al., 2019; Chen et al., 2018; Hemes et al., 2021; Shao et al., 2017). At 

regional to global scales, many studies have scaled EC tower observations using data-

driven, process-based models (Beer et al., 2010; Jung et al., 2009) and found meteorological 

data have minor impact on upscaled GPP with high-quality satellite data (Joiner & Yoshida, 

2020). Measures are scaled by evaluating the relationships between tower-based GPP 

estimates and satellite-based, gridded and reanalysis data of climate, meteorological, and 

surface-reflectance estimates to constrain and calibrate models that monitor vegetation 

health and yield (Cai et al., 2021; Kumar & Mutanga, 2017; Lin et al., 2019; Wolanin et al., 

2019; Xiao et al., 2011). Scaling and extrapolation to regional or global representativeness 

should be exercised with caution as it can increase uncertainty (Beer et al., 2010; Chu et al., 

2017). This can be understood as the Modifiable Areal Unit Problem (MAUP) that includes 

(1) the “scale problem”, when areal data is aggregated into several sets of larger units; and 

(2) the “zoning problem”, when a given set of areal units are recombined into zones that 

are of the same size but located differently. Both problems result in variation in data values 

and subsequently different conclusions (Jelinski & Wu, 1996).  
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Similarly, the choice of model and spatial resolution may either inflate or 

underestimate GPP in heterogeneous croplands. Model comparison is necessary, as it 

identifies variations that could help identify shortcomings and areas for future 

improvement (Morales et al., 2005). Comparison is also a prerequisite for analyzing 

spatiotemporal biosphere-atmosphere fluxes as it reveals effects from different model 

structures (i.e., structural uncertainty) (Wang et al., 2011; Zhao et al., 2012), parameter 

values, meteorological input data, and vegetation and soil C pools (Anav et al., 2015). 

Therefore, examination of various GPP models and their spatial and temporal variations in 

croplands is necessary to advance our understanding of land management and land use 

effects on the global C budget.  

Integration of EC and remote sensing methods have advanced our ability to estimate 

GPP. However, due to the intense fragmentation, there can be a mismatch between small 

patches and conventional remote sensing spatial resolution (Ustin & Middleton, 2021). For 

example, global products, like the highly utilized 8-day Moderate-Resolution Imaging 

Spectroradiometer (MODIS) MOD17A2/A3 and MYD17A2/A3 GPP products (1 km–500 m), 

can be challenging if used in the context of land cover areas with complex vegetation or 

mixed pixels (Running & Zhao, 2015). In fact, coarse remote sensing models may aggregate 

nearby land cover patches within the same estimate of land cover GPP productivity, 

introducing a mischaracterization of landscape processes (Reeves et al., 2005; Zhang et al., 

2012). To estimate GPP within fragmented landscapes under various management 

practices, remote sensing offers several approaches to estimate GPP using measurements 

of optical parameters related to vegetation activity (Damm et al., 2015; Myneni & Ross, 

2012). Advancements in optical sensors, such as those carried aboard Landsat-8 (2013–
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now) and -9 (2021–now), offer 30 m spatial resolution whereas Sentinel-2 A and B 

(2015/2017–now) offer 10-20 m spatial resolution and narrow red-edge bands—enabling 

phenology studies and parametrization at a much higher resolution than previously 

possible (Li & Roy, 2017).  

Of the primary remote-sensing based models, the most common are light use 

efficiency (LUE) based estimates that are built on function convergence theory (Field et al., 

1995; Monteith, 1972, 1977), which states that plant canopies will harvest the most light to 

fix C given the constraints from the environment (Goetz et al., 2000). Following this 

framework are the production efficiency models (PEMs), where GPP is estimated as a 

product of the fraction of the photosynthetically active radiation (fPAR) absorbed by the 

canopy (e.g., Goetz et al., 1999; Ruimy et al., 1999; Running et al., 2004). For example, the 

Landsat conterminous United States (CONUS) GPP product captures fine spatial scale (30 

m) variability in GPP production with biome-specific inputs and pro-vides ready-to-use 

product covering croplands, forests, grasslands and shrublands (Robinson et al., 2018). The 

vegetation photosynthesis model (VPM) similarly estimates GPP in various ecosystems, 

and its performance aligns well with EC GPP (John et al., 2013; Li et al., 2007; Wagle et al., 

2015; Xiao et al., 2004a; Xiao et al., 2004b; Zhang et al., 2016).  

Further, many remote sensing based GPP models, such as VPM, rely on vegetation 

indices (VI) as input variables that serve as a proxy of fPAR and associated nutrient and 

absorption characteristics. Red-edge bands offered from the Sentinel-2A and B satellites 

offer additional VIs capable of estimating GPP, as vegetation red-edge (680-780 nm) 

captures the absorption of chlorophyll at 680 nm and higher absorption at 780 nm, 

detecting both moderate-to-high values (Gates et al., 1965; Gitelson & Merzlyak, 1996; 
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Horler et al., 1983). This is significant as chlorophyll has demonstrated a high sensitivity to 

seasonal changes and a strong relationship to GPP in croplands (Clevers & Gitelson, 2013; 

Lin et al., 2019; Wu et al., 2008). In addition, fine spatial resolution of the Sentinel-2 data 

provides temporally detailed information for characterizing spatially heterogeneous GPP 

best in croplands and grasslands compared to forest sites (Lin et al., 2019). Across 

grassland sites in southeast Australia, Sentinel-2 red-edge data estimates of GPP agreed 

well with EC GPP (R2 =0.77 and RMSE =0.81 g C m2 day-1) (Lin et al., 2019). Sentinel-2 and 

Landsat 8 data have also been used to estimate a neural network GPP model on five crop 

fields (four in the USA and one in Germany) (R2 =0.92 and RMSE =1.38 g C m2 day-1) 

(Wolanin et al., 2019). EVI2-derived GPP from MODIS (500m, 250m) and Sentinel-2 (10m) 

and EC-derived were evaluated in eight sites in the Nordic region (R2 0.69-0.91 and RMSE 

0.49-2.19 g C m2 day-1) (Cai et al., 2021). Few studies, however, cross-compare product 

resolutions in VPM to investigate changes across scales within the same cover type; or have 

evaluated red-edge VIs. More commonly, VPM is cross-evaluated with other GPP products, 

such as MOD17A2H, a temperature and greenness model, a greenness and radiation model, 

and the EC-LUE model (Li et al., 2013; Wu et al., 2011). Therefore, red-edge VIs from 

Sentinel-2 integrated into the VPM may enhance our ability to estimate GPP in 

heterogeneous croplands (Chen et al., 2011; Turner et al., 2003). 

In this study, we evaluate whether GPP estimates derived using higher spatial 

resolution of satellite data are advantageous to conventional remote sensing products in 

managed croplands. We ask the following questions: (1) Can fine resolution GPP products 

built with red- edge VIs effectively capture significant differences at field-scale? (2) Are 

they significantly different from the conventionally used models—MOD17A2H V6 (500m) 
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and Landsat-8 CONUS (30m)? and (3) How consistent are GPP anomalies across models 

within each site? While coarse resolution GPP products are reasonable for studies of large 

spatial extents, like global and regional (Running & Zhao, 2015), local-scale estimates of 

GPP are needed for local-scale management, estimates of C sequestration, and for C 

accounting. We generate site-specific LUE coefficients and model GPP, utilizing the VPM 

across MODIS (500 m), Landsat-8 (30 m), and Sentinel-2 (20 m) resolutions. By comparing 

multiple approaches to estimating GPP, we show which products are the most accurate in 

our managed cropping systems. 

Methods 

Study sites 

Our study sites are located within the northeast portion of the US Midwest Corn Belt in 

southwest Michigan, USA, at the Great Lakes Bioenergy Research Center (GLBRC) of the W. 

K. Kellogg Biological Station (KBS) Long-Term Ecological Research (LTER) sites (42◦24′N, 

85◦24′W, 288m a.s.l.; Fig. 2.1, Table A1). The sites are in a humid continental temperate 

climate with mean annual air temperature 9.9◦C and mean total annual precipitation 1027 

mm (Michigan State Climatologist’s Office, 2013). Soils are Typic Hapludalfs, well-drained 

sandy loams (Bhardwaj et al., 2011; Thoen, 1990). From May through September, 

representing the growing season, mean air temperature and total precipitation are 19.7◦C 

and 523 mm, respectively, with highest temperatures in July (Abraha et al., 2018b). Our 

study period spans March through November (DOY 60–334), including the growing season 

as well as its onset and offset, for years 2018 and 2019. Precipitation, air temperature, and 

photosynthetic photon flux density (PPFD) were acquired from nearby meteorological 

stations (http://lter. kbs.msu.edu/data tables, accessed June 2020). Seasonal dynamics of 
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GPP are driven by PPFD and temperature in these temperate croplands, where GPP lowers 

to near-zero in the winter season — DOY 335-59 (December through February) — due to 

near absence of photosynthetic activity caused by snow cover, harvest as well as low PPFD 

and temperatures. 

Figure 2.1. Location of eddy-covariance (EC) flux towers used in this study, 
where (A) are individual field extents and individual pixels for MODIS, 
Landsat-8, and Sentinel-2; and (B) is the location the towers at Kellogg 

Biological Station, Michigan, USA. 

Eddy covariance 

All EC systems included a LI-7500 open-path infrared gas analyzer (IRGA, LI-COR 

Bioscience, Lincoln, NE) for CO2 and water (H2O) concentration and a CSAT3 three-

dimensional sonic anemometer (Campbell Scientific Inc. CSI, Logan, UT) for wind speed and 

direction measurements. Half-hourly meteorological measurements of incoming and out-
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going radiation (CNR1, Kipp & Zonen, Delft, The Netherlands) and air temperature and 

relative humidity (HMP45C, CSI) were also measured at each site. All EC instruments are 

mounted 1.5–2.0 m above the vegetation and logged at 10Hz using a Campbell CR5000 

datalogger. Half-hourly fluxes were processed in EdiRe for screening out-of-range data due 

to severe weather, sensors, and/or logger malfunction as well as de-spiking. For full data 

quality control details, please see Abraha et al. (2015).  

Gapfilling and flux partitioning was completed in the standardized FLUXNET gap-

filling algorithm from REddyProc (Wutzler et al., 2018). Gap-filling included a Ustar 

correction with thresholds estimated using the Moving Point Test (Papale et al., 2006), 

bootstrap uncertainty within the year, and flux partitioning by daytime (Lasslop et al., 

2010). We used quality control flags (“fqc”) of 0-3 in this study, where least reliable (i.e., 

fqc=3) estimates comprised less than 0.54% of any site-year, and values outside of three 

standard deviations were linearly interpolated with the package “seismicRoll” (Callahan et 

al., 2020) in RStudio 1.3.1056 (R Core Team, 2019). We present GPP uncertainty across 

aggregated values due to estimation of the Ustar threshold, as well as the percent NEE gap-

filled prior to partitioning. 

Satellite products and indices 

We obtained GPP (kg C m2) from the MOD17A2H V6 product (8-day revisit time and 

500 m resolution; hereafter GPPMODIS) and the Landsat 8 CONUS product (16-day revisit 

time and 30 m resolution; hereafter GPPCONUS) (Robinson et al., 2018). Both GPPMODIS and 

GPPCONUS were retrieved from Google Earth Engine (GEE) platform (Gorelick et al., 2017) 

using point sampling to select the nearest pixel to the site’s tower location. We considered 

only pixels near each tower, which brought us to consider 1 (500×500 m) MODIS pixel and 
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3×3 Landsat-8 (30×30 m) and Sentinel-2 (20×20 m) pixels. The models used to calculate 

GPPMODIS and GPPCONUS are based on the LUE model (Running et al., 2004). However, 

GPPMODIS retrieves climate, land cover, fPAR and LAI parameters from GMAO/NASA (0.5 )̊, 

MOD12Q1 (500 m), and MOD15A2H (500 m), respectively, whereas GPPCONUS retrieves 

these parameters from Idaho Metdata (4 km), National Land Cover Database (NLCD; 30 m), 

and MOD09Q1 (250 m), respectively. To derive daily estimates, composite images GPPMODIS 

and GPPCONUS were divided by 8 and 16, respectively, and multiplied by 1000 to convert 

from kg C to g C, with final GPP units being expressed as g C m-2 d-1.  

For VPM, we used surface reflectance from MODIS, Landsat-8, and Sentinel-2 

(acquisition details below) to calculate vegetation indices (VIs). The VIs include (1) the 

enhanced vegetation index 2 (EVI2) (Jiang et al., 2008) to account for moisture sensitivity; 

(2) the land surface water index (LSWI) (Xiao et al., 2004b), which is based on the 

shortwave-infrared (SWIR) and represents vegetation water content and soil moisture. In 

place of EVI2, we also test VIs including (3) the green Chlorophyll Index (CIg) and red-edge 

(4) Chlorophyll Index (CIr) (Gitelson et al., 2003, 2006); the (5) normal deviation index of 

the red edge 1 (NDRE1) (Sims & Gamon, 2002) and (6) normal deviation index of the red 

edge 2 (NDRE2) (Barnes et al., 2000); as well as the (7) medium- resolution imaging 

spectrometer, MERIS, terrestrial chlorophyll index (MTCI) (Dash & Curran, 2004). Surface 

reflectance and land surface temperature layers were quality checked and linearly 

interpolated for a representative time series. The MODIS MOD09A1 v006 product provides 

surface reflectance at 500 m resolution every 8 days and it was used to calculate VIs using 

red (620–670 nm), near-infrared (NIR; 841–875 nm) and SWIR (1628–1652 nm) bands. 

MODIS Terra has an overpass at 10:30 AM local time. Data was acquired using the USGS 
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AppEEARS online tool (https://lpdaac. usgs.gov/tools/appeears/, accessed January 2021) 

and screened for cloud cover and artefacts using QA/QC bits and 500m state flags, as 

instructed by the MODIS User Guide Tables 10–13, to select the best quality data (Vermote 

et al., 2015). Gaps due to inadequate quality were linearly interpolated. USGS Landsat 8 

surface reflectance (Tier 1) provided 30 m resolution imagery every 16 days to calculate 

VIs EVI2 (Eq. 2.4) and LSWI (Eq. 2.6) using red (636-673 nm), NIR (851-879 nm), and 

SWIR (1566-1651 nm). As for GPPLS8-VPM, we acquired Landsat 8 data using GEE, and we 

used the pixel quality band "QA_PIXEL" to identify cloud and cloud shadow pixels. The 

Sentinel-2 is a constellation of two polar-orbiting satellites in the same sun-synchronous 

orbit. Surface reflectance over the study area provides a high revisit time of 10 days at the 

equator for a single satellite and 5 days with two satellites under cloud-free conditions, 

which results in 2-3 days at mid-latitudes. Overpass for Sentinel-2 is 10:30 AM local time 

and is a compromise for illumination and least potential cloud cover, like the overpass time 

of Landsat and MODIS. Sentinel-2A spatial resolution is offered at 10, 20, and 60 m with a 

total of 12 multispectral bands; of which, three are red edge bands. Bands used (and their 

center wavelength) for EVI2 and LSWI include NIR (B8, 842 nm; 20 m spatial resolution), 

red (B4, 665 nm; 10 m spatial resolution), and SWIR (B11, 1610 nm; 20 m spatial 

resolution), respectively. For red-edge indices (Eqs. 2.5-2.9), we also included the 

following: B3 (green, 560 nm), B5 (red- edge, 705 nm), B6 (red-edge, 740 nm), and B7 (red-

edge, 783 nm). The red band was resampled to 20 m resolution to match that of NIR and 

SWIR. Images were obtained from the Copernicus Open Access Hub 

(https://scihub.copernicus.eu/dhus/#/home, accessed February 2021) of the European 

Space Agency. We downloaded images as level 2A (i.e., surface reflectance) over the study 
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area. Where level 2A was not available, we downloaded level 1C top-of-atmosphere (TOA) 

images that were then atmospherically corrected to obtain surface reflectance by using the 

default settings of the Sen2Cor (v. 2.5.5) algorithm (Müller-Wilm et al., 2018). We 

performed the cloud mask in RStudio by using the cloud mask probability band 

“MSK_CLDPRB,” to identify cloud pixels, and the scene classification map band “SCL,” to 

identify water pixels. We then used a NIR threshold to identify potential cloud shadow 

pixels (for more info, see https://developers.google.com/earth-

engine/tutorials/community/sentinel-2-s2cloudless). We employed ArcMap (v. 10.6) to 

rescale the surface reflectance to 0–1. 

Lastly, to understand how heterogeneous systems can benefit from fine-resolution 

imagery, we estimate the composition (30 m) of land cover type within each of the remote 

sensing pixels employed to estimate GPP, described above, within ArcGIS Pro (v. 2.9). We 

acquired land cover from the USGS National Land Cover Database 2019 via GEE (Dewitz & 

Survey, 2021). Land cover estimates included cropland, water, wetland, grassland, 

wetlands, developed and forest; where grassland includes pasture, hay, grassland, 

shrub/scrub, wetlands include woody wetlands and emergent herbaceous wetlands, 

developed includes open space, and low, middle, and high intensity developed areas, and 

forest includes evergreen, deciduous and mixed forests.  

Vegetation photosynthesis model (VPM) 

The VPM model is built similarly to the GPPMODIS equation (Xiao et al., 2004a; Xiao et al., 

2004b), however the difference lies in the creation of LUE (εg, Eq. 2.2) from remote sensing 

and meteorological in-puts rather than the use of a look up table, where: 

VPM = εg x (ƒPAR) x (PAR),       (2.1) 
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εg = εmax x Tscalar x Wscalar x Pscalar      (2.2) 

Here, VPM represents Sentinel-2, Landsat-8 and MODIS VPMs, hereafter GPPVPM-S2 , GPPVPM-

LS8, and GPPVPM-MODIS, respectively; ƒPAR is the fraction of photosynthetically active radiation 

absorbed by chlorophyll, PAR is photosynthetically active radiation (µmol m−2 s−1) acquired 

from nearby a weather station (http://lter.kbs.msu.edu/datatables, accessed June 2020), εg 

is the LUE — the rate of CO2 uptake (µmol CO2 PAR−1). The value of εmax is maximum LUE 

estimated from a nonlinear hyperbolic Michaelis–Menten model (Wang et al., 2010), and 

Tscalar, Wscalar and Pscalar are the scaling regulators for the effects of air temperature, 

water, and leaf phenology, respectively, on the vegetation.  

Common in LUE models, including PEMs, is the application of fPAR as a function of 

the normalized difference vegetation index (NDVI) (Tucker, 1979). It is well acknowledged 

that NDVI is constrained by sensitivity to soil moisture and saturates at high leaf densities 

(Huete et al., 2002). To address this, VPM applies EVI as a function of fPAR for an enhanced 

characterization of vegetation at the global scale (Huete et al., 2006; Jiang et al., 2008; Xiao 

et al., 2004a). To calculate ƒPAR, EVI can function as a linear function and the coefficient ɑ is 

set to 1.0 (Xiao et al., 2005; Xiao et al., 2004b). In this study, we apply EVI2 to avoid high 

signal to noise ratios from atmospheric interference (e.g., aerosol or residual clouds) 

common in blue band wavelengths (Jiang et al., 2008). 

ƒPAR = ɑ x (EVI2)        (2.3) 

EVI2 = 2.5 
𝑁𝐼𝑅−𝑅𝐸𝐷

𝑁𝐼𝑅+2.4𝑅𝐸𝐷+1
       (2.4) 

To evaluate the potential for red-edge bands available from Sentinel-2 to advance 

the VPM’s applications, we chose to replace EVI2 with one of five red-edge VIs, CIg, CIr, 

NDRE1, NDRE2 and MTCI, calculated as:  
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CIg = 
𝐵7

𝐵3
− 1         (2.5) 

CIr = 
𝐵7

𝐵5
 − 1          (2.6) 

NDRE1 = 
𝐵6−𝐵5

𝐵6+𝐵5
        (2.7) 

NDRE2 = 
𝐵8−𝐵5

𝐵8+𝐵5
        (2.8) 

MTCI = 
𝐵6−𝐵5

𝐵5−𝐵4
         (2.9) 

where the center of each Sentinel-2 band is as follows: B3 (560 nm), B4 (665 nm), B5 (705 

nm), B6 (740 nm), B7 (783 nm), B8 (842 nm). 

The down regulation scalars Wscalar, Tscalar, Pscalar demonstrate the effects of 

water, temperature, and leaf phenology respectively on the vegetation’s LUE. Wscalar is 

estimated as: 

Wscalar = 
1+𝐿𝑆𝑊𝐼

1+(𝐿𝑆𝑊𝐼)𝑚𝑎𝑥
        (2.10) 

LSWI = 
𝑁𝐼𝑅−𝑆𝑊𝐼𝑅

𝑁𝐼𝑅+𝑆𝑊𝐼𝑅
         (2.11) 

where (LSWI)max is the maximum LSWI during the growing season. Tscalar 

measures the sensitivity of photosynthesis to temperature, calculated at each time 

step using the equation developed for the Terrestrial Ecosystem Model (Raich et al., 

1991): 

Tscalar = 
(𝑇−𝑇𝑚𝑖𝑛)(𝑇−𝑇𝑚𝑎𝑥)

[(𝑇−𝑇𝑚𝑖𝑛)(𝑇−𝑇𝑚𝑎𝑥)]−(𝑇−𝑇𝑜𝑝𝑡)2      (2.12) 

where Tmin, Tmax, and Topt are the photosynthesis minimum, maximum, and optimal 

temperatures (°C), respectively (Raich et al., 1991) (Table A2). If the air temperature falls 

below Tmin, Tscalar is set to zero. Pscalar accounts for the effects of leaf phenology on 

photosynthesis at the canopy level. Calculation of Pscalar is dependent on the life 
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expectancy of the leaves. Pscalar has two phases when a canopy is dominated by leaves 

with a life expectancy of one year (i.e., growing season) without replacement. From bud 

burst to full leaf expansion, Pscalar is calculated as: 

Pscalar = 
1+𝐿𝑆𝑊𝐼

2
         (2.13) 

whereas following expansion, the Pscalar is set to 1 with no alteration for 

senescence. Grassland systems such as prairie and switchgrass are set to 1 

throughout the study period (Wang et al., 2010; Xiao et al., 2004a). 

Statistical analysis and uncertainty 

To understand how tower GPP estimates relate to either NDVI or EVI2, we performed 

sensitivity tests of both indices to GPPTower acquired from MODIS, Landsat-8 and Sentinel-2 

for each site-year using a procedure outlined in Gitelson (2004): 

S = [d(EVI2)/d(NDVI) • [Δ(EVI2)/ Δ (NDVI)]–1     (2.14) 

where d(EVI2) and d(NDVI) are the first derivatives of the indices with respect to GPPTower 

and Δ(EVI2) and Δ(NDVI) are the differences between the maximum and minimum index, 

respectively. Function S tracks the sensitivity of EVI2 and NDVI to changes in GPPTower. 

Values of S <1 can be interpreted where NDVI is more sensitive than EVI2 to GPPTower, and 

values S >1 as indicate that EVI2 was more sensitive than NDVI to GPPTower. When S = 1, 

NDVI and EVI2 are assumed to be equally sensitive. We acknowledge that S does not 

account for estimate errors of d(EVI2)/d(NDVI), which may bias sensitivity evaluations. 

We evaluated seasonal dynamics of PPFD, air temperature, precipitation, as well as 

EVI2 and NDVI from MODIS, Landsat-8, and Sentinel-2 in a time series alongside GPPTower 

for each site-year. A comparison of GPP sums during the study period (March–November) 

and growing season (June, July, August) evaluates differences between GPPMODIS, GPPVPM-
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MODIS, GPP VPM-LS8, GPPVPM-S2, GPPCONUS, and GPPTower. Days without estimates from the VPM 

model or other products (i.e., days in-between acquisitions) were linearly interpolated 

within the R package “zoo” to generate cumulative GPP estimates (Zeileis & Grothendieck, 

2005).  

Three metrics were used to evaluate the performance of GPP satellite estimates in 

comparison with GPPTower, including the coefficient of determination (adjusted R2, 

hereafter R2), root mean square error (RMSE), and Spearman’s Rho (ρ), which is a non-

parametric test that estimates the model’s ability to increase or decrease in a similar trend 

to observed values. Estimates closer to one indicate a positive relationship and those closer 

to -1 indicate a negative relationship. In the linear models, we only included original 

acquisition days (i.e., days corresponding to satellite acquisitions) that paired tower 

estimates. To assess model implications on GPP estimates, and by proxy the resolution 

implications, we tested for significant difference in GPP models among sites with the 

Kruskal-Wallis test and Dunn post-hoc test in the R packages “stats” and “dunn.test” (Dinno, 

2017; Dunn, 1964; Kruskal & Wallis, 1952; R Core Team, 2019). The Kruskal-Wallis test 

extends from the Wilcoxon Rank test that is used for two samples (Vargha & Delaney, 

1998), and determines if there is a significant difference (p-value <0.05) in the median GPP 

estimate between models. It replaces a one-way analysis of variance (ANOVA) when data is 

not normally distributed. The result of the Kruskal-Wallis is H, which is interpreted as chi-

square; and z is result of the Dunn’s Test for multiple comparisons.  

 Since our study area has strong seasonal changes of temperate zones, our data and 

predictions violate the statistical assumptions that they are independent and identically 

distributed. We address this concern of temporal autocorrelation in a second regression 
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analysis by removing interannual and seasonal variation from each time series. We 

estimated zero-centered daily GPP anomalies and evaluated how these anomalies vary by 

GPP model and site-year. To generate average GPP seasonality (GPPS) on a daily time step 

(t) for each site (x) we averaged the daily GPP estimates from the different approaches for 

each year then smoothed the result with a Gaussian blur of 15 days to remove noise using 

the R package “smoother” (Hamilton, 2015). To remove interannual differences, we 

calculated GPPx, yr as the site-year annual mean of all GPP models. As such, GPP anomalies 

(GPPA) were calculated as: 

𝐺𝑃𝑃𝐴𝑥,𝑡 = 𝐺𝑃𝑃𝑥,𝑡 − 𝐺𝑃𝑃𝑆𝑥,𝑡 − 𝐺𝑃𝑃𝑥,𝑦𝑟       (2.15) 

Therefore, when an anomaly estimate is near-zero it has a small difference from the 

average, zero-centered seasonal pattern. Once we calculated daily GPPA (Eq. 2.15), we only 

included estimates that coincide with model acquisition dates to avoid inflation in our 

analysis. In the linear regression of anomalies, models agreeing well with GPPTower will 

express similar values (i.e., differences from the mean) with GPPTower. In the linear 

regression of anomalies, models agreeing well with GPPTower will express similar values 

(i.e., differences from the mean) with GPPTower. 

Results 

Seasonal changes of climate, vegetation indices and tower GPP 

Seasonal changes in air temperature, precipitation and PPFD at the LTER/KBS (i.e., study 

area) revealed that 2018 was on average warmer and drier than 2019 during the study 

period (March-November) (Fig. A1). For the study area in 2018, there was an average air 

temperature of 10.59 ˚C and a cumulative 796 mm of precipitation, whereas 2019 had an 

average air temperature of 9.25 ˚C and cumulative 896 mm of precipitation. We found 
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GPPTower increased sharply in May of both years at in all site-years (Fig. 2.2) due to the 

temperature increase, where the study area’s monthly average air temperature from April 

to May increased from 4.49 ˚C to 18.18 ˚C in 2018, and 8.47 ˚C to 13.97 ˚C in 2019. We also 

found the study area in 2019 had notably higher cumulative monthly and average daily 

precipitation in spring months reaching 114(2.8), 92(2.97), and 173(5.77) mm in April, 

May, and June, whereas 2018 had 63(2.1), 220(7.10), and 80(2.67) mm, respectively. 

GPPTower uncertainty due to Ustar filtering for all site-years was < 3% (0.81–2.97%), with 

<28% (16.16–27.51%) of NEE identified for gapfilling (Table A4). 

We found that MODIS 500 m pixels do not well represent each study site and include 

large aggregations of neighboring land covers (Table A3). One MODIS pixel including a 

tower may overlap two fields or nearby forest and marshland (Fig. 1.2). Conversely, the 

resolution of Sentinel-2 and Landsat 8 (20 m and 30 m, respectively) results in 

homogeneous pixels at each of the seven sites. Therefore, reflectance and VIs from Landsat 

8 and Sentinel 2 are more likely to represent the land cover of interest and minimize 

influence from neighboring vegetation. Monthly variability in GPPTower during the growing 

season coincided well with the variations in precipitation, temperature, PPFD and 

EVI2/red-edge VIs. The GPPTower during the growing season peaked in late July (DOY 185–

217), which closely coincides with peak PPFD and temperature in the study area (Fig. A1). 

Peak dates of daily GPP at AGR-C and CRP-C from 2018 were delayed by approximately 20 

days in 2019; whereas AGR-PR experienced a 15-day delay, and remaining sites peaked 

within 11 days (Fig. 2.2).  

The interannual seasonal dynamics of EVI2 differ in amplitude across sites and 

between satellites (Fig. 2.2). Maximum EVI2 for Sentinel-2 across sites ranged 0.65–0.86, 
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whereas Landsat-8 and MODIS ranged 0.55–0.80 and 0.59–0.68, respectively. Sentinel-2 

best captured the onset, offset, and volatility of the growing season. MODIS and, to a lesser 

extent, Landsat-8 EVI2 trends often exhibited lower estimates near the growing season 

peak. Notably, MODIS EVI2 increased before GPPTower in the onset of the growing season 

and lags in the offset, particularly in AGR-C, CRP-C, AGR-PR, and CRP-REF. Interannual 

seasonal dynamics of red-edge VIs capture peak growing season GPP well, particularly in 

corn systems, and reach higher peaks than EVI2 in CRP-PR and CRP-REF sites (Fig. 2.3). 

Red-edge VIs also demonstrate a similar trend as GPP during spring and fall in all sites. 

MODIS EVI2 is more sensitive to variations in GPPTower, whereas for Landsat-8 and 

Sentinel-2, EVI2 and NDVI have similar sensitivity (i.e., 0.00 ± 0.10) (Table 2.1). MODIS 

EVI2 is more sensitive to GPPTower in all site years except CRP-SW in 2018. We note that 

historical cropland sites AGR-C, AGR-PR, and AGR-SW as well as CRP-REF and CRP-C have 

higher sensitivities to MODIS EVI2. For Landsat-8, AGR-C, AGR-PR, CRP-PR, and CRP-REF 

exhibit sensitivities to both NDVI and EVI2 in different years, with CRP-C, AGR-SW and 

CRP-SW demonstrating higher sensitivities to NDVI in both years. Similarly, Sentinel-2 saw 

sensitivities change between years, but exhibited slightly higher sensitivity to NDVI in AGR-

C, AGR-PR and CRP-SW. Overall, we found Landsat-8 sensitivities remained within ±0.10 of 

1.00 (i.e., equal sensitivity) for 9:14 (i.e., 9 out of 14) site-years, respectively, whereas 

Sentinel-2 exhibited sensitivities ±0.10 of 1.00 within 12:14 site-years. 
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Table 2.1. The relative sensitivity of EVI2 to NDVI. Values of S < 1 indicate that NDVI 
is more sensitive than EVI2, sensitivities are equal when S = 1, and values of S > 1 

indicate EVI2 having a greater sensitivity than NDVI. 

Site 
MODIS Landsat-8 Sentinel-2 

2018 2019 2018 2019 2018 2019 
AGR-C 1.31 1.33 1.08 0.99 0.90 0.96 
AGR-PR 1.32 1.26 0.94 1.00 0.77 0.94 
AGR-SW 1.30 1.22 0.94 0.92 0.99 1.01 
CRP-C 1.11 1.13 0.77 0.99 0.78 1.00 
CRP-PR 1.07 1.18 1.04 0.86 1.04 0.93 
CRP-REF 1.20 1.21 1.22 0.81 1.01 0.91 
CRP-SW 0.77 1.08 0.97 0.57 0.95 0.94 

 

Differences between sensitivities of EVI2 and red-edge VIs to GPPTower vary (Table 

2). In most cases, NDRE1 is near similar in sensitivity to EVI2 in all sites except CRP-C, 

where NDRE1 is more sensitive. Between NDRE2 and EVI2, most sites had near-equal 

sensitivities, except for AGR-SW 2018 where EVI2 has higher sensitivity. Both Clg and Clr 

show a lower sensitivity than EVI2 in all site-years except in CRP-C. Lastly, sensitivities of 

MTCI and EVI2 were near equal in all site years except AGR-SW 2018, where EVI2 has 

higher sensitivity. Overall, NDRE1 and NDRE2 have 8:14, Clg and Clr have 2:14, and MTCI 

5:14 site years with higher sensitivity than EVI2 to GPPTower.  

Table 2.2. The relative sensitivity of EVI2 to Sentinel-2 red-edge bands NDRE1, 
NDRE2, Clg, Clr, and MTCI. Values of S < 1 indicate that the red-edge index is more 
sensitive than EVI2, sensitivities are equal when S = 1, and values of S > 1 indicate 

EVI2 having a greater sensitivity than the respective red-edge index. 

Site 
NDRE1 NDRE2 Clg Clr MTCI 

2018 2019 2018 2019 2018 2019 2018 2019 2018 2019 
AGR-C 0.88 0.92 0.87 0.93 1.19 1.13 1.14 1.15 0.98 1.05 
AGR-PR 1.08 1.06 1.08 1.09 1.43 1.27 1.34 1.25 1.05 1.06 
AGR-SW 1.32 0.95 1.40 1.02 1.61 1.14 1.59 1.12 1.26 1.00 
CRP-C 0.73 0.74 0.74 0.75 0.94 0.89 0.97 0.89 0.90 0.86 
CRP-PR 0.96 0.93 0.93 0.93 1.26 1.08 1.16 1.08 1.05 0.99 
CRP-REF 1.00  1.00 1.12 1.02 1.34 1.20 1.14 1.09 0.93 1.12 
CRP-SW 0.96 0.91 0.96 0.94 1.12 1.13 1.26 1.18 1.13 1.04 

In both years, GPPVPM-S2 explains more variability and is statistically significant in 
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the linear regression analysis with GPPTower during the study period (Table A5). GPPVPM-S2 

demonstrates visibly higher peaks in the growing season than other models, but 

occasionally overestimates in 2018 (AGR-C, AGR-PR, CRP-C, CRP-PR, CRP-REF) and in 2019 

(CRP- C, CRP-REF). MODIS products underestimate these amplitudes (Figs. 2.4, 2.5). MODIS 

products underestimate corn and switchgrass systems where GPPVPM-S2 captured GPP 

dynamics. In addition, VPMs coincide with GPPTower peaks and variations more than 

GPPMODIS and GPPCONUS, particularly in corn systems. Average daily GPPTower is higher in 

2018 compared to 2019; where in 2018, the most productive sites (CRP-SW, AGR-C, and 

AGR-PR) reached 5.66–6.27 g C  m-2 d-1 compared to the most productive sites in 2019 

(CRP-PR, CRP-C, and CRP-SW) with a range of 5.73–5.78 g C m-2 d-1. Corn systems have the 

highest daily productivity in both years but experienced the greatest shift in peak dates 

between 2018 and 2019. In both years, the highest daily sum recorded were in sites CRP-C, 

AGR-C, and CRP-SW while the lowest daily sum was observed in CRP-REF.  

When exchanging EVI2 for a red-edge VI in the Sentinel-2 VPM, there is a significant 

improvement across site-years. Particularly, NDRE1 and NDRE2 improve the  Sentinel-2 

VPM in  eight out  of  14  site-years compared to  other red-edge VIs.  In  2018, NDRE2 

improves AGR-C, CRP-C, and  CRP-SW by  improving explanation of  variation by  8%, 11% 

and 4%, respectively; whereas in 2019, it improves AGR-C, AGR- PR,  AGR-SW, CRP-C, and  

CRP-SW by  7%,  4%,  3%,  16% and  4%, respectively (Table A5). NDRE1 also improves 

AGR-C in both years and CRP-C in 2018 by the same explanation of variance as NDRE2. 

While GPPVPM-LS8 is better than GPPVPM-S2 in both CRP-C site-years, but with NDRE2 the  VPM 

improves by  11% and  16% in  2018 and  2019, respectively. Red-edge VIs  NDRE1, Clr  

and  Clg  do  not  improve the Sentinel-2 VPM beyond that of NDRE2. While MTCI does 
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improve the Sentinel-2 VPM in CRP-REF and explain 4% more variation and is the leading 

GPP model for both site-years, it still overestimates during the peak growing like GPPVPM-S2 

and VPMS2-Clg (Fig. 2.5). 

 

Figure 2.2. Daily GPPTower estimates (g C m-2 d-1) as well as MODIS, Landsat-8, and 
Sentinel-2 EVI2 at (a) AGR-C, (b) AGR-PR, (c) AGR-SW, (d) CRP-C, (e) CRP-PR, 

(f),CRP-SW, and (g) CRP-REF sites 2018–2019. 
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Figure 2.3. Daily GPPTower estimates (g C m-2 d-1) as well as Sentinel-2 red edge 
vegetation indices Clg, Clr, NDRE1, NDRE2, and MTCI at (a) AGR-C, (b) AGR-PR, (c) 

AGR-SW, (d) CRP-C, (e) CRP-PR, (f),CRP-SW, and (g) CRP-REF sites 2018–2019. 
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Figure 2.4. Temporal changes in GPPTower, conventional and VPMs including CONUS 
and MODIS resolutions 2018–2019 for the seven study sites: (a) AGR-C, (b) AGR-PR, 

(c) AGR-SW, (d) CRP-C, (e) CRP-PR, (f), CRP-SW, and (g) CRP-REF. 
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Figure 2.5. Temporal changes in GPPTower and Sentinel-2 VPM RS models 2018–2019 
for the seven study sites: (a) AGR-C, (b) AGR-PR, (c) AGR-SW, (d) CRP-C, (e) CRP-PR, 

(f) CRP-SW, and (g) CRP-REF. 
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During the study period, GPPVPM-S2 estimated 5:14 site-year sums at ±10% that of 

GPPTower sums, whereas GPPVPM-LS8 had 3:14, GPPVPM-MODIS 2:14, GPPMODIS had 0:14, and GPPCONUS 

3:14 (Table 3). When using red-edge VIs, VPMS2-NDRE1 models estimated 1:14, VPMS2-NDRE2 

5:14, VPMS2-MTCI 6:14, VPMS2-Clg 4:14, and VPMS2-Clr had 2:14 site-year sums at ±10% that of 

GPPTower. Overall, Sentinel-2 VPMs were closer to the study-period sums of GPPTower than 

other models. Cumulative satellite GPP estimates by site-year had difference of ~9–800 g C 

m-2 from GPPTower, with an average difference of 229.69 g C m-2. Models that had a site 

within ±10% of GPPTower in both 2018 and 2019 included GPP VPM-LS8, VPMS2-NDRE2, VPMS2-Clr 

for sites CRP-REF, CRP-C, and CRP-REF, respectively. Model VPMS2-MTCI remained within 

±10% of GPPTower more often than other models including by site-year and cumulative 

annual GPP during the study period. GPPMODIS and VPMS2-NDRE1 underestimated all site-

years, but other models overestimated occasionally, including GPPVPM-LS8 (5:14), GPPVPM-MODIS 

(2:14), GPPCONUS (4:14), VPMS2-NDRE2 (1:14), VPMS2-MTCI (5:14), VPMS2-Clg (2:14), and VPMS2-Clr 

(2:14).  

Cumulative GPP for the peak growing season (June, July, and August) indicate that 

VPMS2-NDRE2 and VPMS2-MTCI best matched GPPTower, with 8:14 site-years within ±10% tower 

sums (Table 4). Non-red-edge model GPPVPM-S2 closely followed with 7:14 site-years. When 

estimated by GPPVPM-LS8 and GPPVPM-S2 in 2018 and by GPPVPM-S2 in 2019, cumulative GPP of 

all sites in the study area was within ±10% of that estimated by GPPTower. When considering 

red-edge models, however, VPMS2-NDRE2, VPMS2-Clg, and VPMS2-Clr are all estimated both 2018 

and 2019 cumulative GPP within ±10% tower sums. However, VPMS2-NDRE1, VPMS2-NDRE2, 

VPMS2-MTCI, VPMS2-Clg, and VPMS2-Clr overestimated 1:14, 3:14, 9:14, 6:14, and 5:14 site-

years, respectively. Compared to other models, VPMS2-NDRE2 reliably estimated peak 
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growing season cumulative GPP at individual and collective fields. 
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Table 2.3. March–November cumulative GPP (g C m-2) as estimated from GPPTower, conventional products GPPMODIS and 
GPPCONUS, and VPM models GPPVPM-MODIS, GPPVPM-LS8, GPPVPM-S2, VPM S2-NDRE1, VPMS2-NDRE2, VPM S2-MTCI, VPM S2-Clg, VPM S2-Clr. 

Values in bold indicate ±10% of total GPPTower. 

Year SITE GPPTower GPPMODIS GPPCONUS GPPVPM- VPMS2- 

     MODIS LS8 S2 NDRE1 NDRE2 MTCI Clg Clr 

2018 

AGR-C 1598.83 1092.38 797.32 1649.99 1254.12 1340.96 1226.33 1577.21 1597.10 1369.89 1335.42 

AGR-PR 1554.91 1165.29 1649.75 1802.58 1612.87 1529.12 1124.71 1476.40 1786.66 1503.21 1345.71 

AGR-SW 1501.52 1108.52 1729.91 1241.52 1161.16 1276.53 822.97 1097.84 1522.17 1305.52 1218.87 

CRP-C 1417.42 1122.50 776.11 1206.72 1701.10 1184.19 1146.05 1484.45 1346.03 1340.52 1129.04 

CRP-PR 1469.99 1147.00 967.75 1349.28 1979.34 1439.21 1001.07 1289.68 1592.61 1270.01 1300.73 

CRP-REF 1327.21 1173.51 977.53 1088.91 1341.41 1122.34 741.01 1008.62 1425.93 1343.52 1216.46 

 CRP-SW 1725.24 1171.74 1009.05 1152.18 1326.74 1464.69 1243.94 1519.22 1495.99 1443.48 1293.13 

 Total 10595.12 7980.93 7907.42 9491.18 10376.75 9357.03 7306.07 9453.42 10766.50 9576.15 8839.37 

2019 

AGR-C 1340.88 1084.37 1331.38 1120.08 1075.59 1043.42 993.81 1242.04 1111.09 944.38 948.55 

AGR-PR 1465.36 1128.72 1717.36 1032.44 853.29 1013.46 794.34 1002.62 1109.12 1079.95 907.22 

AGR-SW 1366.86 1091.51 1838.63 795.20 1019.06 899.23 635.01 847.33 1141.78 968.39 942.40 

CRP-C 1596.14 1082.76 1437.37 1305.52 2031.73 1456.51 1446.59 1777.44 1888.23 1844.54 1773.22 

CRP-PR 1574.03 1077.00 975.83 1004.45 1233.13 1314.00 965.03 1225.00 1401.90 1407.05 1324.88 

CRP-REF 1265.02 1118.37 986.77 1010.13 1227.60 1328.91 846.67 1109.47 1420.46 1521.20 1357.44 

CRP-SW 1567.16 1128.18 1025.81 1257.41 1341.75 1453.05 1195.85 1488.37 1443.98 1436.62 1260.02 

 Total 10175.45 7710.90 9313.14 7525.22 8782.16 8508.59 6877.31 8692.26 9516.56 9202.13 8513.73 
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Table 2.4. June–August cumulative GPP (g C m-2) as estimated from GPPTower, conventional products GPPMODIS and 
GPPCONUS, and VPM models GPPVPM-MODIS, GPPVPM-LS8, GPPVPM-S2, VPM S2-NDRE1, VPMS2-NDRE2, VPM S2-MTCI, VPM S2-Clg, VPM S2-Clr. 

Values in bold indicate ±10% of total GPPTower. 

Year SITE GPPTower GPPMODIS GPPCONUS GPPVPM- VPMS2- 

     MODIS LS8 S2 NDRE1 NDRE2 MTCI Clg Clr 

2018 

AGR-C 1391.29 738.58 554.12 1275.75 1087.65 1131.24 1065.48 1311.99 1460.64 1225.44 1237.59 

AGR-PR 1184.43 724.16 1039.64 1272.96 1278.57 1261.86 902.85 1121.71 1505.76 1192.06 1173.15 

AGR-SW 1128.22 709.44 1099.14 908.67 892.78 1022.95 629.49 802.30 1221.38 993.42 983.67 

CRP-C 1209.67 722.41 539.37 880.98 1392.21 1005.68 998.37 1232.87 1231.34 1185.96 1042.77 

CRP-PR 904.32 732.37 540.12 985.65 1513.78 1117.23 807.45 1010.78 1293.86 1115.91 1144.93 

CRP-REF 729.02 763.76 534.06 776.52 952.55 785.15 520.92 685.25 986.70 928.80 876.51 

 CRP-SW 1277.66 726.96 622.25 799.60 915.50 1211.05 1008.55 1191.43 1259.59 1280.42 1146.39 

 Total 7824.61 5117.68 4928.71 6900.13 8033.04 7535.16 5933.11 7356.32 8959.27 7922.01 7605.01 

2019 

AGR-C 1054.59 721.68 975.09 816.75 904.75 959.19 844.38 1034.79 976.78 827.65 826.75 

AGR-PR 1166.85 711.91 1067.32 765.72 694.01 883.87 689.71 830.63 980.70 937.14 825.34 

AGR-SW 1043.18 710.13 1148.15 575.12 788.09 771.31 549.22 694.11 1008.74 874.31 851.93 

CRP-C 1198.79 677.43 1052.35 887.20 1542.26 1344.60 1218.03 1466.30 1630.16 1567.92 1519.85 

CRP-PR 1092.92 699.95 561.12 724.21 883.75 1047.35 780.58 943.20 1170.22 1143.78 1148.72 

CRP-REF 770.39 722.25 545.17 723.68 878.22 964.54 605.65 767.94 991.55 1054.68 985.61 

CRP-SW 1263.43 735.01 637.43 911.20 889.86 1226.98 1024.97 1214.15 1293.07 1245.41 1138.83 

 Total 7590.15 4978.37 5986.63 5403.88 6580.95 7197.84 5712.54 6951.12 8051.22 7650.90 7297.05 
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Model validation 

In all site years, the finer resolution GPPVPM-S2 and GPPVPM-LS8 out-performed GPPMODIS, 

GPPCONUS and GPPVPM-MODIS (Figs. 2.6, 2.7, Table A5) and agreed the best with GPPTower. Each 

model had a significant (p<0.05) and strong positive trend with GPPTower in 2018 and 2019. 

The largest variation found in model estimates were in corn systems for both years and 

prairie systems in 2018. GPPVPM-MODIS, GPPMODIS and GPPCONUS models underestimated; and 

GPPVPM-S2 and GPPVPM-LS8 models aligned best with the 1:1 slope, except for overestimation 

for CRP-C 2019 and CRP-PR 2018. In CRP-REF, all models were in close agreement with 

GPPTower. In both years, GPPMODIS and GPPCONUS had the highest RMSE in corn and 

switchgrass systems, as well as AGR-PR. In all sites, VPM models had lower RMSE than 

conventional products GPPMODIS and GPP CONUS except for CRP-REF (both years) and CRP-PR 

(2018) (Fig. 2.8). Compared to GPPVPM-S2, RMSE at corn sites was lower for GPPVPM-LS8 for 

both years and lower for GPPVPM-MODIS in 3:4 site-years. 

 When considering enhancements from red-edge VIs in VPM, the NDRE1 and NDRE2 

VIs increase explanation of variability in eight out of fourteen site-years. While RMSE 

values of red-edge VPMs were often higher in 2018 than that of the EVI2-based GPPVPM-S2, 

they were near equal in 2019 (Table A5, Figs. 2.8, 2.9).  Sites that benefitted in both years 

from red-edge VPMs included AGR-C, CRP-C, and CRP-SW; whereas AGR-PR and AGR-SW 

only saw benefits in 2019. While both NDRE1 and NDRE2 improve AGR-C in both years and 

CRP-C in 2018 by the same explanation of variance, NDRE1 has a lower RMSE in all three 

site-years and a closer 1:1 slope in two of three site years. 
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Figure 2.6. Comparison of daily GPPTower with daily LS8, GPPVPM-MODIS, GPPMODIS, and 
GPPCONUS by site-year. Solid black line depicts a 1:1 relationship. 
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Figure 2.7. Comparison of daily GPPTower with daily VPMS2-MTCI, VPMS2-Clg, VPMS2-Clr, 
VPMS2-NDRE1, and VPMS2-NDRE2 by site-year. Solid black line depicts a 1:1 relationship. 
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Figure 2.8.  Comparison model RMSE (g C m-2 d-1) of daily GPPTower with daily 
remote sensing GPP models across the seven land cover types in (a) 2018 and (b) 2019. 

GPP estimates are significantly different between models at all sites, except CRP-PR, 

according to the Kruskal-Wallis rank sum test (p < 0.05) (Fig. 2.9). A pair-wise post-hoc 

Dunn test demonstrated that in site AGR-C, significant differences were found between 

pairs GPPMODIS:VPMS2-Clr and GPPMODIS:VPMS2-Clg (z= 3.92, p=0.004; z= 3.66, p=0.01, 

respectively); while CRP-C had differences between GPPMODIS:VPMS2-Clr (z= 3.62, p=0.01). In 

sites CRP-PR, CRP-REF, CRP-SW, AGR-PR and AGR-SW, there were no significant (p < 0.05) 

differences between model pairs. 
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Figure 2.9. Box-plot comparisons of GPP models by land cover type during 2018–
2019. Inside the boxplot, a black diamond indicates the mean, error bars mean 

standard error, and a black horizontal line depicts the median; outside the boxplot, 
whiskers indicate the maximum and minimum values and points indicate outliers. 

Results of the Kruskal-Wallis include H and is interpreted as chi-square. A 
significant p-value <0.05 is indicated with an *. 

 

GPP anomaly estimates 

We evaluated anomalies generated from each GPP model from seasonal means and found 

large anomalies existed in the peak growing seasons (June-August) (Fig. 2.10, 2.11). 

GPPTower anomalies in regression analysis demonstrated that GPPVPM-S2 exhibited the 

highest positive trend out of conventional models, with a significant relationship (p<0.05) 

in switchgrass and prairie systems but was second to GPPVPM-LS8 at the corn systems. CRP-

REF anomalies did not match well with any model, evidenced by insignificant, positive 

trends (Fig. A2, A3, Table A6). In red-edge VPMs, we found that most anomalies occurred 
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during peak growing season due to models VPMS2-MTCI, VPMS2-Clr, and VPMS2-Clg, which 

overestimated GPP in 2018 site-years and in CRP-C 2019. Generally, VPMS2-NDRE1 and 

VPMS2-NDRE2 did not overestimate, except for CRP-C 2019, and had more underestimating 

outliers.   



 53 

 

Figure 2.10. Anomalies of GPP (g C m-2 d-1) from GPPMODIS, GPPCONUS, GPPVPM-MODIS and 
GPPVPM-LS8 over time for the seven study sites: (a) AGR-C, (b) AGR-PR, (c) AGR-SW, 

(d) CRP-C, (e) CRP-PR, (f) CRP-REF, and (g) CRP-SW. 
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Figure 2.11. Anomalies of GPP (g C m-2 d-1) from GPPVPM-S2 , VPMS2-Clg, VPMS2-Clr, 
VPMS2-NDRE1, VPMS2-NDRE2, VPMS2-MTCI over time for the seven study sites: (a) AGR-C, 

(b) AGR-PR, (c) AGR-SW, (d) CRP-C, (e) CRP-PR, (f) CRP-REF, and (g) CRP-SW. 
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Figure 2.12. Comparison of anomaly model RMSE (g C m-2 d-1) and Spearman’s Rho 
(ρ) coefficients of daily GPPTower with daily GPP from all remote sensing models 

across the seven land cover types 2018–2019. 

Anomalies exhibited both positive and negative trends compared to GPPTower, with 

fine-resolution VPMs outperforming conventional models. Red-edge VPMs had strong, 

positive trend at the exception of sites AGR-SW (VPMS2-NDRE1) and CRP-REF (VPMS2-Clg, 

VPMS2-NDRE2). GPPVPM-LS8 exhibited the strongest, positive trend and the lowest RMSE in 

corn sites between conventional models and GPPVPM-S2, whereas GPPVPM-S2 exhibited this for 

remaining sites, except CRP-REF (Fig. 2.12). In red-edge models, the lowest RMSE was 

VPMS2-MTCI in AGR-C, AGR-PR, and AGR-SW; and variable in remaining sites. Sites, AGR-C, 

CRP-C and CRP-SW tend to have higher RMSEs. Conventional GPPCONUS and GPPMODIS had 

negative trends, except for GPPMODIS in CRP-PR (ρ=0.30) and GPPVPM-S2 in AGR-SW (ρ=0.02) 

and CRP-REF (ρ=0.40). Similarly, GPPVPM-MODIS had a negative or zero trend in all sites 

except for AGR-PR (ρ=0.20). 
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Figure 2.13. Box-plot comparisons of GPP (g C m-2 d-1) anomalies by model at seven 
land cover type during 2018–2019. Inside the boxplot, a black circle indicates the 
mean, error bars are mean standard error, and a black horizontal line depicts the 

median; outside the boxplot, whiskers indicate the maximum and minimum values 
and points indicate outliers. Results of the Kruskal-Wallis include H, which is 
interpreted as chi-square, and significance p-value <0.05 is indicated with an 

asterisk (*). 

Significant differences exist between anomaly GPP models at each site, according to 

the Kruskal-Wallis rank test (Fig. 2.13). The site with the greatest variance from the mean 

was CRP-C. From the pairwise comparison Dunn test (Table 2.5), we also observed that a 

significant difference in anomaly medians between GPPTower and GPPVPM-S2 exist in five sites, 

including AGR-C, AGR-PR, AGR-SW, CRP-PR, and CRP-SW. Significant differences also existed 

between GPPTower and GPPVPM-LS8 at AGR-PR and AGR-SW, as well as between GPPVPM-LS8 and 

GPPVPM-S2 in CRP-C. The fewest differences between red-edge VPMs and GPPTower were with VPMS2-

NDRE2 (AGR-PR, AGR-SW, CRP-PR, CRP-REF) and VPMS2-MTCI (AGR-C, AGR-SW, CRP-PR, CRP-REF); and 
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the highest was with VPMS2-Clr, which was significantly different in seven sites. VPMS2-NDRE2 and 

VPMS2-MTCI also had the fewest differences between other models. 

Table 2.5. Dunn test pairwise comparison of significant differences (p<0.05) 
between models at each site 2018–2019 for GPP anomalies. 

Sites: □: AGR-SW, ○: CRP-SW, ♦: CRP-REF, ■: CRP-PR, ⁕: AGR-PR, ▲: AGR-C, Δ: CRP-C  

Discussion 

While VPM developed using MODIS products still provides a valuable product that is widely 

available spatially and temporally, complex, and heterogeneous land cover types such as 

managed agricultural-prairie landscapes benefit from the use of finer spatial resolution 

imagery (Chen et al., 2019). Fine spatial resolution reflectance indices from Sentinel-2 and 

Landsat-8 increased the accuracy of VPM models in our study. Particularly, when red-edge 
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VIs replaces EVI2 in Sentinel 2 VPMs, we found improvements in model validation, 

cumulative GPP estimates, and fewer differences between GPPTower medians than that of 

GPPVPM-S2.  

Sensitivity of VIs EVI2 and NDVI to GPPTower differed between MODIS (500 m) and 

the finer resolutions of Landsat-8 (30 m) or Sentinel-2 (20 m). When selecting between the 

two in agricultural-prairie systems, it is prudent to use EVI2. For finer resolution VPMs, 

NDVI may be suitable upon further study. MODIS had high sensitivity to EVI2 in 13:14 site 

years than NDVI, of which only 2:14 site-years had sensitivity ±0.10 of 1.00 (i.e., near equal 

sensitivity). We find this supports similar research on MODIS LUE-based GPP models, 

where the ability to capture GPP variations is closely tied to the accuracy of fPAR and that 

8-day MODIS data do not consistently capture fall and spring’s rapid changes in phenology, 

likely introducing error to annual GPP estimates (Verma et al., 2014). Conversely, near-

equal sensitivity was apparent in Landsat-8 and Sentinel-2, with 9:14 and 12:14 site-years 

with sensitivities ±0.10 of 1, respectively. Given EVI2 and NDVI use the same two bands 

(i.e., NIR, Red), the differences between satellite products could arise from differences in 

radiometric resolution (i.e., bandwidth), spatial resolution and sampling frequency. In fact, 

the wavelength ranges of MODIS, Landsat-8, and Sentinel-2 Red bands (nm) are 620–670, 

636-673, 650-680, respectively; while the NIR bands are 841–875, 851-879, and 855-875, 

respectively. These slight differences in bandwidth, along with differences in sampling 

dates and spatial resolution from Landsat-8 and Sentinel-2, may have resulted in 

substantial differences in GPP estimates. We found that NDRE1 and NDRE2 were slightly 

more sensitive than EVI2 to GPPTower, with 8:14 site years, that MTCI was near-equal 

sensitive, and that EVI2 was more sensitive to GPPTower than Clr and Clg. Both sensitivities 



 59 

of pairs (1) NDRE1 and NDRE2; and (2) Clr and Clg were similar, respectively, as the 

equations are similar and the difference within each pair is minimal (Eqs. 2.4-2.7).  

GPP estimates in our study area, and many other Midwestern cropland regions, are 

notably underestimated by MODIS products, due to mixed pixels (Wang et al., 2015; Zhang 

et al., 2016). We found that land cover (NLCD, 30 m) within a single MODIS 500 m pixel 

overlapped cropland, developed areas, forests, grasslands and wetlands (Table A3). Our 

results demonstrated that GPPVPM-MODIS underestimated, particularly in the peak growing 

season, at all sites, more than other GPP models. The least to underestimate cumulative 

GPP includes VPMS2-MTCI during the study period (9:14) and peak growing season (5:14), 

and VPMS2-Clg in the peak growing season (8:14). When comparing conventional and non-

red-edge VPMs, finer resolution VPM models are closer to daily and cumulative GPPTower, 

with GPPVPM-LS8 capturing the variation in corn systems best and GPPVPM-S2 best capturing 

grassland systems. Additionally, heavy rainfall in the spring of 2019 (wet year) may have 

affected GPP production in some sites. Peak growing season (June-August) was best 

reflected in GPPVPM-S2 compared to other conventional GPP products and GPPVPM-LS8. While 

over- and underestimation can interfere with scaled-up estimates (Jelinski & Wu, 1996) we 

found finer resolution (30 m and 20 m) GPP products demonstrated the capacity to 

improve GPP estimates across various corn and grassland systems.  

Our anomaly analysis of covariance further enhanced our ability to evaluate 

interannual variation and identify significant differences between model estimates. In a 

similar study, covariance between interannual anomalies in MODIS products did not 

significantly correlate with GPPTower in croplands; however, few MODIS products except 

VPM and MOD17A did explain substantial variance in grasslands because they include finer 
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meteorological inputs and account for rapid development and senescence (Verma et al., 

2014). Our results reflect this, as GPPMODIS and GPPVPM-MODIS did not significantly correlate 

with GPPTower anomalies. We found significant differences in medians between GPPVPM-S2, 

GPPVPM-LS8 and GPPTower anomalies existed, indicating that one model simply over- or 

underestimated more often than its counterpart. While significant differences between 

medians in high-resolution and red-edge VPMs and GPPTower exist, we do not believe this 

undermines their demonstrated accuracy in regression analysis and in seasonal 

summations. Particularly, anomalies of GPPTower also have significant differences from 

GPPMODIS and GPPVPM-MODIS medians at three sites, and significant differences with GPPVPM-LS8 

and GPPCONUS at two sites, whereas it has significant differences with VPMS2-NDRE2 and 

VPMS2-MTCI at four sites. Understanding that MODIS products underestimate GPP (Tables 

2.3, 2.4) and aggregate nearby land covers, we recommend Landsat-8 and Sentinel-2 GPP 

products. More so, Sentinel-2 VPMs demonstrate greater ability than Landsat-8 products to 

remain within ±0.10% of both cumulative study period and peak growing season GPPTower; 

with red-edge VPMS2-NDRE2 and VPMS2-MTCI equal to or outperforming GPPVPM-S2, respectively.  

From both regression analyses in this study, GPPVPM-LS8 still agreed strongest with 

corn systems compared to GPPVPM-S2, which performed better in grassland systems with its 

largest anomalies during the peak growing season. However, when incorporating NDRE2 

into the Sentinel-2 VPM, it could outperform GPPVPM-LS8 in CRP-C site-years; demonstrating a 

potential to use red-edge VI with high-resolution imagery in both corn and grassland 

covers. The only site years where GPPVPM-S2 still outperforms all other models, including 

red-edge VI VPMs, was in AGR-SW 2018 and in CRP-PR 2018 and 2019, where there are 

narrow differences (Table A5). We conclude that red-edge VIs, particularly NDRE2, may 
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significantly improve the VPM’s ability to estimate variations in GPP when used as an 

alternative to EVI2. 

While our study area benefitted from finer resolution models, this may not stand 

true in all landscapes and elsewhere. In Nordic eddy covariance flux measurement sites, 

modelled GPP with linear regression and EVI2 and various environmental inputs detected a 

minimal difference with a consistent estimate across MODIS (500 m and 250 m) and 

Sentinel-2 (10 m) resolutions (Cai et al., 2021). An additional consideration for future 

studies is GPP production from cover crops, which is a customary practice that may 

influence variability in annual estimates. The choice of GPP product depends on the 

intended application. Here, we advocate for fine-resolution imagery and the consideration 

of red-edge in GPP models to capture details at a local-scale that reflects land management 

and activities in heterogeneous cropland land. However, Landsat provides data since 1972 

and offers great historical detail far beyond what Sentinel 2 can offer and may be more 

suitable for investigations of long-term change. Additionally, further consideration may be 

placed on temporal resolution, which imparts its own effect on aggregation of disturbance 

or land management useful for scaling investigations. Differences between Landsat and 

MODIS data lies in the acquisition and data retrieval, where Landsat is instantaneous and at 

higher risk of acquiring poor fPAR or LAI due to atmospheric effects and cloud cover and 

MODIS is a composite taking the best image from an 8-day span (Robinson et al., 2018). 

Future investigations on resolution and GPP estimates may consider utilizing the newly 

release MOD17A3HGF v061product, which may provide different results due to its updated 

protocol that cleans poor-quality inputs from 8-day LAI/ fPAR based on pixel quality 

control labels. Additionally, the MODIS GPP product FluxSat v2.0 offers daily estimates of 
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GPP using FLUXNET eddy covariance tower site data and coincident satellite data (Joiner & 

Yoshida, 2021). 

While EC methods provide direct and suitable estimates of CO2 fluxes at the local 

scale useful to both calibration and validation of remote sensing GPP models, we 

acknowledge they are also subject to error and uncertainty that are important to validation 

of remote sensing models and interannual analysis (Wang et al., 2015). Recent studies 

show that the flux tower footprint, used in validation and site-specific measurements, often 

extends beyond the target ecosystem, depending on time and atmospheric conditions (e.g., 

wind speed and direction) (Chu et al., 2021; Giannico et al., 2018). Consequently, in highly 

heterogeneous landscapes, multiple EC towers may be required to capture spatial 

representativeness necessary for validating global scale model grids (Wang et al., 2015). 

Our results support this, as GPPMODIS and GPPVPM-MODIS underestimated cumulative GPP as 

well as daily estimates during the study period and growing season (June, July, August). 

Evaluation and monitoring of GPP with Landsat-8 and Sentinel-2 reveals how 

terrestrial C responds to land management, climate mitigation policies, and disturbance in 

heterogeneous cropland systems. It also supports cost-effective land management 

programs and increases the understanding of anthropogenic disturbances to ecosystem 

functions. Both Landsat-8 and Sentinel-2 are available freely online and easily accessible 

via Google Earth Engine, improving their employability in policy and stakeholder 

programs. For example, the economic benefit of management and incentive programs that 

attract farmers to convert low-producing corn for ethanol to perennial grasses, such as 

switchgrass, produce co-benefits, such as C sequestration (Kreig et al., 2021). Future 

applications with red-edge imagery from Sentinel 2 will benefit from high spatial and 
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temporal resolution data, paving a way towards near real-time monitoring of GPP.  

Conclusions 

Fine-resolution (30 m and 20 m) satellite imagery and red-edge VIs integrated within VPM 

generally agree with daily and cumulative GPPTower in field sites more so than coarse 

resolution imagery in VPM or conventional GPP products (e.g., GPPMODIS or GPPCONUS) do. A 

substitution of a red-edge VI for EVI2 in the Sentinel 2 VPMs demonstrated improved 

explanations of variation and cumulative GPP estimates, compared to EVI2-based GPPVPM-

S2.  

In this work, vegetation indices of EVI2 and NDVI express different sensitivities by 

satellite origin, where MODIS-derived EVI2 had higher sensitivity than NDVI to GPPTower in 

all but one site; and Landsat-8 and Sentinel-2 EVI2 and NDVI had near equal sensitivity in 

most site-years. Compared to EVI2, red-edge VIs NDRE1 and NDRE2 were slightly more 

sensitive to GPPTower. Seasonal GPP amplitude and growing season peaks are best captured 

by Sentinel-2 VPMs, followed by GPPVPM-LS8, whereas conventional products underestimate 

growing season peaks. Overall, Sentinel-2 VPMs demonstrate greater ability than Landsat-8 

and MODIS products to remain within ±0.10% of both cumulative study period and peak 

growing season GPPTower; with red-edge VPMS2-NDRE2 and VPMS2-MTCI equal to or 

outperforming GPPVPM-S2, respectively. Red-edge Sentinel 2 VPMs collectively outperformed 

conventional GPP models and Landsat 8 products, when considering cumulative GPP 

estimates, model validations and significant differences between anomaly medians. Red-

edge VIs, particularly NDRE2, may significantly improve our ability to estimate variations 

in GPP when used as an alternative to EVI2 in GPP models.  

As many croplands are composed of areas less than 500 m, MODIS derived scalars 
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may be composed of a mix of land cover types and therefore incorrectly estimate GPP. This 

work demonstrated the capability of using GPPVPM-LS8, GPPVPM-S2 and red-edge VPMS2-Clr, 

VPMS2-Clg, VPMS2- NDRE1, VPMS2-NDRE2, VPMS2-MTCI in highly heterogeneous cropland, including 

corn, switchgrass, and restored prairie systems, in both historical cropland and recently 

converted (i.e., 2009) CRP land. Fine resolution GPP products (30 m and 20 m), and 

particularly red-edge Sentinel 2 VPMs, agreed best with GPPTower and are significantly 

different than MODIS products in multiple cropland sites with differing land use history. 

While existing methods using MODIS-derived GPP models serve as an important baseline 

for studies with large spatial extents, future endeavors to estimate GPP in managed 

landscapes with greater frequency and improved accuracy are accessible and affordable at 

30 m and 20 m resolutions.
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Abstract 

This study evaluated the contributions of land cover and land use change (LCLUC) and land 

management to landscape carbon production through a complex cause-effect path analysis 

of socioecological latent variables. Socioecological contributions to landscape carbon 

production are essential in landscape analysis, as their processes are both independent and 

interactive. I quantify the coherencies of social, economic, and environmental variables and 

their impact on net primary production (NPP) in an agroecosystem landscape. I ask 

whether LCLUC contributed to increased NPP and if land management and LCLUC play a 

more significant role than abiotic stressors on NPP. I applied a socio-environmental system 

framework to evaluate anthropogenic and environmental processes in the Kalamazoo 

River Watershed in southwest Michigan, USA from 1987 to 2017. Structural composition 

and functional contribution to NPP were evaluated by land cover type. Next, I synthesized 

remote sensing, gridded climate, social and biophysical data, in a principal component 

analysis (PCA) to inform a partial least squares structural equation model (PLS-SEM). Land 

cover type contributed to anthropogenic processes. Cropland contributed to Land 

Management, forest and water contributed to Land Cover Change, and urban to the 

Regional Development construct. Anthropogenic activities contributed more to NPP than 

abiotic processes. Attitudes of environmental stewardship strongly related to land use 

change likelihood. In this work, I disentangled anthropogenic and climatic changes’ 

contributions to terrestrial carbon production and the societal ties to potential carbon 

sequestration. No single landscape metric is suitable for all study areas; however, this 

framework is useful for a landscape-scale analysis of socio-environmental processes.  
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Introduction 

Human activities and environmental changes independently and interactively affect 

ecosystems. Understanding their direct and indirect influences from an ecosystem to 

landscape, regional, and global scale is important for a sustainable future, particularly in 

agroecosystems requiring sustainable food production and a minimized environmental 

footprint. Land management practices such as tillage, urban development, fertilizer 

applications and land cover change collectively alter and influence the terrestrial 

ecosystem carbon (C) cycle, including C production (Guzman & Gulabi, 2017). Across a 

landscape, landscape characteristics (e.g., spatial arrangements and composition) may 

further couple with additional ecological processes and introduce functional changes in 

ecological and socioeconomic systems, and vice versa (Lausch et al., 2015; Sciusco et al., 

2020; Turner, 1989). These are due to the synchronized dynamics of the physical, 

ecological, and social processes and their resulting complex problems (Conzen, 2014), 

which are approached with socio-environmental system (SES) modeling (Chen, John, 

Zhang, et al., 2015; Elsawah et al., 2020). As international efforts continue to regulate C 

emissions from anthropogenic sources, renewed efforts have risen to understand the 

potential terrestrial stock to offset emissions through ecosystem production known as 

nature-based solutions (Hemes et al., 2021; Novick et al., 2022; Robertson et al., 2022; 

Wiesner et al., 2022). To employ such efforts sustainably, it is imperative to consider the 

interactions between anthropogenic activities and abiotic factors related to terrestrial C 

production. 

Incorporation of land cover and land use change (LCLUC) analysis can supplement 

our observation of ecological patterns (e.g., patches, fragmentation, edge effects) granted 
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by advances in spatial analysis and satellite imagery (Bondeau et al., 2007; Cohen & 

Goward, 2004; Potapov et al., 2022). Including LCLUC analysis is necessary to understand 

how land cover affects atmospheric CO2 uptake and emission, terrestrial primary 

productivity, the hydrologic cycle, and the energy balance at the surface-atmosphere 

interface. Yet, while climatic variables such as precipitation, drought and temperature have 

been well-documented for their influences on the C cycle, less is known about how this 

production varies by land cover type in human-nature systems over time (Chen et al., 2004; 

Euskirchen et al., 2016; Spies et al., 2018). As population growth and income alone cannot 

explain changing landscapes, socioeconomic opportunities and institutional factors should 

be considered (Lambin et al., 2001). Understanding the relative C contributions of each 

land cover type and their relationship with socioeconomic variables may elucidate how 

societal change (i.e., cropland intensification, urban to rural migration) affects 

spatiotemporal landscape C production (Chen et al., 2022; Kramer et al., 2017; Liu et al., 

2013; Zimmerer et al., 2018).  

Landscape ecology serves as an important theoretical framework for understanding 

the functional and structural contributions of land cover types that incorporate the 

consequences of a spatiotemporal, hierarchical ecosystem and land management processes 

(Levin, 1992; Turner, 2010). Regional and socioecological systems require long-term 

observations so that ecosystem dynamics (i.e., seasonality, resilience, and succession) and 

societal changes (e.g., urbanization, land tenure) are observable. Geographical research in 

the past three decades has attempted to model the process of LCLUC, project future 

distributions, and continue to aid in the inclusion of socially sensitive and integrated 

approaches to advance policy and conservation strategies (National Research Council, 
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2010). Here I propose that LCLUC is not restricted to conventional land cover mapping 

alone, but that land ownership, the density of management practice, and land use across a 

landscape may also improve our SES modeling and understanding. Conventionally, land 

cover mapping has strongly relied on remote sensing data for inventorying the extent of 

land cover type and associated characteristics. However, the lack of social behaviors and 

land management information (i.e., societal forcing) requires integrating data from various 

spatiotemporal resolutions and sampling strategies that may introduce uncertainties from 

aggregation (Jelinski & Wu, 1996; D. Yang et al., 2017). For example, US national social data 

is often available every 5 or 10 years, such as the American Community Survey, National 

Agricultural Statistic Service, or the Occupational Employment Statistics (Ruggles et al., 

2022; USDA National Agricultural Statistics Service, 2022; Utterback et al., 2012). At finer 

spatial scales, data are omitted due to privacy concerns or where instances are less 

frequent. Conversely, ecological, and remote sensing derived land cover data can be 

obtained at a high spatiotemporal frequency, which offers 5-day, 8-day and 16-day revisit 

at 10-20 m, 250-500 m, and 30 m spatial resolution from Sentinel-2, MODIS, and Landsat, 

respectively. Meanwhile, integrating social and ecological data within a spatiotemporal 

analysis is absolutely needed for a holistic understanding of ecosystem processes—a 

lasting challenge within landscape ecology (Kugler et al., 2019; Wu, 2006).  

To evaluate the interactions and contributions between environmental change and 

human action and address abstract concepts such as “climate change”, “ecosystem 

structure and/or composition”, “resistance and resilience”, and “ecosystem service”, 

landscape ecologists may consider the advantages of structural equation modeling (SEM) 

(Fan et al., 2016; Kolluru et al., 2022b). The indirect and direct relationships between 
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environmental change and human activity exist in subsystems that make a cohesive whole. 

Research topics on how human activities may shape ecosystem services or the 

environment across scales include telecoupling (Liu et al., 2019) and coupled-human 

nature systems (Kramer et al., 2017). Theoretical frameworks incorporating ecosystem 

functions (e.g., carbon productivity) with measures of social and economic performance 

(e.g., population density, gross domestic productivity, and livestock density) seek to 

identify the tipping point of sustainability in an SES. For example, numerous studies 

investigate the interactions of environmental change and human action in the Asian 

drylands to identify sustainability challenges and modifications from political and climatic 

stressors (Chen et al., 2020; Chen et al., 2015; Shao et al., 2017; Kolluru et al., 2022a). To 

assess and evaluate multivariate causal relationships, ecologists have utilized SEM as early 

as 2000 with reviews offered by Fan et al. (2016), Grace et al. (2010) and Eisenhauer et al. 

(2015). Theoretical frameworks of SES research can be tested for causality with 

confirmatory factor analysis, such as that by Kolluru et al. (2022b), while users at the 

beginning stage or with fewer data can apply a partial-least squares (PLS) SEM to generate 

necessary evidence for a causal relationship and variable selection (Fan et al., 2019; Park et 

al., 2017). In this way, users can continue collecting long-term data while updating their 

hypotheses (Monecke & Leisch, 2012).  

In this study, the contributions of societal and ecosystem processes to NPP (g C m-2 

yr-1) are evaluated to explore their complex relationships at the decision-making level of an 

agroecosystem. To quantify these interrelationships, the Kalamazoo River Watershed in 

southwest Michigan, USA, was selected as a testbed. I ask whether: (1) LCLUC has 

contributed to increased NPP; (2) regional development and land management are 
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significantly responsible for LCLUC; and (3) whether land management and LCLUC play a 

more significant role than abiotic stressors on NPP. The study’s hypotheses are that: (H1) 

land cover change has a direct and significant effect on landscape NPP; (H2) regional 

development can directly influence land management, which in turn shapes the LCLUC and 

NPP of the landscape, and (H3) anthropogenic activities have a collectively higher and 

more influential direct impact on LCLUC than abiotic drivers. The theoretical construct 

investigates the interrelationships and combined influences of social and physical variables 

on NPP. The watershed’s structural composition and relative contribution to NPP was 

evaluated by land cover type from 1987 to 2017; and investigate their linear relationship. A 

partial least squares structural equation model (PLS-SEM) was employed to identify the 

relationships between social, economic, and ecological variables and their impact on NPP in 

a cropland-forest dominated landscape (Fan et al., 2016). Human activities are 

contextualized with stakeholder surveys. Contributions of this work aim to disentangle the 

relative contributions of anthropogenic and environmental factors in terrestrial carbon 

production for a deeper understanding of the societal ties to potential carbon sequestration 

efforts. 

Methods  

Study area 

The Kalamazoo River Watershed (HUC8; 5,261 km2), is approximately one hundred miles 

long and includes portions of ten counties: Allegan, Barry, Eaton, Van Buren, Kalamazoo, 

Calhoun, Jackson, Hillsdale, Kent, and Ottawa (Fig. 3.1). In this study, counties with 1% or 

less overlapping area with the Kalamazoo Watershed were excluded, including Kent, 

Ottawa, and Van Buren. The largest urban centers include Kalamazoo and Battle Creek. The 
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Kalamazoo River begins at a spring-fed pond in northern Hillsdale County and flows 

westward in a northerly arc through the cities of Albion and Battle Creek into Saugatuck 

before reaching Lake Michigan. The Kalamazoo Watershed is in a humid continental 

temperate climate with a mean annual air temperature of 9.9 °C and a cumulative average 

annual precipitation of 1027 mm (Michigan State Climatologist’s Office, 2013). Soils are 

Typic Hapludalfs, well-drained sandy loams (Bhardwaj et al., 2011; Thoen, 1990). From 

May through September, representing the growing season, mean air temperature and total 

precipitation are 19.7°C and 523 mm, respectively, with the highest temperatures in July 

(Abraha et al., 2018).  

 

Figure 3.1. The (a) Kalamazoo River Watershed in southwest Michigan with land 
cover in (b) 1986 and (c) 2017 presented for visual assessment of the change. 
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Socioecological data 

To assess spatiotemporal human-nature interrelationships using PLS-SEM, an SES dataset 

was composed of demographic, climate, soil, and biophysical geospatial data (Table 3.1). 

Multiple datasets were synthesized from remote sensing, gridded climate, and social 

surveys to best reflect SES activities in the study area every five years during the 30-year 

study period: 1987, 1992, 1997, 2002, 2007, 2012, and 2017. Therefore, each year in the 

study period is represented by the nearest possible data availability of the data product. As 

some datasets (i.e., Census, land cover classifications) are unavailable on an annual 

timescale, it was assumed that there was little to no change across the 2-3 years. Remote 

sensing data included gridded climatic datasets, land cover and surface reflectance, 

terrestrial carbon production, as well as soil properties. Annual climate and biophysical 

geospatial datasets were overlain with county boundaries to extract averages or 

cumulative values by county in ArcGIS Pro (v2.8.7). When variables were available for 

consecutive annual estimates, all years were collected to calculate anomalies over 30 years, 

then selected the study period years to be used in the PLS-SEM in R Statistical Software 

(v3.6.1) (R Core Team, 2019). Additional data management details are provided in the 

following sections, including data acquisition, processing, and scaling. 

Land cover 

Land cover classifications were acquired from two different data sources to span the extent 

of the study period. For 1986, 1991, and 1996, land cover data were acquired from Chen et 

al. (2019) at 30m resolution and are assumed unchanged from the study period years 

1987, 1992, and 1997. These classifications were created using an object-oriented 

classification of Landsat Thematic Mapper images that were acquired on the 6th and 31st of 
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July each year over three Landsat scenes (21/30, 21/31, and 22/30) from Google Earth 

Engine (GEE) (Gorelick et al., 2017). Images were defined with per-pixel cloud and quality 

information (Dwyer et al., 2018) and cloudy pixels were removed. Following the Anderson 

et al. (1976) Tier 1 classification scheme, land covers were classified as urban, wetland, 

forest, cropland, bare, grassland and water bodies. The classification was conducted using 

segmentation in eCognition software (version 9.2). Additional information on classification 

methods and rules can be found in Chen et al. (2019). Accuracy assessment was conducted 

for each year by stratified random sampling of 700 Landsat pixels, with 100 samples per 

class (i.e., 700 reference pixels). The pixel land cover was identified by examining high-

resolution imagery in Google Earth and historical aerial photographs produced by Michigan 

State University RS-GIS. Standard confusion matrices were derived as cross-tabulations of 

the classified versus the reference class and were used to derive user’s and producer’s 

accuracies (Foody, 2002). The overall classification accuracy was 68%, 71%, and 70% for 

1986, 1991 and 1997, respectively. User and producer’s accuracy of individual classes 

ranged from 37-92% and 42-96% for 1986; 46-97% and 56-100% for 1991; and 48-95% 

and 50-96% for 1996, respectively (Tables A7-9). Additional land cover datasets for the 

years 2001, 2006, 2011, and 2016 were acquired from the National Land Cover Database 

(NLCD, 30 m) (Dewitz & Survey, 2021; Homer et al., 2020; Jin et al., 2019; Wickham et al., 

2021; Yang et al., 2018). It was assumed these years represented the study area land cover 

in 2002, 2007, 2012, and 2017, respectively. NLCD land cover was reclassified to match 

land covers from Chen et al., 2019 (Table A10), and the percentage land cover of each 

county of the watershed was tabulated to estimate each type’s respective contribution to 

the landscape for use in the PLS-SEM. To examine landscape composition change from 
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1987 to 2017, functional contributions to NPP and structural composition of the study area 

were evaluated by land cover type. Functional contribution is calculated as the cumulative 

NPP (kg C km-2 yr-1) of each land cover in the landscape. Structural contribution was 

estimated as the percentage of each land cover class in the study area. Their interactions 

are evaluated along a 1:1 trend line. This approach and associated algorithms can be found 

in (Wen, Chen, & Wang, 2020).  
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Table 3.1. Data source, spatial extent (resolution), year, and variable name used in 
the partial least squares structural equation model (PLS-SEM).  

Variable (unit for PLS-SEM) Extent Year Source 
POPD (population km-2), 
INC (income per capita km-2),  
UHD (housing unit km-2), 
RHD (rural housing unit km-2) 

County 1980, 
1990, 
2000, 
2010 

Decadal Census, IPUMS 
(Ruggles et al., 2022) 

FOR (% forest),  
WET (% wetland), 
BAR (% bare),  
CRO (% cropland),  
URB (% urban),  
WAT (% water), 
GRA (% grassland) 

30 m 1986, 
1991, 
1996 

Chen et al. (2019) 

30 m 2001,  
2006, 
2011, 
2016 

National Land Cover Database 
(Dewitz & Survey, 2021; Homer et al., 2020; 
Jin et al., 2019; Wickham et al., 2021; L. 
Yang et al., 2018) 

IRR (% irrigation), 
NT (% no-till), 
CST (% conservation till km-2), 
CVT (% conventional till km-2),  
FD (count of farms km-2), 
FINC (net farm income km-2) 
FOW (% farmland owned km-2), 
FRF (% farmland rented from km-2), 
FRT (% farmland rented km-2), 
FLD (% farmland area per km-2), 
FINO (income per farm operation km-2) 

County 1987, 
1992, 
1997, 
2002, 
2007, 
2012, 
2017 

National Agricultural Statistic Service 
(NASS) 
(USDA National Agricultural Statistics 
Service, 2022) 

NPP (net primary production kg C km-2) 30 m Landsat CONUS (Robinson et al., 2018) 
FP (farm phosphorus kg km-2), 
FN  (farm nitrogen kg km-2), 
NFP (non-farm phosphorus kg km-2), 
NFN (non-farm nitrogen kg km-2) 

County United States Geological Service (USGS) 
(Falcone, 2021) 

PDI (Self-Calibrated Palmer Drought 
Severity Index) 

4km ScPDSI (Van der Schrier et al., 2013) 

VPD (max vapor pressure deficit squared) 4 km PRISM (Daly et al., 2008, 2015) 
PTY (total annual precipitation mm), 
TPM (maximum air temperature standard 
deviation ˚C) 

1 km Daymet (Thornton et al., 1997) 

GSL (annual growing season length, days) 4 km This study 
SPEI (standardized precipitation 
evapotranspiration index) 

GRIDMET (Abatzoglou, 2013) 

OMS (organic matter 0-5 cm km-2),  
SAS (sand 0-5 cm km-2),  
SIS (silt 0-5 cm km-2),  
PHS (average PH 0-5 cm km-2), 
CLS (average clay 0-5 cm km-2), 
OMD (organic matter 5-15 cm km-2),  
SAD (sand 5-15 cm km-2),  
SID (silt 5-15 mm km-2),  
PHD (average PH 5-15 mm km-2), 
CLD (average clay 5-15 mm km-2) 

30 m POLARIS 
(Chaney et al., 2016) 

CRP (% Conservation Reserve Program, 
county area enrolled) 

County USDA  
(FSA USDA, 2018) 
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NPP data 

The 30-m Landsat CONUS Annual NPP product (Robinson et al., 2018) was selected for this 

study, as it provides annual cumulative values of NPP (kg C m-2 yr-1) for each year in the 

study period. Estimates of urban and water body NPP are unavailable as the product was 

built from estimates including maximum light use efficiency (LUE) of vegetation that does 

not apply to non-vegetated areas. Due to data limitations, I acknowledge that NPP activity 

in these non-vegetated land cover types was overlooked in this study and that aggregations 

of adjacent land covers may contribute to variations in NPP (Shirkey et al., 2022).  

Climate and physical geography data 

Abiotic stress was examined in the SEM by calculating standardized anomalies of climate 

and physical geography variables collected during the thirty-year period. Cumulative 

annual precipitation (PTY) and standard deviations of average maximum air temperature 

(TPM) were extracted from Daymet (1 km) via GEE (Thornton et al., 1997). Annual average 

estimates of maximum vapor pressure deficit (VPD) squared were extracted from the 

monthly Oregon State PRISM gridded climate dataset AN81m (4km) in the GEE platform 

(Daly et al., 2008, 2015). Growing season length (GSL) is the average number of days 

between the date of the last hard (i.e., killing) frost in spring to the date of the hard frost in 

fall. In this analysis, a daily average of 0 ˚C was considered as a hard frost; and the average 

maximum air temperature was acquired from Daymet (1 km) annual data.  

To emphasize the importance of water availability (e.g., soil moisture, relative 

humidity) on NPP, the annual mean Self-Calibrated Palmer Drought Severity Index (scPDSI, 

hereafter PDI) by the Climatic Research Unit (CRU), University of East Anglia was acquired 

(https://crudata.uea.ac.uk/cru/data/drought/) (Van der Schrier et al., 2013; Wells et al., 
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2004). The PDI is an improvement of the Palmer Drought Severity Index (PDSI) as it 

accounts for all the constants contained in PDSI and ‘self-adjusts’ constants (e.g., climate 

and duration factors) dynamically based on the characteristics present geographically. It is 

a standardized index that includes wet and dry scales, with values ranging from -5 

(extreme dry) to 5 (extreme wet). Annual average estimates of the climatic water balance 

provided by the Standardized Precipitation Evapotranspiration Index (SPEI), which is 

derived from the daily Gridded Surface Meteorological (GRIDMET) dataset, were also 

included (Abatzoglou, 2013). The indices range from -2 (extreme drought) to +2 

(extremely wet). Unlike the standardized precipitation index, SPEI includes precipitation 

and evapotranspiration, thus capturing the impacts of increased water demand.  

Integration of soil properties was provided by POLARIS (30 m), a complete map of 

soil series probabilities produced with high-resolution environmental data and machine 

learning that remaps the Soil Survey Geography (SSURGO) database. Specifically, the 

percent soil organic matter was acquired at depths 0-5mm (OMS) and 5-15mm (OMD), 

percent sand at depths 0-5mm (SAS) and 5-15mm (SAD), percent silt at depths 0-5 mm 

(SIS) and 5-15 mm (SID), percent clay at depths 0-5 mm (CLS) and 5-15 mm (CLD), and 

average PH at depths 0-5 mm (PHS) and 5-15 mm (PHD). Data for the study region was 

extracted using the R Statistical Software package XPolaris (Moro Rosso et al., 2021b, 

2021a). No change in soil characteristics from 1980-2017 was assumed in this study, as 

temporal resolution is not available in this data. Therefore, the same static soil data was 

used for all analyses.  

Land management and demographic data 

Socio-economic activities included residential population estimates, income, agricultural 
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industry, land management and land use. County-level land use, land management, and 

economic information was acquired from the National Agricultural Statistics Service 

(NASS) via Quickstats (https://quickstats.nass.usda.gov/) on the Census of Agriculture 

website (USDA National Agricultural Statistics Service, 2022). The census runs once every 

five years and mails surveys to all farms and ranches with $1,000 or more in farm sales. 

Specifically, county-level variables were acquired for irrigated land (IRR), farm count (FD), 

net farm income (FINC), tillage practices including no-till (NT), conservation till (CST), and 

conventional till (CVT), farmland owned (FOW, km-2), farmland rented from another owner 

(FRF, km-2), farmland rented to another individual (FRT, km-2), farmland area per km-2 

(FLD) and income per farm operation (FINO, km-2). Variables are expressed in percent area 

(% km-2) per county-year sample (Table 3.1).  

 Additionally, 10-year Decennial Census records were sampled from 1980-2020, as 

provided in the IPUMS database, to estimate the population density (POPD) for each 

county, income per capita (INC), number of urban housing units (UHD) and rural housing 

units (RHD) (Ruggles et al., 2022). As the records are only available every ten years, values 

were linearly gap filled according to their closest associated year and assumed no change 

(i.e., 1990 = 1987, 1992; 2000 = 1997, 2002; and 2010 = 2007, 2012, 2017). Additional land 

management variables include Conservation Reserve Program (CRP) statistics from the 

United States Department of Agriculture Farm Service Agency (FSA USDA, 2018). Data 

included an annual record of enrollment by county since 1986. Applications of fertilizer 

were acquired from county-level applications (kg yr-1) of farmland phosphorus and 

nitrogen (FP and FN, respectively) and non-farmland phosphorus and nitrogen (NFP and 

NFN, respectively) from the USGS (Falcone, 2021). The database was built from state-level-
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use estimates in tons of nutrient mass and apportioned to counties based on purchase 

records or acres fertilized per county for all years leading up to 2012. Beginning in 2017, 

nutrients were estimated with random forest decision-tree models. Data coincides with the 

NASS census years, and most fertilizer—defined as commercially purchased nitrogen and 

phosphorus—is for agricultural purposes. Land management and demographic data per 

county were divided by the county’s respective area to estimate annual density, and 

standardized anomalies were estimated per county per year in R Statistical Software.  

Principal component analysis (PCA) 

A principal component analysis (PCA) was applied to determine if relationships exist 

between the socioecological variables as unique principal components. The PCA analysis 

was conducted in R Statistical Software with package factoextra (Kassambara & Mundt, 

2020) with values zero-centered. The Bartlett Test of Sphericity was analyzed to determine 

if the SES dataset can be summarized within a few factors. The eigenvalues, which 

correspond to the amount of variation explained by each dimension, we further estimated. 

The Kaiser-Guttman rule was applied, which states that components with eigenvalues >1 

should be considered, as they must have variance at least as large as a single standardized 

original variable (Kaiser, 1960). Each indicator with a >0.5 or <-0.5 weighted contribution 

(i.e., loadings) was considered and assigned to a PLS-SEM latent construct, which is a 

phenomenon that cannot be measured directly but rather contextualized by indicator 

variables. The results of the PCA were employed to revise the PLS-SEM theoretical path 

model (i.e., revised theoretical model). 

Partial least square structural equation model 

A PLS-SEM was utilized to construct the relationships between social, economic, and 
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ecological variables in the SES dataset concerning annual landscape production of NPP (i.e., 

the dependent variable) (Fig. 3.2). Compared to classic regression-based approaches that 

assume simple model structure along with observable and perfectly measured variables 

(Haenlein & Kaplan, 2004), SEM is a second-generation technique that allows for the 

simultaneous modeling of relationships among dependent and independent constructs 

(Gefen et al., 2000). In SEM, one can distinguish between exogenous and endogenous latent 

variables, which are variables not explained by the proposed model (i.e., acting as 

independent variables) and those explained by the relationships in the model, respectively 

(Diamantopoulos, 1994). For this study, a PLS-SEM was selected as it is suitable as an 

exploratory technique because it has fewer assumptions than the covariance-based SEM 

(CB-SEM) and operates on smaller sample sizes (Bollen, 1989; Rigdon, 2012; Rigdon et al., 

2020). In PLS-SEM, small sample sizes and the problem of model and parameter 

consistency are not obstacles to estimate the models as the variance-based PLS model will 

include weights that cease to influence the parameters of the path model after enough 

indicators are reached (McDonald, 1996; Fan et al., 2016).   

The theoretical model proposes that NPP is: (1) directly affected by constructs 

Abiotic Stress, Land Management and Land Cover Change; (2) indirectly affected by 

constructs Regional Development and Soil Composition; and (3) directly affected by the 

interaction between Land Management and Land Cover Change. Latent constructs are 

designed as reflective, where indicators are measurable variables of the phenomenon and 

arrows connecting variables and constructs have a regression relationship. The difference 

between the formative and reflective construct is their conceptual relationship with 

indicators, where formative constructs are caused by their latent variables (i.e., formed by) 
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and reflective constructs cause their latent variables. While the NPP construct is composed 

of a single indicator (NPP kg C km-2 yr-1), all other constructs are informed by multiple 

latent constructs from the SES dataset. Model construction and data standardization were 

conducted in the SEMinR package (Hair et al., 2021) using R Statistical Software (v4.2.1).  

 

Figure 3.2. Theoretical framework of the PLS-SEM predicting net primary 
productivity (NPP). Both endogenous (i.e., Land Management, Land Cover Change) 

and exogenous constructs (Regional Development, Soil Composition, Abiotic Stress), 
as well as an interaction between Land Cover Change and Land Management, are 

proposed to explain variations in net primary productivity (NPP). 

The model evaluation included assessing the measurement and the nonparametric 

PLS-SEM's structural model (Fan et al., 2016). First, the measurement models were 

assessed to understand the relationships between a single construct and its indicators, 

known as indicator reliability. The indicator reliability was estimated by examining how 

much of each indicator’s variance was explained by its construct. This is estimated by the 

square of the indicator loading, where values >0.708 are recommended since they indicate 

>50% explanation of the indicator’s variance (Hair et al., 2021). Second, the reliability and 

validity were determined as to whether the construct indicators were associated with one 
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another, known as internal consistency reliability. Three separate measures were 

considered. One primary measure was Jöreskog’s (1971) composite reliability rhoc. Values 

between 0.60 and 0.70 are considered acceptable in exploratory research, 0.70-0.90 are 

satisfactory to good, 0.90-0.94 can be problematic, and those >0.95 indicate redundant 

indicators and reduces construct validity (Diamantopoulos et al., 2012). Values >0.95 can 

also trigger undesirable patterns (e.g., straight-lining) and trigger inflated correlations 

among indicator error terms. Cronbach’s alpha (hereafter alpha) provided another 

measure that assumes the same threshold as rhoc. This estimate was used for a 

conservative lower-bounding, assuming all indicator loadings are the same in the 

population (i.e., tau-equivalence), and any violations would generate a lower value than 

rhoc. For a balance between liberal rhoc and conservative alpha estimates, I also employed 

Dijkstra’s (2010, 2014, 2015) reliability coefficient rhoa which usually lies between the two 

and is therefore considered an acceptable compromise (Hair et al., 2021).  

The third step in evaluating reflective measurement models was convergent 

validity, which is the extent to which the construct converges to explain the variation of its 

indicators. Convergent validity was estimated using the average variance extracted (AVE), 

which is the grand mean value of the squared loadings of the indicators associated with the 

construct. Thus, AVE is equivalent to the communality of a construct, with acceptable 

ranges >0.50 (i.e., explaining more than 50% of the indicator’s variance in that construct). 

The reflective measured constructs’ discriminant validity was also assessed and compared 

with other construct measures in the same model using the heterotrait-monotrait (HTMT) 

ratio of correlations. While collinearity issues can be indicated by a variance inflation factor 

(VIF), where above 5 indicates probable collinearity issues (Becker et al., 2015; Mason & 
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Perreault, 1991), these are used for formative and not reflective constructs that expect high 

correlations (Hair et al., 2021). The HTMT is defined as the mean value of the indicator 

correlations across constructs relative to the geometric mean of the average correlations 

for the indicators measuring the same construct. Discriminant validity problems exist when 

values are high. Henseler et al. (2015) suggest that conceptually similar constructs remain 

below 0.90 and distinct constructs aim for <0.80 HTMT values.  

Next, the structural model was evaluated, which includes the relationship between 

constructs and their predictive power. To explore the significance and relevance of the 

model relationships between constructs, a bootstrap with ten thousand subsamples was 

applied to estimate standard errors that were used to compute t-stats of path coefficients 

and confidence intervals (Streukens & Leroi-Werelds, 2016). The percentile method is 

preferred to generate confidence intervals, where path coefficients are significant at the 

5% level if the value zero does not fall within the 95% confidence interval (Aguirre-Urreta 

& Rönkkö, 2018). The structural model collinearity of predictor constructs was inspected 

to discern each endogenous construct with VIF scores. Path coefficients were reported 

between -1 and +1, with values closer to -1 indicating strong negative relationships and 

those closer to +1 indicating strong positive relationships. Path coefficients indicate 

changes in endogenous construct values associated with a predictor construct’s change in 

standard deviation, holding all other predictor constructs constant. For example, a path 

coefficient of 0.5 indicates that an endogenous construct will increase by 0.5 standard 

deviation units given the predictor construct’s one-unit change in standard deviation. 

Lastly, total path relationships were evaluated, considering the combined direct and 

indirect effects linking one construct to another in the model, to comprehensively review 
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the structural relationships (Nitzl et al., 2016).  

Landowner surveys of land use land cover change decision-making 

Historical land ownership was evaluated through mailed surveys with Michigan Centennial 

Farmers to better interpret and contextualize in the theoretical framework and PLS-SEM 

results. This population comprises Michigan farms with >10 working farmland acres that 

have remained in the same family for 100 years or more. This population is a notable 

subsample of the study area as it has historically witnessed the change in land management 

in croplands and farmlands, which is the scope of this study. This population represents the 

study scope, as the NASS data is also sampled from this population. Each participant was 

contacted through the post to request self-administered completion of a survey regarding 

their farm, family history and management practices. A four-letter mailing campaign 

included: (1) a letter of notification sent two weeks before distributing the survey; (2) a 

packet with an official survey invitation and paper survey with a requested return date; (3) 

a reminder and thank you letter two weeks following the survey; (4) and a final reminder 

and thank you letter sent four weeks after distributing the survey. The English unit of 

“acre” (1 acre = 0.4047 ha) was used because of its familiarity with the farmers in the USA. 

After adjusting for undeliverable surveys, the survey response rate was 23% (n=103). 

Participant demographics were dominantly white, non-Hispanic males with an average age 

of 74 years old; 50% own 70-139 total acres, 15% own 200-259 acres and 11% own 1-49 

acres.  

To estimate the associations between land cover change, land management and 

landowners’ attitudes and behaviors, a Fisher’s exact test of independence was applied 

between responses to survey questions provided on Likert scales (values 0-5, where 0= I 
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do not know; 1= Completely Disagree; 5= Completely Agree). Spearman’s correlation 

analysis was also applied, denoted by rho (ρ), to measure the nonparametric monotonic 

relationships of the rank values, and exclude values of zero. Spearman’s ρ ranges from -1 to 

+1, where the sign indicates a negative or positive monotonic relationship, respectively. 

Positive relationships signify that as one variable increases, the other also tends to 

increase; whereas a negative relationship signifies that as one variable increases, the other 

tends to decrease. A near-zero coefficient indicates no relationship between variables. To 

explore whether the belief that an individual’s land management influences the carbon 

cycle is related to environmental altruism, the potential to significantly change their land 

cover type, or climate change concerns, the ρ relationships were evaluated between 

landowner self-reported agreements with the following questions from the survey: 

(A) Agreement that their land management strategy affects the carbon cycle. 

(B) Agreement that environmental stewardship and belief influence their land 

management. 

(C) Agreement that they are likely to change some uses of land in the next 5-10 years 

(e.g., from non-forest to forest). 

(D) Agreement that climate change influences their current land management decisions.  

(E) Agreement that they consider environmental impact when managing the land’s 

productivity.  

Results 

Landscape composition 

The largest contributors to functional NPP and structural composition in the Kalamazoo 
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River Watershed 1987-2017 were found to be cropland, followed by forest and urban areas 

(Fig. 3.3). Bare, water and prairie land covers totaled to <10% structural contribution and 

functional NPP in all years. Cropland structural contribution ranged from 59.35% in 1987 

to 53.29% in 1997, whereas forest structural contribution ranged from 32.18% in 1987 to 

25.34% in 2017. Functional NPP of croplands ranged from 58.75% in 1987 to 54.56% in 

1997; and forest functional NPP ranged from 32.97% in 1987 to 25.30 % in 2012. The 

relationship between structural contribution and functional NPP is linear and falls along a 

1:1 line, suggesting that the structural and functional contributions of each type to 

landscape NPP are the same. Cumulative area and NPP by land cover type and year are 

available in Table A11.  
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Figure 3.3. The (a) structural composition (%) and (b) functional contributions to 
NPP (%) in the landscape by land cover type, as well as their (c) linear relationship.  
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Socioecological PCA 

The socioecological dataset was found acceptable based on PCA analysis, as the results of 

the Bartlett Test of Sphericity reported ꭓ2 of 12833.34 and a p-value < 0.001, indicating that 

the data is significantly different from an identity matrix and suitable for data reduction 

(Table 3.2). The PCA resulted in ten components suitable for further consideration, as they 

were acceptable by the Kaiser-Guttman rule with an eigenvalue greater than 1 (Fig. 3.4, 

Table A12). The cumulative variance of the ten dimensions totals 91.04%, ranging from 

32.09% in the first dimension to 2.30% in the tenth dimension. The first three dimensions 

explained only 55.47% of the variation, suggesting diverse influences from multiple 

forcings. 

Table 3.2. Results of the PCA eigenvalues, percent variance and cumulative percent 
variance for the first ten components (i.e., dimensions). For all component 

eigenvalues, see Table A12. 

Dimension Eigenvalue Variance (%) Cumulative Variance (%) 
1 14.12 32.09 32.09 

2 5.91 13.43 45.52 

3 4.38 9.95 55.47 

4 3.79 8.61 64.08 

5 3.12 7.09 71.18 

6 2.86 6.50 77.68 

7 2.09 4.74 82.42 

8 1.47 3.33 85.76 

9 1.31 2.99 88.74 

10 1.01 2.30 91.04 

 
Each PCA dimension of 1-8 included demographic, land management and/or abiotic 

data with high loading contributions >0.5 or < -0.5 (Fig. 3.4) were used to assess constructs 

within a revised PLS-SEM for an intermediate step (Table A12). Loadings >0.5 in dimension 

one included no till (NT), conservation reserve program (CRP), farmland owned (FOW), 
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farm density (FD), farmland field density (FLD), cropland (CRO), sand 0-5 cm (SAS), and 

sand 5-15 cm (SAD). These were attributed to the Land Management construct. Loadings < 

-0.5 in dimension one included a mix of soil variables and land cover. Therefore, silt 5-15 

cm (SID), silt 0-5 cm (SIS), average PH 5-15 cm (PHD), clay 5-15 cm (CLD), average PH 0-5 

cm (PHS), clay 0-5 cm (CLS), and organic matter 5-15 cm (OMD) were attributed to Soil 

Composition and forest (FOR), rural housing density (RHD), and water (WAT) to Land 

Cover Change. Loadings >0.5 in dimension two include irrigation (IRR), population density 

(POPD), income per farm operation (FINO), non-farm nitrogen (NFN), urban housing 

density (UHD), and urban land cover (URB) and consequently were attributed to the 

Regional Development construct. No unique clusters were detected in dimension 3, where 

organic matter 5-15 cm (OMD) and organic matter 0-5 cm (OMS) was >0.5 and net farm 

income (FINC) was < -0.5. Dimension four loadings < -0.5 include vapor pressure deficit 

(VPD) and wetland (WET), whereas dimension six loadings >0.5 include average maximum 

air temperature (TPM) alone. Lastly, dimension five loadings <-0.5 included conventional-

till (CVT), while loadings >0.5 included NT. Dimensions 7-10 explain <5% of the variance 

and were not considered in the revised PLS-SEM constructs. 
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Figure 3.4. PCA loading plots, including dimensions (a) 1 and 2; (b) 3 and 4; (c) 5 
and 6. Indicators are weighted by their contribution to a dimension ranging from -1 

to 1. 
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PLS-SEM 

Following revision of the theoretical framework, intermediate improvements were made to 

a revised PLS-SEM, given the PCA’s indicator loadings (Appendix B), before finalizing the 

constructs and variables in PLS-SEM 2.0 (Fig. 3.5). After removing low indicator loadings 

(<0.708) and those that confounded discriminant validity between constructs, a noticeable 

improvement was found in the measurement models’ internal consistency reliability (Table 

3.3). Indicators removed include RHD from Land Cover; URD from Regional Development; 

NT, SAS, and SAD from Land Management; WET from Water Stress, as well as NFP and FN 

from Soil and Plant Nutrients. The strong HTMT scores between Land Management, Land 

Cover Change and Soil Composition can be understood as the result of their indicators 

expressing strong contributions and high loadings in PCA dimension one (Fig. 3.4). 

Therefore, the soil indicators (e.g., CLS, OMD, PHS, CLD) were replaced with soil 

contributors SAS and NT, which express >0.5 loadings in PCA dimension one. As a result, all 

internal consistency reliability metrics, indicator loadings, and HTMT estimates of 

discriminant variability are within the acceptable ranges (Tables A13-14). Values of HTMT 

are again well below 0.85, except for Soil Composition and Land Cover Change, which are 

0.919 and conceptually similar and accepted for this study.  

The structural model expressed acceptable levels of collinearity between predictor 

and endogenous constructs, with the largest VIF score of 2.23 between Land Management 

and NPP, which is well below the concerning level (>5). Endogenous constructs—Land 

Management and Land Cover Change—both had a VIF of 1.10 with Regional Development 

and Soil Composition. Construct NPP had <2.23 VIF scores with Land Cover Change (1.37), 

Water Stress (1.89), Land Cover Change * Land Management (1.52), Soil and Plant 
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Nutrients (1.85), Heat Stress (1.50), and Tillage (1.52).  

Table 3.3. The internal consistency reliability metrics Cronbach’s alpha, composite 
reliability rhoc, and reliability coefficient rhoa were used to determine how 

indicators perform within individual constructs in the PLS-SEM 2.0, where values 
between 0.60 and 0.70 are considered acceptable in exploratory research, 0.70-0.90 
range from satisfactory to good, and those >0.95 indicate redundant indicators and 

reduced construct validity. Convergent validity was estimated using the average 
variance extracted (AVE). 

 alpha rhoc AVE rhoa 
Regional Development 0.93 0.95 0.79 0.94 
Soil Composition 0.74 0.88 0.78 0.87 
Land Management 0.90 0.93 0.72 0.91 
Land Cover Change 0.80 0.91 0.83 0.85 
Abiotic Stress 1.00 1.00 1.00 1.00 
Land Cover Change*Land 
Management 

1.00 1.00 1.00 1.00 

Soil and Plant Nutrients 1.00 1.00 1.00 1.00 
Heat Stress 1.00 1.00 1.00 1.00 
Tillage 1.00 1.00 1.00 1.00 
NPP 1.00 1.00 1.00 1.00 

It was discovered that the model explained Land Management well (R2=0.715) and 

had a strong explanation for Land Cover Change (R2=0.569), considering the leftover 

indicators—FOR and WAT (Table 3.4). Significant path relationships were strong for the 

effect of Soil Composition on Land Cover Change (-0.764***, t-stat -13.764), Soil 

Composition on Land Management (0.530***, t-stat 8.937), followed by Land Management 

and NPP (-0.562***, t-stat -3.853), Soil and Plant Nutrients and NPP (0.336*, t-stat 1.887), 

and lastly from Regional Development to Land Management (-0.521***, t-stat -9.888) (Fig. 

3.5, Table 3.4). This indicates that when Soil Composition increases a standard deviation 

unit, Land Management will increase by 0.530 [when that value is positive]; whereas Land 

Cover Change will decrease by -0.764 [when that value is negative]. Similarly, if Regional 

Development increases/decreases by one standard deviation, Land Management will 

increase/decrease by -0.521 standard deviation units. Water stress, Tillage and Heat Stress 
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do not have significant relationships with NPP. In moderation analysis, Land Management 

does have a significant effect on Land Cover Change, and their combined effect on NPP was 

0.31* (t-stat 1.948). Significant indirect effects were found from Regional Development to 

NPP, with an estimate of 0.293 (t-stat = 3.781) through Land Management; as well as from 

Soil Composition to NPP, with an estimate of -0.298 (t-stat = -3.40) through Land 

Management. 
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Figure 3.5. Indicator loadings, path coefficients, and coefficient of determination (R2) values from the PLS-SEM 2.0 
within the structural model. Dashed and solid paths indicate negative and positive relationships, respectively, and line 

size indicates magnitude. Significance is indicated with * according to t-stat values, where *, ** and *** indicate p-
value<0.05, <0.01, and <0.001, respectively (Table 3.4). 
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Table 3.4. Coefficients of determination, bootstrapped total paths and indirect 
effects from exogenous constructs to NPP through Land Management in PLS-SEM 

2.0, where SD is standard deviation, CI is confidence interval and LCC*LM indicates 
Land Cover Change * Land Management.  

  R2 
Adj. 

R2 
Orig. 

est. 
Boot 

est. 
Boot 

SD 
t-stat 5% CI 95% CI 

Path from Path to         
Regional 
Development 

LM   -0.521 -0.522 0.053 -9.888 -0.611 -0.437 

 LCC   -0.035 -0.038 0.090 -0.392 -0.174 0.115 
Soil Composition LM   0.530 0.535 0.059 8.937 0.436 0.630 
 LCC   -0.764 -0.767 0.056 -13.764 -0.850 -0.669 
LM NPP   -0.562 -0.570 0.146 -3.853 -0.797 -0.325 
LCC NPP   -0.015 -0.023 0.139 -0.111 -0.244 0.204 
LCC*LM NPP   0.310 0.071 0.167 0.391 -0.204 0.344 
Water Stress NPP   0.065 0.342 0.159 1.948 0.081 0.599 
Soil and Plant 
Nutrients 

NPP   0.336 0.373 0.178 1.887 0.085 0.670 

Heat Stress NPP   0.171 0.196 0.170 1.005 -0.069 0.490 
Tillage NPP   -0.067 -0.066 0.163 -0.411 -0.337 0.199 
Indirect effects         
Regional Development: 
Land Management: NPP 

  0.293 0.300 0.077 3.781 0.166 0.418 

Soil Composition: Land 
Management: NPP 

  -0.298 -0.305 0.088 -3.400 -0.449 -0.165 

Coefficients of 
determination 

        

Land Management 0.715 0.703       
Land Cover Change 0.569 0.551       
NPP 0.356 0.246       

 

Landowner surveys 

Results reveal correlations between some but not all attitudinal measures (Table 3.5). Of all 

the measures, (B)—the agreement that environmental stewardship and belief influence 

their management—and (D) — an agreement that climate change influences their current 

land management decisions—had the most significant, positive relationships with other 

attitudinal measures. This suggests that landowners contextualize land management 

motivation from an environmental stewardship and environmental impact perspective or 

from a climate mitigation perspective. A strong positive correlation was found between 

questions (B) and (E), that environmental impact is considered when managing the land’s 



 97 

productivity (ρ = 0.60***), as well as a positive correlation between (B) and (C) (ρ = 0.31*), 

and (B) and (D) (ρ = 0.26*). Also, a positive correlation was found between (A), the 

agreement that their land management affects the carbon cycle, and (D), the agreement 

that climate change influences their current land management decisions (ρ = 0.64***). The 

likelihood of changing land uses in the next 5-10 years (C) had a significant positive 

relationship with (B) alone (ρ = 0.31*), indicating that attitudes of environmental 

stewardship have a stronger relationship to land use change than attitudes of climate 

change or contributions to the carbon cycle (i.e., D or A, respectively).  

Table 3.5. Spearman’s rho (ρ) coefficients from survey questions A-E, where (A) 
Agreement that their land management strategy affects the carbon cycle; (B) 
Agreement that environmental stewardship and belief influences their land 

management; (C) Agreement that they are likely to change some uses of land in the 
next 5-10 years (e.g., from non-forest to forest); (D) Agreement that climate change 

influences their current land management decisions; (E) Agreement that they 
consider environmental impact when managing the land’s productivity.  

 A B C D E 
A - - - - - 
B 0.17 - - - - 
C 0.02 0.31* - - - 
D 0.64*** 0.26* -0.08 - - 
E 0.29 0.60*** -0.13 0.44* - 

p-values are indicated as * (<0.05), ** (<0.01), and *** (<0.001). 

 

Discussion 

By integrating both societal and ecological geospatial data, an SES modeling framework 

was constructed for applications in future landscape studies to evaluate the patterns and 

processes of human-environmental interactions. These findings support the hypotheses 

that human activities— including regional development and land management—have a 

collectively higher impact on net primary productivity (NPP) and LCLUC than abiotic 

drivers. The use of PLS-SEM and stakeholder surveys are recommended to inform and 
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revise theoretical SES frameworks, which can be particularly advanced by landscape 

ecology.  

Land cover change effects on landscape net primary production 

Anthropogenic and conventional measures of LCLUC were found to contribute to variations 

in NPP 1987-2017 for the Kalamazoo Watershed, MI USA through structural and functional 

contributions, as well as indicators (%) within PLS-SEM latent constructs. Structural and 

functional contributions to NPP (kg km-2yr-1) were highly correlated, indicating that 

contributions to cumulative NPP increased as cumulative area increased. Similarly, the 

ratio of cumulative NPP to the cumulative area remained consistent between land cover 

classes – possibly because of stable landscape structure during the study period (Fig. 3.1) 

(Sciusco et al., 2022). Cropland composed most of the structural and functional 

contributions to NPP in the study area, followed by forest land cover; however, they 

decreased during the study period while urban land cover slightly increased. This points to 

the urbanization of the agroecosystem. The consequences of which, can decrease NPP due 

to the removal of cropland, forests, and prairies, decreasing not just food/fiber available 

but also carbon stock in the soil. With urbanization, an increase in managed turf has been 

estimated to annually offset 40-210 gCm-2 (e.g., sport fields, golf courses) (Schneider et al., 

2012). This, in turn, increases water demand, with turf termed the largest irrigated “crop” 

in the U.S. (Milesi et al., 2003).  

Therefore, this agrees with past research that LCLUC significantly influences carbon, 

water, and energy budgets. However, this study had a low rate of LCLUC and a low self-

reported likelihood to change land cover by key stakeholders. Therefore, in areas with low 

LCLUC, the persistent composition has more influence on NPP than the rate of change. This 
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persistence in LCLUC depends on the intensity of urbanization and the landowner’s 

likelihood to change land management practices. These findings also indicate that SES 

models may benefit from including multiple measures of LCLUC to explore how 

conventional land cover change indicators interact with socioeconomic measures of land 

management and land use, particularly across LCLUC rates of intensity. This study also 

demonstrates that LCLUC can manifest within multiple SES processes (i.e., PLS-SEM 

constructs), each with unique relationships to NPP. I pose that land cover indicators may 

behave differently in PLS-SEMs in rapidly urbanizing or landscapes with notable land cover 

change, given the relative persistence in LCLUC in the study area.  

Regional development influences on land management 

During the study period, urban land’s structural composition and functional contribution to 

NPP increased. This aligns with records of shifting land ownership in farmlands to rental 

farming, resulting in a loss in smaller farms (40-200 acres) (Rudy et al., 2008). Land 

ownership and tenure can have implications for the adoption of conservation practices and 

sources of information in land management (Varble, Secchi, & Druschke, 2016). Therefore, 

Land Management’s negative relationship with Regional Development and NPP may 

respond to this urbanization, ownership transition, and cropland intensification, such as 

the loss of small-farm owners and an area within farmsteads and increase in industrial 

farming since the 1970’s. However, Regional Development also made a significant, 

moderate contribution to NPP through Land Management (0.293, t-stat 3.781). One 

explanation is that agricultural intensity increased, which similarly increased fertilizer/soil 

applications, income, yield, and irrigation per acre while decreasing the operations of 

smaller farmlands due to operation costs. This aligns with observed landscape transitions 
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in the study area by Castoriadis et al. (2008), which recorded these land ownership and 

management changes in response to emerging economic transitions. Moreover, shifts in 

ownership are known to influence land management, such as tillage practices, enrollment 

in conservation programs, and sources of information (Lind-Riehl et al., 205; Varble et al., 

2016). This supports the hypothesis that regional development can directly influence land 

management, which in turn shapes the LCLUC and NPP of the landscape. In another study, 

increases in regional development, such as gross domestic product and population density, 

also had significant positive contributions to NPP (Kolluru et al., 2022a, 2022b). Similarly, a 

neighboring landscape in southeast Michigan found that exurban/rural areas witnessed 

increased or maturing forest land at the expense of farmlands during this time period 

(Zhao et al., 2007). This may further explain variations in NPP not captured in this model, 

which best captured agricultural land management and tenure.  

Influences of anthropogenic activities on land cover land use change 

Agroecosystems account for a significant amount of carbon stock potential in regional 

budgets that depend on land management such as cover crops, fertilization, production 

intensity and water use (Guzman & Golabi, 2017). In the study, anthropogenic activities in 

Regional Development and Soil and Plant Nutrients had stronger relationships with NPP 

than abiotic processes Land Cover Change, Heat Stress or Water Stress alone. When Land 

Management interacted with Land Cover Change, there was a strong, positive relationship 

with NPP comparable to Soil and Plant Nutrients. This was slightly expected, as the highest 

structural and functional contributions to NPP in the study area are croplands, which are 

known to have high contributions to NPP throughout the Midwest due to large corn-soy 

rotations (Hicke & Lobell, 2004). Spatial representation of LCLUC may explain how these 
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indicators performed statistically, as they may be capable of capturing some but not all 

processes at scale (Amirkhiz et al., 2023). Also, the area has not undergone significant land 

cover change, but rather socioeconomic changes in land management. For example, the 

study area is known to have undergone substantial changes in land use, farmland 

management and shifts in land ownership and tenure (Rudy et al., 2008). Therefore, land 

use and management (i.e., anthropogenic activities) may have stronger influences on NPP 

than land cover change alone, which can remain steady while land use/management 

continues to change.  

Surveys with Centennial Farmers contextualized land management decision-making 

and changes over time, which elaborated on land use intensity indicators. Landowner self-

reported environmental stewardship was found to have the strongest relationship with the 

likelihood of changing land use or land cover. Also, landowners contextualized land 

management motivation slightly more from an environmental stewardship and 

environmental impact perspective than a climate mitigation perspective. Family traditions, 

community relationships, and locally defined social norms play key roles in shaping LCLUC 

options available to individual landowners (Lind-Riehl et al., 2015). While this study was 

limited to a single landowner survey, future research may routinely survey populations in 

tandem with other socioecological data to further explore decision making and social 

influence in land management. Self-reported environmental stewardship as an indicator in 

land management may serve as a stronger indicator in SES models than climate change or 

carbon cycle concerns. 

Structural equation model potential in socioecological research for spatiotemporal analysis 

A challenge to landscape ecologists is to meld the ecology-centered spatial view with the 
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society-centered holistic view to understand how spatial-temporal heterogeneity affects 

the resilience of the ecosystems of the Earth on which all organisms depend (Kugler et al., 

2019; Wu, 2006). The application of PCA and PLS-SEM on an SES framework offers insight 

into the interrelationships of environmental change and human activities related to LCLUC 

(Castoriadis, 2008; Zhao et al., 2007; Kolluru et al., 2022a). Increasing efforts to sample 

spatiotemporal high-resolution data has resulted in ethical advancements in social science 

to address concerns of privacy, data preservation and data sharing for reproducibility 

(Kugler et al., 2019). While volunteered geographic information, such as opt-in tracking 

services or surveys, is a popular method to sample land management data (Goodchild, 

2007; Yang et al., 2017), this study demonstrates how an SES model can adopt historical 

census records into a geospatial approach. County-scale census data use is encouraged, as 

it offers long-term records that adhere to standardized sampling and privacy protocols. 

Country land use allocation and use is a reporting requirement to the Food and Agriculture 

Organization (FAO) statistics and the global forest resources’ assessment, as well as those 

reporting to the Kyoto protocol and the UN Collaborative Program on Reducing Emissions 

from Deforestation and Forest Degradation—UN-REDD (Arévalo et al., 2020; IPCC 2019, 

2019; Olofsson et al., 2014). Conversely, ecological remote sensing and climatic data are 

often available at higher spatiotemporal precision than social data. Therefore, these were 

aggregated to county-level estimates to compare with socioeconomic data within the PLS-

SEM SES model. Moreover, finer-scale ecological data (30 m) can be used for land cover 

functional contribution and structural composition to NPP. In this approach, matching 

spatiotemporal socioecological interactions at one scale (i.e., county-scale) and further 

investigating the geospatial variation in land cover change and carbon productivity is 
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possible. Future research may also consider metrics such as edge-effects, fragmentation, 

and patchiness of land cover types to further evaluate landscape composition in SES 

models.  

Applications of SEM in ecology often perform confirmatory/exploratory factor 

analysis on abstract concepts, such as “climate change,” “ecosystem structure and/or 

composition,” “resilience,” and more with the applications of latent variables (Fan et al., 

2016; Giannico et al., 2021; Kolluru et al., 2022a; Yang et al., 2021). However, such models 

may be challenged by limited observations at the landscape scale, as they require normally 

distributed data and large sample sizes. The use of PLS-SEM has been under-utilized in SES 

and ecological modeling despite its performance in small sample sizes and exploratory 

research and greater statistical power (Hair et al., 2011). Successful examples of PLS-SEM 

in SES research have investigated highly urbanizing environments driven by rapid 

socioeconomic change (Fan et al., 2019; Park et al., 2017). A second obstacle to SES 

modeling is the extensive number of metrics that exist for landscape analysis, with no 

single way to determine the unique dimensions of a landscape structure (Cushman et al., 

2008). This was addressed by first applying a PCA to inform the PLS-SEM theoretical 

constructs. Similar applications of PCA followed by PLS-SEM were used in psychological 

resilience theories (Munoz et al., 2017). Therefore, a PCA analysis has potential to inform 

an exploratory PLS-SEM in complex SES modeling unique to each landscape, given a 

theoretical foundation. 

Limitations and future research 

In this study, interannual variability is not clearly depicted in land cover types, which 

impeded the understanding of annual vegetation patterns. For example, a single species 
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(i.e., cheatgrass) was responsible for dramatic changes in landscape vegetation patterns 

that were hypothesized to be caused by LCLUC (Bradley & Mustard, 2005). This is also 

because spectral differences exist between vegetation types and respond differently to 

weather events and seasonality (Compton et al., 1985). Future research may consider 

variables related to phenology if interannual variability and seasonality are essential 

representations of the ecosystem. Second, using a PCA for selecting land cover metrics can 

ignore the connections with organisms or process responses (Cushman et al., 2008). Future 

research may consider how these connections are incorporated, be it in the SES dataset 

analyzed or in the interpretation of the result. More so, the same PLS-SEM would not fit 

another sample drawn from the same population (Sharma et al., 2019). Therefore, 

pathways, loadings, and constructs are anticipated to strengthen, weaken, or emerge given 

a larger sample of the same population. This process is necessary to better understand 

where representation matters in SES systems. In fact, users are encouraged to apply a PLS-

SEM in small samples while collecting additional data to formalize their theoretical 

framework before beginning a covariance-based SEM to estimate causality (Hair et al., 

2011, 2021).  

Landscape ecology and geography are well-suited for high-priority research 

directions focusing on the sustainability and profound changes made to Earth’s surface. 

Relating the metrics used to determine landscape patterns and change to ecological 

processes is an ongoing research area (Gergel & Turner, 2017). Future work can address 

the effects of environmental change on people, complex interactions, values associated 

with or attributed to environmental services, changes under management, as well as 

sustainability in an urbanizing world (Harden, 2012; Zimmerer, 2010). 
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Conclusions 

This study evaluated how LCLUC and land management jointly contributed to changes in 

NPP through a complex cause-effect analysis of socioecological latent variables. While 

many of these activities can be understood through direct modeling of variations of NPP, a 

path analysis such as PLS-SEM allowed a cross-comparison between interrelationships 

with NPP simultaneously, which is important for understanding an agroecosystem’s 

landscape level processes. It was found that LCLUC manifested as contributors to various 

PLS-SEM constructs, estimated by the PCA analysis, indicating that respective land cover 

types are tied to anthropogenic processes. Cropland (CRO) contributed to the Land 

Management construct, forest (FOR) and water (WAT) to the Land Cover Change construct, 

and urban land cover (URB) to the Regional Development construct. Of abiotic (i.e., Water 

Stress, Heat Stress) and anthropogenic (Rural Development, Land Management, Land Cover 

Change) constructs, the latter contributed more explanation to NPP in the study period. 

The findings in this study build a new understanding of human-nature connections and 

illuminate how ecosystem processes may respond to economic activity and land 

management choices that are difficult to capture due to their spatiotemporal resolution 

(i.e., decadal sampling, political spatial extent). Deploying nature-based solution strategies 

in this region would need to consider historical and current land use, as well as decision-

making and priorities for landowners.  

This framework is suitable for application to other research areas, with the 

understanding that no single set of model metrics can be expected to estimate or predict 

NPP. Rather, variations in the indicators extracted from the PCA for the PLS-SEM indicate 

the relevant socioecological contributors to this landscape. Practically, landscape ecologists 
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are encouraged to continue connecting the ecology-centered spatial view with the society-

centered holistic view to improve understanding of how spatial-temporal heterogeneity 

affects the resilience of the ecosystems. Landscape heterogeneity and change may be used 

to understand the processes and flows of materials and energy, abiotic and biotic 

processes, and help us understand flows and changes of carbon. In turn, this may be used to 

inform climate change projections and anticipate socioenvironmental consequences. 

Future applications with PLS-SEM may include questions and applications of pattern 

detection to describe how a landscape has changed through time, estimate future 

predictions regarding the landscape change, or evaluate alternative land management 

strategies in terms of the C productivity and landscape patterns that may result.
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CHAPTER 4. CARBON OFFSET POTENTIAL OF MIDWEST AGROECOSYSTEMS: A 
SPATIALIZED LIFE-CYCLE ASSESSMENT FRAMEWORK 
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Abstract 

The intensification of agricultural practices in agroecosystems in the US since the 1950s 

has led to increased environmental impacts and greenhouse gas emissions. To address 

these concerns, global policies such as the United Nations Sustainable Development Goals 

(SDGs) are calling for Nature-based Climate Solutions that balance climate change 

mitigation with resource protection, sustainable energy transitions, and food security. 

Policymakers must therefore evaluate agroecosystems from both an anthropogenic and 

ecological perspective, leading to initiatives such as Natural Working Lands by the US 

Climate Alliance. However, climate mitigation may also have adverse effects, underscoring 

the importance of considering land management alongside indirect resource use and 

consumption and biophysical feedbacks. This chapter proposes linking geospatial land 

cover land use change (LCLUC) approaches with life cycle assessment (LCA) by land cover 

type. While environmental and climate data are available at higher spatiotemporal 

resolutions, reliable records of land management are limited to coarse resolution surveys 

conducted every 5 years and aggregated to state or county-level extents. To overcome this 

limitation, this work evaluates the intensity rates and ecological processes of cropland 

management within a 1 km extent and compares emissions scenarios from select inputs to 

predictions of land cover and carbon stock, testing a carbon offset approach. The results 

indicate that upstream processes have similar or larger emissions than onsite resource 

consumption. With land cover change prediction, it is found that carbon stocks may slightly 

decline by 2050, the year by which the SDGs aim for carbon neutrality. This study 

demonstrates the capacity to spatialize LCA with a functional unit of square area land 

managed and discusses aggregating socioecological processes for policymakers.  



 109 

Introduction 

Global efforts to utilize nature-based climate solutions (NbCS) are rising, with many 

efforts focused on both reducing anthropogenic greenhouse gas (GHG) emissions and 

harnessing the potential of terrestrial carbon capture and storage. The Kyoto Protocol, 

United Nations Sustainable Development Goals, The Paris Agreement, and Conference of 

the Parties efforts’ have resulted in state-level policy and goal setting, particularly in the 

United States. In 2021, the United States re-joined the Paris Agreement and pledged to 

reduce nationwide greenhouse gas (GHG) emissions 50-52% from 2005 levels by 2030 and 

to reach net-zero emissions by 2050 (IEA, 2020). However, even if substantial reductions in 

anthropogenic GHG emissions are achieved, efforts to sequester these emissions will be 

necessary to reach safe levels of atmospheric carbon and mitigate climate change (Kane, 

2015; Portner et al., 2022). NbCS offers strategies to manage landscapes for the purpose of 

increasing carbon stock and/or reducing GHG emissions (Novick et al., 2022). New and 

existing programs are accelerating progress in the USA to reach these goals, including an 

integrated US GHG Monitoring & Information System, which coordinates the use of 

atmospheric-based and activity-based approaches (NASA, 2023). Climate mitigation is 

essential to offset GHG emissions and sequester past emissions, particularly in intensively 

managed agroecosystems that have witnessed a rise in intensely regulated and specialized 

systems (e.g., large farms continue growing, small operations are decreasing, crop diversity 

is declining) (Spangler et al., 2020). Unique cultural practices, resources, and economic 

strategies contribute to stakeholder decision-making in land and resource management. 

Therefore, policymakers require a monitoring framework that can capture the variation in 

land use and land management across scales. At the landscape or local scale, they must 
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identify where climate mitigation resources are best allocated; whereas at the national 

scale, policymakers should have access to normalized and comparable estimates to avoid 

conflicting methodologies.  

Applications of NbCS may vary by government body due to policy maker’s 

prioritization of natural resources and climate mitigation goals. The US Climate Alliance 

(USCA) is a bipartisan coalition of 24 governors collaborating to achieve Paris Agreement 

temperature increases below 1.5deg C. Many alliances include Natural Working Lands 

(NWL) in their GHG mitigation goals and climate policies but remain challenged as to how 

NWLs can integrate with existing net-zero and other economy-wide targets (USCA, 2022). 

Approximately 714 million MT of C per year, equal to ~12% of annual US GHG emissions, 

are sequestered by NWL (EPA, 2019) such as forests, woodlands, grasslands, shrublands, 

croplands, rangelands, wetlands, and urban green spaces. With few years remaining to 

reach 2030 and 2050 carbon neutral goals, a key challenge to NbCS is determining where 

to prioritize their implementation. Numerous studies have evaluated the relationships 

between ecological processes in managed and unmanaged agroecosystems, providing 

essential understanding on the ecological feedback and health within long-term studies. 

These studies can provide baselines estimates for carbon stock and flux. However, the lack 

of spatial land management data has limited our understanding of where and how intense 

land management practices occur. This challenge is exasperated due to scaling and the 

assumptions during aggregation. As ecosystem processes and carbon production can be 

monitored and scaled in process-based models using functional relationships, significant 

advances in their spatiotemporal resolution and data availability have far outpaced that of 

land management estimates. Conversely, methodology to estimate land management 
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cannot acquire instantaneous or interannual samples over large extents. Methodology 

includes surveys with stakeholders or extrapolation from sales records monthly, annually 

or every 5- or 10-years. Scaling and gap filling data is not as simple as functional 

relationships as land management decisions significantly vary due to unobserved 

socioeconomic variables. 

Process-based tools such as life cycle assessments (LCA) can evaluate anthropogenic 

GHG emissions, resource consumption and waste as well as indicate the geographic 

location of processes. LCA is a modeling technique used to quantify the environmental 

impacts of a product or service over its entire life cycle, and it typically involves four main 

stages: goal and scope definition, inventory analysis, impact assessment, and 

interpretation. The processes evaluated in an LCA range from upstream processes (e.g., 

resource extraction, manufacturing, transportation), use stage (e.g., consumption, 

combustion), and downstream processes (e.g., recycling, waste, distribution). Yet, spatial 

approaches to LCA are still under development in literature and can indicate several ways 

in which spatial information is incorporated into the LCA analysis (Hiloidhari et al., 2017; 

Nguyen et al., 2022; Wu et al., 2022). Geographic approaches have estimated the land use 

(i.e., occupied or transformed) and the source of materials-water-energy within processes 

(i.e., regionalized LCA or territorial LCA) (Frischknecht et al., 2019; Loiseau & Margni, 

2018). Combined, these approaches can be powerful for global economic production cycles, 

evaluating international trade and resource consumption for a specific product. However, 

this approach is less useful for policy and decision makers evaluating landscape and 

regional land management and land use activities, who need to compare local emissions 

with ecosystem processes to monitor carbon offset, ecosystem health and resource 
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management. In the model, processes may only represent a single land management choice 

available to a stakeholder, for example whether to irrigate or not. In another spatialized 

LCA, multiple farms’ field logs were evaluated within an impact assessment and mapped, 

using Moran’s I to estimate the strength of geographic relationships (Wu et al., 2022). 

However, these approaches still consider the production cycle of one decision maker as 

opposed to a population, which is needed in land management policy. Therefore, LCA must 

consider the square area of production as the functional unit and estimate the average land 

management practice within the life cycle inventory. In this way, multiple decision makers 

are represented, for example the rate of intensity can be used to represent various tillage 

methods rather than a single tillage method alone. 

Land cover land use change (LCLUC) is one approach to link biophysical feedbacks 

and anthropogenic emissions geographically, spatializing LCA processes modeling average 

land management within a square area. By identifying land cover and utilizing existing land 

change models such as Terrset and InVEST, it is possible to note where land cover and 

potential land use will change over time. Additional knowledge from literature, 

stakeholders and policymakers can then collocate ecosystems with management. Carbon 

stock models coupled with LCLUC establish projections of land cover change and 

consequential C stock gained/lost (e.g., REDD+, Natural Working Lands, and others) 

(Kanowski et al., 2011; USCA, 2022). While these programs are limited to generalized C 

stock coefficients, this can be addressed with detailed landcover mapping that includes 

multiple land cover types at fine-scale resolutions. Regional and landscape-scale estimates 

may utilize the primary data and localized biophysical feedback made available from long-

term ecological observation networks (e.g., FLUXNET, Long-term Agricultural Research, 
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Long-term Ecological Research, iLEAPS). For anthropogenic emissions, land cover type can 

inform which land management practices will likely occur, such as cropland area and 

irrigation. Rich records of land management are available from federal and state level 

programs linked to land cover may offer baseline knowledge of where concentrations of 

anthropogenic GHG are sourced. In the US, the National Agricultural Statistics Service 

(NASS) has recorded farmland management (including forests, grasslands, and croplands) 

since 1863 at state and county-level and offers cropland data layers by crop type from 

1997 to present. The USDA Economic Service (ERS), established in 1961, similarly provides 

geospatial data on the rural economy, farm program distribution and indicators for food 

access. Linking both land cover types with known ecosystem models and land management 

records may pave the way for a socioecological analysis of NbCS potential. 

In this study, I evaluate a framework where the GWP impact of a socioecological 

system can evaluate both ecosystem and anthropogenic processes in a contiguous spatial 

representation. Land management and respective GWP emissions can be evaluated with 

LCA and projected spatially at the landscape scale when linked to land cover type. To 

accomplish this, I replace conventional LCA functional units, such as a commodity produced 

or cost, with a spatial functional unit: cropland managed km2. To demonstrate the 

framework within a carbon offset scenario, present and future carbon stock and storage 

scenarios are evaluated against select cropland management emissions recorded by the 

USDA NASS census. This study does not account for all cropland management processes, as 

that is outside the scope of this study. Rather, the goal of the study is to demonstrate a 

framework suitable for future LCA research where processes and impact assessments may 

be linked to land cover type, which can be readily evaluated geospatially and include land 
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management records.  

This study area encompasses the Kalamazoo Watershed of southwest Michigan, 

USA, which is home to rich primary ecological data from the Great Lakes Bioenergy 

Research Center and Long-term Ecological Research station at the Kellogg Biological 

Station, as well as agricultural intensification and secondary forests. In this study, I ask (1) 

can GHG emissions and global warming potential (GWP) from historical cropland 

management records be geospatially represented in LCA; (2) can spatial variation in GWP 

estimates be detected in useful ways to inform NbCS strategies; and (3) how do these 

results inform state policy and climate goals to reach carbon neutrality by 2050? I 

hypothesize that GWP spatial variability will be driven by cropland management intensity, 

sourced from social data, and that rates of land cover change will influence carbon stock 

predictions. To achieve this, cropland management processes and GHG emissions from an 

LCA and carbon stock estimates are linked to NLCD cropland land cover to estimate the net 

difference between current and predicted land cover. As such, estimates of carbon stock 

and potential offset can evaluate collocated environmental impacts in present and future 

scenarios. This approach can serve as a framework for policy and decision makers to 

generate baselines for comparison with NbCS efforts to reach carbon neutrality goals and 

visualize them spatially to identify high-priority areas. 

Methods 

This framework includes three overall stages, the first is a land cover change model 

(LCM), the second is C stock estimation using the Ecosystem Services Modeler (ESM), and 

the third is a life-cycle analysis (LCA) to estimate the anthropogenic GWP of cropland 

management. The outcome is a spatialized LCA where GWP is mapped across cropland in 
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the study area and carbon stock is estimated as potential offset (Fig. 4.1). Geospatial 

analysis for data preparation was conducted in ArcGIS Pro (3.0.0), while the LCM and ESM 

were conducted in TerrSet software (19.0.7) (Eastman, 2020). The LCM includes land cover 

change detection, transition sub-model selection, variable selection, transition potential 

modelling, change demand modelling, model validation and land cover change prediction. 

The ESM was used to estimate C stock per land cover type, particularly in the predicted 

land cover, following the IPCC Tier 1 approach. The LCA estimates the GWP of select 

cropland management activities (inputs and processes) during the Use Stage to evaluate 

the capacity of the approach. The cropland management processes selected for this study 

represent variation in management between counties and are therefore best suited for 

evaluating the model, whereas other processes that may have significant contributions to 

GWP were assumed to be equal across the study area. All estimates were mapped to the 

extent of the study area to evaluate carbon offset from 2017 to 2050, when the State of 

Michigan aims to reach carbon neutrality.  

This framework is evaluated in a watershed-scale agroecosystem within a 

participating USCA state leveraging a NWL action plan to reach carbon neutral goals. In the 

State of Michigan, USA, Governor Whitmer founded the Council on Climate Solutions in 

2020 to serve as an advisory body in the Department of Environment, Great Lakes, and 

Energy (EGLE) (Executive Order 2020-182, 2020). The Council includes five advisory 

workgroups to help the state reach carbon neutrality by 2050, one of which is Natural 

Working Lands and Forest Products. The state is home to 20.3 million acres of forestland, 

with projections of forestland to decrease to 19.2-18.7 by 2060 due to population increase, 

climate change, and invasive species (Michigan Forests, 2014). The state also is home to 
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~10 million acres of farmland and ~47,600 farms that produce more than 300 

commodities commercially. The food and agriculture industry contributes $104.7 billion 

annually to the state’s economy, with field crops contributing $5.12 billion, and accounts 

for ~17% of the state’s employment (MDARD, n.d.). As cropland has given way to 

reforestation in the region, changes in carbon stock over time and the cropland 

management GWP are evaluated in this framework. 
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Figure 4.1. The conceptual framework to link ecosystem processes with historical 
land management records, using cropland management km-2 yr-1 as an example. 
TerrSet Software processes include the (1) Land Change Modeler, which *predicts 
future land cover (i.e., 2050) based on 2001 and 2011 land cover data; and (2) the 

Ecosystem Services Modeler, which provides carbon stock estimates for years 2050 
and 2016. The life cycle assessment (LCA) models cropland management km-2 yr-1 

including processes and flows from product manufacture and use. Upstream and 
down-stream processes in grey indicate LCA stages outside the scope of this study. A 

midpoint impact assessment with Traci 2.0 attributes global warming potential 
(GWP). Land cover type geospatially links GWP and carbon stock estimates for a 

geospatial analysis. 
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Study area 

The Kalamazoo River Watershed (HUC8; 5,261 km2), is approximately one hundred miles 

wide and includes portions of ten counties: Allegan, Barry, Eaton, Van Buren, Kalamazoo, 

Calhoun, Jackson, Hillsdale, Kent, and Ottawa (Fig. 4.2). The watershed has undergone little 

land cover change, however its land management and land use (e.g., regional development 

and cropland management) has considerable influence on terrestrial carbon production 

(Shirkey et al., 2023). The largest urban centers include Kalamazoo and Battle Creek. The 

Kalamazoo River begins as a spring-fed pond in northern Hillsdale County and flows 

westward in a northerly arc through the cities of Albion and Battle Creek into Saugatuck 

before reaching Lake Michigan. The Kalamazoo Watershed is in a humid continental 

temperate climate with a mean annual air temperature of 9.9 °C and a cumulative average 

annual precipitation of 1027 mm (Michigan State Climatologist’s Office, 2013). Soils are 

Typic Hapludalfs, well-drained sandy loams (Bhardwaj et al., 2011; Thoen, 1990). From 

May through September, representing the growing season, mean air temperature and total 

precipitation are 19.7°C and 523 mm, respectively, with the highest temperatures in July 

(Abraha et al., 2018). 
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Figure 4.2. The (a) Kalamazoo River Watershed (HUC8; 5,261 km2) in southwest 
Michigan, USA; with (b) reclassified NLCD land cover (Table A10) in 2001 (c) and 

2011 presented for visual assessment of land cover change and composition of 
dominant land covers Cropland and Forest. 
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Land cover change model 

Land cover change detection was conducted with TerrSet version 19.0.7 LCM using NLCD 

land cover data from 2001 and 2011 for modeling training, and 2016 for model validation. 

Net loss/gain of all land cover types were evaluated for visual spatial trends of change, with 

a particular focus on modeling drivers of land cover transitions from cropland and forest to 

urban areas. Urbanization and reforestation sub-models were conducted as a multi-layer 

perception (MLP) neural network model, which allows modeling of multiple transitions at 

once. The MLP model examines potential transitions for each land-cover according to 

driver variables (see section 2.3.1) provided and applies a backward stepwise constant 

forcing procedure to indicate which variables best predict change (Atkinson & Tatnall, 

1997; Eastman, 2020). The MLP neural network consists of ‘input,’ ‘hidden,’ and ‘output’ 

layers that are used to define complex, non-linear relationships between LCLUC and 

driving variables. The minimal number of randomly selected pixels from each land cover 

class was set to 5525 (i.e., the minimum cells that transitioned from 2001 to 2011); where 

50% of pixels trained and 50% tested model prediction across ten thousand iterations. The 

criteria for acceptable model outcome was set at 80% (Eastman, 2006). The outcome are 

accurate estimates of transition potential (Eastman, 2020; Sangermano et al., 2010), which 

represent the “behavioral propensity of the actors determining land-use change” defined 

by inferred logic from transition rules (Roodposhti et al., 2019). In the following sections, 

more details about the MLP model drivers and land change prediction methodology is 

provided. 

Land cover change data 

Land cover datasets for 2001, 2013, and 2016 were acquired from the National Land Cover 
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Database (NLCD, 30 m) (Homer et al., 2015) and were reclassified to Level 1 LCMAP land 

cover classifications, including Urban, Cropland, Prairie, Forest, Water, Wetland and Bare 

(Table A10). US Decennial Census 2010 population density from census tract level were 

acquired from IPUMS database to estimate the population density (POPD) (Ruggles et al., 

2022). Slope and Elevation from the Shuttle Radar Topography Mission (SRTM) 1 Arc-

Second Global were acquired from USGS Earth explorer 

(https://doi.org/10.5066/F7PR7TFT). Streams and rivers were acquired from Michigan’s 

GIS Open Data Portal and the Stream Rivers Assessment Units – 2020, which is a subset of 

Michigan’s hydrological features in the 2020 Integrated Report on water resources 

generated by the Michigan Department of Environment, Great Lakes, and Energy. Primary 

and secondary roads were acquired from the US Census Bureau Department of Commerce 

TIGER/Line shapefile for Michigan 2015. Primary roads are divided, limited-access 

highways within the interstate highway system or under State management. Secondary 

roads are main arteries, usually within the US, State, and/or County Highway system, and 

may or may not be divided with one or more lands of traffic in each direction. Data 

processing for the land cover change model variables was conducted in ArcGIS Pro. 

Distance from roads, rivers, and urban areas were calculated by Euclidean distance. 

Population density was estimated from total population at 2010 census tract level, 

resampled to 30m resolution. All variables for the land change model in Terrset were 

clipped to the extent of the Kalamazoo HUC 8 watershed. 
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Table 4.1. Land cover change model variables and their spatial resolution, 
description, and source. 

Dataset Source Spatial Resolution Description 
National Land Cover 
Dataset (NLCD) 

Homer et al., 2015 30 m Land cover classification 
for 2001, 2013, and 
2022 

US Decennial Census Ruggles et al., 2022 30 m Population density by 
2010 census track 

USGS Shuttle Radar 
Topography Mission  

USGS (n.d.) 30 m DEM for elevation and 
slope 

TIGER/Line Shapefile, 
2015, Michigan Primary 
and Secondary Roads  

U.S. Census Bureau, 2015 - Michigan Primary and 
Secondary Roads 

Streams Rivers 
Assessment Units – 
2020 

MI EGLE, 2020 - Michigan rivers and 
streams 

 

Drivers for LCLUC 

Transition sub-models require variables of land cover change, hereafter called land change 

drivers, which consist of physical and human geography variations across the study area 

(Fig. A3). Drivers of urbanization such as distance to urban areas, population density, and 

distance to roads were included (Leta et al., 2021). Distance to water bodies (i.e., rivers, 

lakes, streams) were also included, as development of residential areas congregate around 

in this region. In addition, slope and elevation are commonly used as driver variables; 

however, given the topography of the study area, these variables have low variation and 

therein less contribution to model explanatory power. Lastly, the LCM offers variable 

transformation using event likelihood, an empirical probability of change, between earlier 

and later land cover maps. This was included as an evidence-based likelihood, as drivers of 

past changes are assumed to be sustained and expected to influence future changes. 

Distance from roads, distance from water, distance from urban area, population density, 

and evidence likelihood were set as dynamic (i.e., as opposed to static) as they are 

anticipated to change over time. To evaluate model performance and avoid model inflation, 
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variables were eliminated by evaluating backwards stepwise constant forcing of variable 

combinations. As such, variables are removed if they have trivial effect on model 

performance when held constant. It is acknowledged that Cramer’s V is also a valid method 

to determine variable qualification, even though it does not represent the scientific 

prerequisites and multifaceted nature of relationships (Hasan et al., 2020). The power of 

model performance reporting available from the MLP neural network was chosen as it 

offers superior accuracy (Clark Labs, 2021).  

Future land cover prediction 

Michigan’s long-term strategic goal is to obtain carbon-neutrality by 2050 and implement 

the Working Lands climate mitigation program. To simulate current LCLUC development in 

the study area and what it might mean for policy makers and stakeholders, the model 

projected land cover in 2050 using the same setting of predictive driver variables used to 

simulate the 2016 land cover map. The prediction assumes that land cover change is driven 

by the same variable characteristics in the future. Transition potentials determined by the 

MLP neural network model were applied within a Markov Chain (MC) to simulate land 

cover in 2016 given past changes in TerrSet 2020 v19.0.7 software (Eastman, 2020; 

Mungai et al., 2022).  

The MC process determines the state of a system by knowing its previous state and 

the probability of transitioning from one state to the next. This is not simply a linear 

extrapolation from past transition potential to future years, but rather a matrix where 

transition potentials change over time as various transitions reach an equilibrium state 

(Borana & Yadav, 2017; Clark Labs, 2021; Mishra & Rai, 2016; Gibson et. al, 2018). The 

outcomes are a soft and hard prediction. In the soft prediction, a map of vulnerability was 
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generated in which each pixel is assigned a value 0 to 1 for risk of transition from low to 

high, respectively. In the hard prediction, a simulated map of the predicted year was 

evaluated, where each pixel is assigned a land cover category. After the 2016 simulation is 

created, a validation process compared the simulated land cover with the actual NLCD 

2016 land cover map by applied using kappa index statistics.  

In this study, the years 2001 and 2016 are used to predict land cover in 2050. For 

model validation between the NLCD 2016 land cover and the modeled 2016 land cover, a 

Kappa index was applied. Specifically, Kno, Klocation, KlocationStrata, and Kstandard 

estimate the agreement beyond percent correct, but also the quantity and locational 

agreement between two images (Pontius, 2002). For all Kappa statistics, 0% indicates 

agreement is equal to that of chance and 100% indicates perfect agreement. Overall 

agreement is indicated by Kno. Klocation indicates agreement in terms of the location of 

each category, whereas KlocationStrata indicates agreement for stratum-level location. 

Lastly, Kstandard indicates the traditional Kappa Index of Agreement. The validation was 

conducted from predictions for the 2016 land cover referenced with the NLCD 2016 land 

cover map. Validation confirmed that the model prediction of land cover in 2016 agreed 

well with the NLCD 2016 reference land cover. Results between the simulated prediction 

and the reference image estimated by Kappa indices—Kno, Klocation, KlocationStrata, and 

Kstandard—are presented in Table A15. All values are well above the desirable threshold 

minimum for Kappa indices and indicate that the prediction agrees well overall with the 

reference land cover. More so, the agreeability also accounts for the location of land covers. 

Carbon stock potential 

Present and future carbon storage potential of the study area was estimated with the 
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Terrset Ecosystem Services Modeler (Clark Labs, 2021). I estimate current and future 

carbon stored in the landscape with consideration of four carbon pools: above ground, 

below ground, soil, and dead organic matter. Carbon pool information is acquired from 

local resources, where available, or from regional estimates if unavailable (Table 4.2). 

Urban, Water and Bare land covers were assumed to have no C stock; and Wetland values 

are acquired from national estimates for the United States. Cropland, Prairie, and Forest 

estimates were collected from Morris et al., 2007, which evaluated afforestation in 

agricultural lands near the study area at the Fred Russ Forest Experiment Station 

(421000N latitude and 851580W longitude) located in Cass County in southwest Michigan 

that includes a 44-acre hardwood study area with four treatments: a control plot, 

shelterwood, clear cut and group cut harvest. Cropland biomass followed IPCC Tier 1 

guidelines, which assumes that all NPP (i.e., above-ground biomass) is removed from 

cropland, as it is harvested. Regionally representative carbon pool estimates (Table 4.2) 

were applied to land cover classes from NLCD 2016 and the predicted 2050 land cover to 

estimate their cumulative difference. 

Table 4.2. Carbon pool estimates (Mg C ha-1) used to represent land cover classes 
within the Kalamazoo River Watershed and their sources, including aboveground 

biomass (AGB) and belowground biomass (BGB). 

Land cover AGB BGB Soil C Dead organic 
matter 

Source 

Urban 0.00 0.00 0.00 0.00 Sharp et al., 2020 
Cropland 0.00 1.10 51.77 1.41 Morris et al., 2007 
Prairie 145.00 4.00 25.00 1.00 Morris et al., 2007 
Forest 93.22 14.16 70.21 1.80 Morris et al., 2007 
Water 0.00 0.00 0.00 0.00 Sharp et al., 2020 
Wetland 10.00 5.00 20.00 0.00 Sharp et al., 2020 
Bare 0.00 0.00 0.00 0.00 Sharp et al., 2020 
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LCA goal, scope, and functional unit 

Select cropland management activities were evaluated within a life cycle assessment (LCA) 

to GWP emissions (i.e., CO2-eq) with a function unit of cropland managed km-2yr-1. The scope 

of the LCA is to estimate emissions between manufacturing and use stage processes (Fig. 

4.3) with the goal of evaluating the variation between estimates per county within the 

Kalamazoo Watershed. Processes were evaluated in openLCA software (1.11.0) with a 

midpoint analysis in Traci 2.1 to estimate GWP. Processes and cropland management 

evaluated are sampled from the National Agricultural Statistic Service (NASS) and 

estimated as rates of intensity per km2 of cropland. As NASS surveys provide average 

county-level management estimates and historical records of sampling accuracies, it was 

assumed that these values well represent land management practices in the study area. 
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Figure 4.3. The multiple stages within a life cycle assessment from cradle, gate to 
grave. In this study, only items in black were evaluated, whereas items in grey are 
options for future research. The functional unit is cropland managed per km2 yr-2. 
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Life cycle inventory 

Agricultural land management contributions to regional global warming potential varies by 

individual stakeholder. To account for this, NASS Census records and regional literature 

were evaluated by county-cropland area to determine rates of intensity per cropland 

managed km-2 yr-2 (Tables A16-21). As such, management intensity is estimated as total 

input per total cropland km2 for each respective county. Resources and inputs per process 

were sourced from regional literature to represent local practice (Table 4.3). It was 

assumed that all production and processes were for maize, which is the major crop in the 

area, and that all cropland is planted and harvested.  

Upstream processes include the production of diesel, nitrogen and phosphorus and 

generation of electricity. Emissions for diesel, phosphorus and nitrogen production were 

acquired from US DOE (2019). The electricity used to pump water for irrigation was 

acquired from West and Marland (2002a) and emissions reflect the fuel mix that generated 

the electricity for the study area postal code 49060, as estimated by McGill et al., 2018. Use-

stage onsite consumption included the combustion of diesel and consumption of nitrogen 

and phosphate. Diesel consumption rates were estimated from field logs for planting and 

fertilizing processes (Abraha, et. al 2019), as well as the average consumption rates across 

various machinery used to cultivate soil (USDA NRCS, n.d.), and harvest (West and Marland, 

2002). Emissions from fertilizers were acquired from Abraha et al., 2019 within the study 

site, as well as Blonk Consultants, 2012. 

  



 129 

Table 4.3. Land management processes considered for cropland management and 
their respective inputs, value, and global warming potential (CO2-eq) coefficient for 

land cover 2016. 

  Process Input Value Unit CO2-eq Reference 
Upstream processes     
Diesel 
production 

Diesel at 
refinery/US 

* l km−2 0.468 kg US DOE, 2019 

Nitrogen 
production 

Inorganic 
nitrogen 
fertilizer, as N 
to generic 
market for 
organic 
nitrogen 
fertilizer, as N 

** kg km−2 5.99 kg US DOE, 2019 

Phosphorus 
production 

Inorganic 
phosphorus, 
as P205 to 
generic 
market for 
organic 
phosphorus, 
as P205 

** kg km−2 2.80 kg US DOE, 2019 

Electricity 
generation 

Electricity  13.30  GJ ha−1 m−1 14.40-34.70 g 
m−2yr−1 

McGill et al., 2018;  
West and Marland 

(2002) 
      
Use stage onsite consumption     
Reduced till Diesel 2842.50 l km−2 

2689.28 g 

USDA NRCS, n.d. 
Conventiona
l till  

Diesel 5685.00 l km−2 USDA NRCS, n.d. 

Conservatio
n till 

Diesel 4737.50 l km−2 USDA NRCS, n.d. 

Planting Diesel 586 l km−2 Abraha et al., 2019 
Fertilizing Diesel 430 l km−2 Abraha et al., 2019 
 Nitrogen 6052.46–

10091.58
* 

kg km−2 6.04 kg  Abraha et al., 2019; 
Blonk Consultants, 2012 

 Phosphate 895.44–
1720.34*

* 

kg km−2 0.22 kg   

Irrigation -- -- -- -- -- 
Harvest Diesel 1114.00  l km−1 2689.29 g West and Marland 

(2002) 
* Varies, refer to use stage onsite consumption values  
** Varies by county, see Table A16-21  

 

Scaling LCA GWP to cropland extent 

The output of the LCA provides estimates of GWP g m-2 that are unique to each county, 

which is incorporated into the NLCD 2016 land cover map in place of Cropland in ArcGIS 
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Pro (v3.1). As the NLCD raster is 30 m resolution, values of GWP g m-2 are multiplied by the 

square area of the cell (i.e., 900m2) so that each 1 m2 pixel in the cell will equal the GWP g 

m-2 generated from the LCA. After extracting and replacing the Cropland land cover with 

the GWP rates, the map was clipped to the Kalamazoo Watershed extent and cumulative 

GWP per county was estimated. In this way, an estimate the GWP g m-2 of cropland 

managed within a portion of a county is generated rather than the county’s cumulative 

emissions. 

It was assumed that land management records from the NASS 2017 is practiced in 

the same cropland extent as the NLCD 2016, due to low LCLUC in the area (Shirkey et al., 

2023). However, this method is still limited to the aggregation of management practices to 

county extents, which can be limited in areas with large county extents. Additionally, this 

study assumes that NASS land management activities occur within the NLCD cropland 

extent; however, this may not always be the case as they are independently estimated with 

differing methodology. Further limitations involved with scaling and LCA to county level is 

the loss of accurate and divergent inputs to the product system. As cropland management 

varies across the landscape, it is possible that the averages simplify the socioecological 

system. Variations in management may include crop type, rate of fertilizers/pesticides, 

variations in machinery and fuel consumption, or farm operations specific to field or crop 

type. For example, diesel consumption during fertilizer applications varies by source, with 

estimates of 430 l km−2 (Abraha et al., 2019), 982 l km−2 (Bowers, 1992), 94.75 l km−2 

(Downs & Hansen. 1998), and 284.17 l km−2 (Parsons, 1980). As such, future applications 

are encouraged to approach this framework as a general account of cropland management 

and to investigate site-specific inputs for their own production systems where appropriate; 
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and utilize averages and other estimates where necessary. 

Results 

LCLUC in the Kalamazoo Watershed 

Little land cover change was found between 2001 and 2011 in the study area, with the 

largest net change in Urban and Cropland land cover (Table 4.4, Fig. 4.4). Net gain by land 

cover category includes 21.14 km2 Urban, 11.04 km2 Water, and km2 1.13 of Prairie, 

whereas net loss included -16.44 km2 Cropland, -6.43 km2 Forest, -9.80 km2 Wetland, and -

0.65 km2 Bare. Increased urbanization occurred in the surrounding areas of Kalamazoo, 

Michigan due primarily to Cropland and Forest loss, with 14.39 km2 and 4.97 km2, 

respectively; and there was no recorded loss in Urban land cover. Cropland gained 10.92 

km2 and lost 27.36 km2 and was replaced by Urban areas (14.39 km2) surrounding 

Kalamazoo and stretching towards Battle Creek, Michigan.  

Areas with greatest loss and gain were in the southwest (Battle Creek, MI) and 

western (Allegan, MI) watershed, with most land covers persisting. Trends of Cropland loss 

stretched between Kalamazoo to Battle Creek, but also northwest towards Kent County. 

Forest gained 7.79 km2 and lost 14.23 km2, replacing 2.20 km2 of Cropland surrounding 

Kalamazoo and west towards Allegan County. Notably, transitions of Cropland and 

Forestland to other land covers aside from Urban were in the northern and eastern rural 

areas outside of Kalamazoo and Battle Creek. Overall, land cover classes remained within 

1% of their contribution to the study area across all years 2001, 2011, and 2016, indicating 

a stable composition.  
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Table 4.4. Land cover (km2) and percent composition from 2001, 2011 and 2016 in 
the Kalamazoo Watershed, and their respective net change by category (2001-

2011). 

Land Cover 
Type 

2001 2011 Change  
(2001-2011) 

2016 

 km2 % km2 % km2 km2 % 
Urban 741.53 14.09 762.67 14.49 21.14 766.98 14.58 
Cropland 2376.13 45.15 2359.69 44.83 -16.44 2352.42 44.71 
Prairie 39.94 0.76 41.07 0.78 1.13 47.44 0.90 
Forest 1127.62 21.43 1121.18 21.30 -6.43 1116.44 21.22 
Water 107.48 2.04 118.53 2.25 11.04 110.91 2.11 
Wetland 858.14 16.30 848.34 16.12 -9.80 856.42 16.28 
Bare 12.24 0.23 11.59 0.22 -0.65 11.07 0.21 
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Figure 4.4. The Kalamazoo Watershed evaluated loss, gain, and persistence of land 
covers (a) Cropland, (b) Forest, and (c) Urban land covers between years 2001 to 

2011. Minor change is observed, where red areas indicate loss, grey indicates 
persistence, and blue indicates gain between years. 
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Land cover model 

Land change sub-models Urbanization, Reforestation and Other were modeled for land 

covers greater than 4.5 km2, which included Forest and Cropland to Urban (i.e., 

Urbanization), Cropland to Forest (i.e., Reforestation), as well as transitions Cropland to 

Wetland, Forest to Prairie, and Wetland to Cropland and Water (i.e., Other) (Table 4.5). 

Transitions were named based on observed processes in the study area (Brown, 2000; 

Shirkey et al., 2023). 

Table 4.5. Sub-model results of Urbanization, Reforestation and Other from the MLP 
model. 

Sub-model Class skill 
measure 

(ratio) 

Accuracy 
(%) 

Skill 
measure 

RMS 
Training 

RMS 
Testing 

Reforestation  100.00 1.0000 0.4976 0.4976 
Transition: Cropland to Forest 1.0000     
Persistence: Cropland 1.0000     

Urbanization  91.13 0.8817 0.3474 0.3473 
Transition: Forest to Urban 1.0000     
Transition: Cropland to Urban 1.0000     
Persistence: Cropland 0.5315     
Persistence: Forest 1.0000     

Other  39.60 0.2953 0.3104 0.3110 
Transition: Cropland to Wetland 0.6085     
Transition: Forest to Prairie 0.4493     
Transition: Wetland to Cropland 0.4812     
Transition: Wetland to Water -0.1334     
Persistence: Cropland -0.0521     
Persistence: Forest 0.5480     
Persistence: Wetland 0.1598     
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Figure 4.5. Transition potential maps for the study area used by the Land Change 
Modeler to estimate 2050 land cover. Transition values range from low to high 

likelihood, 0-1. Here, (a) is cropland to forest, (b) cropland to urban, (c) cropland to 
wetland, (d) wetland to water, (e) wetland to cropland, (f) forest to prairie, and (g) 

is forest to urban. 
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Transition likelihood indicates a high probability of all land covers persisting (>0.9), 

except for Prairie and Bare, from 2016 to 2050 (Fig. 4.4, Table 4.6). The MLP-Markov chain 

modeling matrix estimated that Urban land cover (0.9999) is highly unlikely to change. 

Therefore, areas of urbanization will continue to grow at this pace with minimal loss to 

other land covers. Cropland, Forest, Water and Wetland all have high persistence as well 

(>0.9) and indicate that some areas may experience transition, but that it is also highly 

unlikely. Remaining land covers Prairie and Bare have 0.5955 and 0.6494 transition 

likelihoods, respectively, indicating that there is moderate likelihood for transition. Prairie 

has a higher likelihood to transition to Forest (0.1968) or Cropland (0.1237) in 2050 than 

any other land class. Additionally, Bare landcover may transition to Water (0.1932) or 

Urban (0.0739) land covers. 

Table 4.6. The Markov probability of land cover in the Kalamazoo Watershed from 
2011 (rows) to 2050 (columns). Values in bold indicate persistence. 

 Urban Cropland Prairie Forest Water Wetland Bare 
Urban 0.9999 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 
Cropland 0.0234 0.9560 0.0011 0.0078 0.0021 0.0091 0.0005 
Prairie 0.0485 0.1237 0.5955 0.1968 0.0173 0.0152 0.0030 
Forest 0.0173 0.0098 0.0143 0.9532 0.0039 0.0013 0.0002 
Water 0.0042 0.0051 0.0064 0.0086 0.9222 0.0492 0.0044 
Wetland 0.0040 0.0284 0.0004 0.0008 0.0429 0.9233 0.0001 
Bare 0.0739 0.0221 0.0020 0.0344 0.1932 0.0249 0.6494 
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Figure 4.6. The Kalamazoo Watershed predicted land cover in 2050 following the 
Land Cover Model, which evaluated transition potentials (Fig. 4.4) between land 

cover and transition sub-model variables (Fig. A3). 
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Projected land cover in 2050 indicates that Urban land will gain another 21.14 km2 

and is anticipated to increase from 14.58% to 15.91% of the total area by 2050 (Fig. 4.5, 

Table 4.7). Water and Prairie will also gain 11.04 km2 and 1.13 km2, respectively. Land 

cover net loss is anticipated for Cropland (16.44 km2), Wetland (9.80 km2), Forest (6.43 

km2), and Bare (0.65 km2). Urban land cover gains are at the cost of Cropland loss (14.39 

km2) and Forest loss (4.97 km2), with remaining losses in Prairie, Wetland, Bare and Water 

land covers less than 1 km2 each. Forestland gains were also due to losses of Cropland (2.20 

km2). The only gains for Cropland were due to losses of Prairie and Wetland, estimated at 

0.75 km2 each. 

Table 4.7. Area statistics for the predicted land use land cover change in 2050 in the 
Kalamazoo Watershed, compared to the area statistics of the National Land Cover 

Database in 2016. 

Land cover 2016 2050 
 km2 % km2 % 
Urban 766.98 14.58 837.29 15.91 
Cropland 2352.42 44.71 2288.69 43.49 
Prairie 47.44 0.90 57.11 1.09 
Forest 1116.44 21.22 1104.16 20.98 
Water 110.91 2.11 154.92 2.94 
Wetland 856.42 16.28 809.33 15.38 
Bare 11.07 0.21 11.59 0.22 

 

Carbon stock offset of anthropogenic emissions from cropland management 

Between 2016 and 2050 land covers, an estimated 1.30% of total C stock potential is 

anticipated to decrease. Loss of Forests and Wetlands and increases in Urban, Water and 

Bare contribute to the decrease in carbon stock potential. The development of Urban areas 

surrounding roads and with a 0.0234 likelihood replacing Cropland and 0.0173 likelihood 

of replacing Forest (Table 4.6) is predicted to occur in surrounding regions of Battle Creek, 

MI (southwest). Forest and Wetland loss is most likely to occur in the western watershed 
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and forestland, where in the central watershed forest and cropland may convert to urban 

areas. These predicted changes in land cover inform where carbon stock will increase 

(positive value) or decrease (negative value), according to the land cover’s respective 

carbon pools used in the model (Table 4.2, Fig. 4.8).  

Anthropogenic emissions from cropland management demonstrated a noticeable 

variation by county, where Kalamazoo held the highest overall GWP, followed by Ottawa, 

Van Buren, Kent, Hillsdale, Eaton, Calhoun, Jackson, Barry, and Allegan (Fig. 4.6, Table 4.9). 

In all counties, the onsite consumption of diesel, nitrogen and phosphorus during the 

fertilization process generated the most GWP. Emissions from fertilization can vary 

significantly from 21-62 Mg CO2-eq km−2 cropland managed in the watershed, which 

stretches ~150 km. All cropland was assumed to be fertilized equally; therefore, 

management variation is homogeneous across the county but varied between counties. A 

smaller variation was found between counties in emissions from planting or harvesting 

(e.g., diesel consumption during these processes), which suggests that some management 

activities will have higher variations than others across the same landscape. Notably, 

upstream processes (e.g., diesel, electricity, and fertilizer production) increased the 

cumulative GWP emission rates in counties with higher consumption of fertilizers, such as 

Nitrogen. Kalamazoo County, the highest consumer of fertilizers, has an emission of 59 Mg 

CO2-eq km−2 associated with Nitrogen production whereas Allegan County reported 20 Mg 

CO2-eq km−2. Contributions to the Kalamazoo Watershed GWP are determined by the 

county’s cropland area within the watershed. As such, county rates of cropland GWP 

emissions are multiplied by their respective cropland area within the watershed (Fig. 4.6).  
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Figure 4.7. Variability in anthropogenic and ecological carbon production across the 
study area in 2016, where (a) is global warming potential (GWP g m-2) of cropland 
activities occurring in the NLCD land cover ‘Cropland’ across counties; and (b) is 

terrestrial carbon stock and (C Mg m-2) estimated by the Earth System Model within 
the Kalamazoo Watershed. Cumulative watershed GWP from cropland management 

is estimated by multiplying the county GWP rates by its respective cropland area. 

 

Figure 4.8. Net gain and loss in carbon stock due to predicted land cover change 
across the Kalamazoo Watershed between 2016 and 2050 rescaled to 1 km extents.  
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Table 4.8. The rate of global warming potential (GWP) Mg CO2-eq km−2 of each county’s cropland management in 2017. 

 Allegan Barry Calhoun Eaton Hillsdale Jackson Kalamazo
o 

Kent Ottawa Van Buren 

Upstream 
production 

          

  Nitrogen  20 36 39 44 46 37 59 49 60 52 

  Phosphorus  1 3 3 3 4 3 4 4 5 4 

  Diesel  2 2 2 2 3 2 2 2 2 2 

  Electricity  3 1 2 0 1 1 9 3 4 5 

  Total upstream 27 42 46 50 53 43 75 57 72 63 

           

Onsite 
consumption 

          

  Planting 1 1 1 1 1 1 1 1 1 1 
  Fertilizing* 21 38 41 46 48 39 61 51 62 54 
  Irrigation** -- -- -- -- -- -- -- -- -- -- 
  No-till 1 2 3 3 2 2 1 1 2 1 
  Conv. Till 3 2 1 3 3 2 4 2 3 2 
  Cons. Till 4 3 3 3 4 4 4 4 4 3 
  Harvest 2 2 2 3 3 2 2 2 3 2 
  Total onsite 33 49 52 59 61 50 74 61 75 62 
           
GWP Mg km-2 60 92 98 109 115 93 149 118 146 125 
           
Cropland (km2) 921.51 518.67 846.34 783.73 858.83 605.11 533.41 626.85 620.32 691.04 

*Fertilizing includes emissions from diesel, nitrogen, and phosphorus consumption 
**No onsite consumption for Irrigation, as electricity used is generated in an upstream process
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Table 4.9. The cropland extent, GWP Mg CO2-eq emission, carbon stock Mg C and 
carbon stock Mg C lost to offset of cropland emissions for 2016 by county. Total 

cropland emissions are the product of cropland area (km2) and GWP rates (kg CO2-
eq km-2) in Table 4.8. Carbon stock was multiplied by 3.67 (IPCC, 2006) to obtain Mg 
CO2. Carbon stock decrease is the percent C stock allocated to offset cropland GWP, 

where total indicates the average county loss. 

County Cropland 
km2 

Cropland GWP  
Mg CO2-eq  

C Stock 
Mg C 

C Stock Decrease  
% 

Allegan 921.51 55111 7898211 0.19% 
Barry 518.67 47547 1966399 0.66% 
Calhoun 846.34 83267 175278 12.94% 
Eaton 783.73 85308 12238627 0.19% 
Hillsdale 858.83 98578 632314 4.25% 
Jackson 605.11 56117 2690434 0.57% 
Kalamazoo 533.41 79456 321702 6.73% 
Kent 626.85 73905 3653294 0.55% 
Ottawa 620.32 90846 5661256 0.44% 
Van Buren 691.04 86371 1278997 1.84% 
Total 7005.81 756507 36516512 3.00% 
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Discussion 

This study applied historical census records of cropland management to estimate the global 

warming potential (GWP) of the Kalamazoo Watershed in comparison to carbon stock 

estimates in 2050. The study found that the carbon stock and storage of the watershed 

offsets the cropland anthropogenic emissions caused by planting, fertilizing, tillage, 

irrigation, and harvesting, despite a slight decrease in carbon stock by 2050 due to 

cropland loss and urban area gains. The GWP emissions varied by county, with higher 

irrigation and fertilizing rates contributing to increased fuel consumption and GWP 

emissions. Emissions linked to cropland management were driven by up-stream processes, 

including the production of nitrogen and phosphorus. Cross-disciplinary methods were 

found capable of estimating spatial variations in carbon offset at the landscape scale with 

freely available land management data. Overall, the study highlights the importance of 

cross-disciplinary methods and LCA in estimating the spatial variations of carbon offset at 

the landscape scale. It also emphasizes the need to consider more than just carbon offset 

potential in climate mitigation strategies and to consider the impacts of land use change 

and management intensifications on biodiversity and biogeophysical changes. 

Geospatial representation of land management and ecosystem processes 

By linking land management intensity and ecosystem processes by land cover type, I 

demonstrated that anthropogenic emissions and offset potential can be geospatially 

overlain to evaluate spatial variability. The strength of this approach is the ability to 

estimate partial emissions across previously aggregated estimates of land management. A 

portion of the land area’s emissions was estimated within a county rather than being 

restricted to the county extent---which is the spatial scale of most anthropogenic activities. 
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This overcame limits to privacy, sampling costs, and relied on existing resources with 

credible sampling methodologies. In this demonstration, the spatial variability of cropland 

management GWP was driven by management intensity, which agrees with the hypothesis. 

Given the rate of management, a LCA provided a temporal analysis of emissions along the 

production cycle of inputs used in the management activity. Notably, up-stream processes 

during the production of fertilizers, particularly nitrogen, significantly increased the rate of 

GWP emissions per county. Whereas diesel consumption for planting, harvest, and 

fertilizing were high, the production of materials used on-site hold considerable influence 

and may be considered in climate mitigation efforts beyond on-site NbCS. By considering 

up- and down-stream processes, a sustainable solution can be identified without risk of 

indirect emissions or environmental impact.  

Spatial LCA has the potential to provide more accurate and detailed assessments of 

environmental impacts compared to traditional LCA approaches that do not consider 

spatial variations in environmental data (Wu, S.R., 2022). However, While the creation of 

spatial databases and geospatial tools has eased the implementation of spatial LCA in 

practical settings, obstacles remain with respect to data accessibility and quality, and there 

is a need for data standardization and harmonization (Hiloidhari et al., 2017). Additional 

data is needed to understand the rate of resources purchased as opposed to consumed to 

limit uncertainty, as present studies estimate inputs from sales records and assume that all 

inputs are consumed. However, LCA is a strong tool to explore assumptions and provides 

avenues for sensitivity analysis to determine if some inputs would have significant effects 

on the estimated outcome. This can be an asset to assessing the outcome of climate 

mitigation approaches and scaling the emissions across a study area. 
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While this study focused on GWP, other emissions from soil carbon, nitrous oxide, 

methane, and management activities were not considered as it was outside the scope of 

this study. Applications for climate mitigation efforts towards carbon neutrality should 

consider more than carbon offset potential, including the biodiversity and biogeophysical 

implications from land use change and land management intensifications. Past research 

using LCA approaches in land management determined the carbon debt of field-scale 

conservation reserve program grasslands convert to biofuel crops (Abraha et. al, 2019); the 

ecosystem water-use efficiency of crops in consideration of land use history (Abraha et al., 

2016); the water and energy footprints of bioenergy crops (Bhardwaj et al., 2011); and has 

considered biofuel land use change-induced surface albedo in LCA (Cai et al., 2016; Goosse 

2015). In the same agroecosystem as this study, the CO2-eq mitigation of cropland-

dominated landscapes were 52% stronger than those of forest-dominated landscapes 

(Sciusco et al., 2020).  

Limitations associated with linking socioecological processes by land cover type 

While this study was able to detect spatial variation in cropland emissions and carbon 

stock across a county, additional considerations should be taken when linking 

socioecological processes to a single landcover. Future work may consider how to estimate 

GWP from soil and crop specific tillage and irrigation practices in landscape GWP estimates 

when the location is unknown. While this study relied on average rates of practice, it was 

limited to overall assumptions and cannot account for ecosystem responses unique to how 

each practice might have been combined. For example, the irrigation values assumed that 

all land was no-till; however, emissions may be higher at croplands with greater than 

average irrigation intensities and conventional tillage than those with no-till (Gelfald et al., 
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2013, West and Marland, 2002b). These combinations uniquely drive the GHG emissions 

from croplands and can impact C stock. This framework can be used to increase or 

decrease particularly land management rates for planning various mitigation scenarios, 

such as an increase in no-till and cover cropping practices that can store and sequester 

higher rates of C, respectively.  

Lastly, integrating multiple datasets comes with the risk that values do not 

correspond between sources. This study estimated the cropland area using the NLCD 

dataset and found the extent does not match the cropland harvested or farmland reported 

by the NASS census due to differing methodologies. Nonetheless, the integration of social 

and geospatial data is still recommended for the sake of benchmarking land management 

activities and contextualizing stakeholder decision-making. Further research is needed to 

improve the spatial resolution and accuracy of data used in spatial LCA, as well as to 

develop more advanced methods for analyzing and visualizing spatial data. 

Land cover change was minimal in the study area, due to the rate of change detected 

by the land change model from 2001-2011. This rate informed the prediction of 2050 land 

cover, which assumed the same rate of change. While this study area noted declines in 

cropland and forests, other studies at larger extents note that Michigan is undergoing 

reforestation by secondary forests (Brown et. al., 2000). The study area extent may 

influence the rate of change and therein the transition potentials and sub-processes that 

inform land cover predictions (Pontius, 2002). Other study areas may not have persistent 

land cover and point readers to resources on land change/use planning, areas of 

protection, and more within the Land Change Model of Terrset (Clark Labs, 2021). 

Additional land cover classifications may be required to determine if rates of change 
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significantly vary or are likely to change. Expert knowledge and understanding of policy 

goals can be incorporated into the ecosystem services modeler and land change modeler 

for land change prediction (Clark Labs, 2021; Eastman, 2020). 

LCLUC is the second most important source of GHG emissions, following fossil fuels, 

due to the release of carbon from long-term storage; however, it also affects the climate 

through biogeophysical and biogeochemical changes (IPCC cite, Mattila et al., 2011). Land 

cover change in this study was reclassified to Tier 1 NLCD, aggregating many cover types 

into one. However, this may overlook some of the known biogeophysical feedbacks and 

carbon debt caused by land cover change (e.g., from conservation reserve prairie to 

cropland) and therefore LCLUC must be carefully considered to achieve sustainability goals 

(Abraha et al., 2019). 

Key take-aways for policy-makers and climate mitigation efforts 

Natural working lands and forest production can play key roles in climate mitigation and 

net zero goals (Cooper & Whitcomb, 2021). Energy, material, and water use/consumption 

in cropland production should be evaluated to identify opportunities to reduce GHG 

emissions (Bowers, 1992; Downs & Hansen, 1998). Agricultural intensity has proven to 

have a direct relationship with terrestrial carbon processes, particularly in this study area, 

where increases in management and decreases in farm size and tenure has influenced 

terrestrial carbon production since the 1980s (Shirkey, et al., 2023). Future land cover 

change scenarios, such as the prediction of land cover in 2050 when Michigan aims for 

carbon neutrality, can inform land management decisions (Gibson et al., 2018; Hasan et al., 

2020). This model provides a unique approach for a baseline estimate of anthropogenic 
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emissions in a spatial context that can be geospatially located within natural working lands 

such as forestland and cropland.  

Understanding where both anthropogenic and ecological processes are occurring is 

essential, as negotiating land use and land management must take careful consideration of 

social, economic, and environmental impacts (Gillon, 2010). Additionally, NWL are a cost-

effective and enduring NbCS. However, C stock is not guaranteed long-term due to land use 

change, wildfire, insect infestation, and natural disasters or extreme weather events. 

Therefore, the NWL sector should set near- and long-term goals/targets to reduce GHG 

emissions on NWL and maximize their C stock potential (USCA, 2022). Overall, climate 

mitigation is most effective when stakeholders participate and issues of land governance, 

such as tenure and resource rights, are considered in the program (Kanowki et al., 2011). 

Management inputs such as fertilizers and irrigation continue to steadily increase in 

these croplands (Tables S3-8). Assuming rates of land cover change remain steady, it can 

be expected that terrestrial carbon stock will continue to offset many cropland 

management practices until 2050. However, increasing rates of management intensity and 

other GHG emissions not considered in this demonstration are essential for robust policy 

recommendations. Particularly, upstream processes linked to fertilizer use, such as 

nitrogen and phosphorus in this study, have significant environmental impacts in their 

production process (Blonk Consultants, 2012). Understanding where the highest 

concentration of fertilizer use lies in a landscape will aid in a decision- and policy-makers 

efforts for climate mitigation and NbCS. By using LCA, it is possible to understand 

emissions, land occupation/use, water footprint, toxicity, and more related to square area 

of land managed.  
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Spatial representation of land management is only possible with continuous surveys 

of stakeholders. By using the NASS dataset, this study demonstrated how readily available 

land management information is available at county level. However, large county extents 

may not benefit from this scale and therefore additional surveys may be necessary to 

identify where within a county agricultural intensification may occur. For example, 

fertilizer applications were assumed to be equally applied across all croplands within a 

county; when, this would vary by crop or soil type requirements and farmer goals 

(Cammarano et. al, 2021). Therefore, additional consideration is advised to employ 

supplemental stakeholder engagement beyond the baseline set in this framework.  

Conclusion 

This study developed a novel framework to spatialize LCA with applied historical census 

records of cropland management for a spatial estimate of GWP, linking ecological processes 

and anthropogenic activities within cropland extents. The framework was demonstrated in 

a carbon offset scenario, where the State of Michigan aims to reach carbon neutrality by 

2050 and may use terrestrial carbon stock to offset emissions associated within Natural 

Working Lands. The Kalamazoo Watershed carbon stock was found to offset cropland 

anthropogenic emissions from selected cropland management processes, including 

planting, fertilizing, tillage, irrigation and harvesting well into the future. Cropland GWP 

emissions varied between counties, due to upstream processes related to the production of 

diesel, electricity, and fertilizers. Upstream processes increased the rate of GWP emissions 

when combined with on-site consumption of fertilizers, as the production process for 

nitrogen and phosphorus resulted in increased emissions. A low likelihood of land cover 



 150 

change in the area was detected, as found in earlier studies (Shirkey et. al, 2023). Small 

cropland loss and urban area gains by the year 2050 caused a slight decrease in carbon 

stock and storage by 2050. Assuming rates of land cover change and GWP emissions 

remain steady, it can be expected that terrestrial carbon will continue to offset cropland 

management until 2050 as demonstrated in this framework. 

Land use implies the anthropogenic and ecosystem benefits from a land cover type, 

whereas land cover change is driven by society’s need for additional ecosystem services. 

Land use and land management are well known to be difficult to monitor due to privacy 

concerns and feasibility to survey regularly; therefore, this study advocates for 

benchmarking using available census records from NASS, as employed in this framework. 

Historical records of land management dating well beyond a century at the county-level 

can provide evidence of regional land use intensification that can be readily paired with 

emissions and impact assessments. Land management may continue to intensify as seen in 

NASS records and future work can utilize LCA methodology to evaluate upstream and 

downstream processes linked to material, water, and energy consumption.  

Coupling LCLUC with LCA methodology advances interdisciplinary science (i.e., 

environmental engineering and geography) and benefits applications for climate mitigation 

with land management. Furthermore, LCLUC can be used beyond estimations of carbon 

stocks as done in this study. Land cover impacts landscape and regional biogeophysical 

fluxes. Therefore, future research may incorporate additional ecosystem processes into this 

framework such as evapotranspiration and albedo, as well as carbon production. This 

framework has the potential to evaluate implications to biodiversity, toxicity, water 

footprint and more. Decision makers may investigate their own landscape or region to 
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consider additional cropland management activities that align with their climate mitigation 

goals. To manage and reduce GWP emissions and maintain environmental health, it is 

important to collocate anthropogenic emissions and ecosystem processes or resources at 

the decision-making level. This study advocates that LCA and ecosystem processes may be 

linked by land cover type in effort to establish baselines for NbCS and to estimate spatial 

variations at the landscape scale. Future work may expand on this framework to consider 

additional environmental impacts and ecological processes within managed lands. 



 152 
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Key lessons and conclusions 

Both biophysical and socioeconomic factors play important roles in determining the carbon 

fluxes and dynamics at the landscape scale. Additionally, C sequestration strength is 

dependent on land management such as cover crops, fertilization, production intensity and 

water use. In this dissertation, I found that spatial resolution, coupled with advancing 

spectral resolution, can improve estimates of carbon production in managed croplands 

(Shirkey et. al 2022). Moreover, this work was essential to explore the impacts that 

landscape composition and changes within agroecosystems may contribute to under or 

overestimations of carbon budgets.  

The composition of landscape structure is tied to historical agricultural 

intensification, with cropland management and tenure driven by agricultural intensity. This 

is significant as land ownership and tenure can drive the adoption of conservation 

practices and sources of information in land management (Varble, Secchi, & Druschke, 

2016). However, forestland and water were not affected by this intensification, as seen in 

my SEM from Chapter 3 (Shirkey et. al 2023). In fact, surveyed stakeholders indicated 

reluctance to change land management practices and emphasized the importance of their 

forest stands over croplands, which have become a secondary income. This slightly 

contrasted with overall projections of land cover change (Chapter 4), which found slight 

decreases in forestland and cropland, giving rise to more urban and water bodies. Spatial 

representation of LCLUC may explain how these indicators performed statistically, as they 

may be capable of capturing some but not all processes at scale (Amirkhiz et al., 2023). 

However, stakeholder engagement was essential to contextualize the decision-making in 

land use management. In sum, socioeconomic factors drove cropland land management 
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and tenure, which in turn has contributed to landscape composition.  

Management practices such as tillage, fertilization and crop cover type have 

significant impacts on carbon dynamics (Guzman & Golabi, 2017) and significant work by 

decision and policy-makers are driving interest in Nature-based Climate Solutions (NbCS) 

and Natural Working Lands (NWL) (Cooper & Whitcomb, 2021). This research provides 

valuable knowledge on long-term anthropogenic impacts on C production at the landscape 

scale, including how terrestrial C production estimates are influenced by land management, 

how human-nature interactions drive C production, and a unique framework to link 

historical land management records with innovative earth observations. In Chapter 2, 

variations in cumulative GPP varied by crop cover type and land use history. In Chapters 3, 

I found that cropland management had significantly stronger relationships with landscape 

carbon production than abiotic processes alone (e.g., heat and water stress). This is largely 

because socioecological contributions to landscape carbon production are essential in 

landscape analysis, as their processes are both independent and interactive. Chapter 4 

discussed that upstream production and on-site consumptions of diesel and fertilizers, as 

well as respective GHG emissions, can spatially vary within a landscape and negate benefits 

from various land cover stocks. While these inputs have increased terrestrial C 

productivity, their emissions have negatively contributed to GHG emissions. As such, the 

integration of biophysical and socioeconomic data is essential for understanding the 

complex interactions between human activities and ecosystem processes that determine 

carbon dynamics at the landscape scale. When evaluating policy-related climate mitigation 

measures, it is essential to consider both socioeconomic and biophysical processes for 

accurate models of landscape-scale C production and GWP (Gelfand et al., 2013). 
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Major contributions  

This dissertation developed a novel framework for integrating socioeconomic 

processes into ecosystem modeling to evaluate the impacts of land management on carbon 

stocks and fluxes at the landscape scale. By investigating landscape composition and their 

spatiotemporal variability, as well as the contributions between physical and social aspect 

to terrestrial carbon production, a more accurate understanding of how human 

management and disturbance influences the role of terrestrial ecosystems within the global 

carbon budget. In Chapter 2, I demonstrated the use of high spatiotemporal red-edge 

remote sensing data to estimate carbon fluxes across different land use types, which can 

help to improve the understanding of the impacts of land use change on carbon dynamics. 

Human-nature interactions drive C production, and historical land management records 

can be linked with innovative earth observations to provide a unique framework for 

understanding long-term changes in carbon stocks and fluxes. In Chapter 3, I identified key 

drivers of carbon production in agroecosystems including land management practices and 

human-nature interactions, which were greater than climate drivers alone. I advanced the 

capacity of PLS-SEM for socioecological research, demonstrating how to simultaneously 

evaluate socioeconomic measures, landscape structure and composition, as well as records 

of ecosystem processes. Lastly, this dissertation developed a novel framework for 

integrating socioeconomic processes with ecosystem modeling to evaluate the impacts of 

land management on carbon stocks and fluxes at the landscape scale using life cycle 

assessment (LCA) framework. While LCA has been extensively used in farmland 

management (Abraha et al., 2019; Gelfand et al., 2013), spatialization of LCA is still under 

development and lacks spatiotemporal context and input (Wu et al., 2022). Landscape 
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ecologists, geographers and environmental engineers may particularly benefit from the 

outcome of this dissertation efforts to model socioecological systems and advance NbCS 

must consider the biophysical and socioeconomic consequences of climate mitigation 

strategies (Novick et al., 2022). The interdisciplinary approach used in this dissertation 

provides valuable knowledge on long-term anthropogenic impacts on C production at the 

landscape scale. In sum, it highlights the importance of considering both biophysical and 

socioeconomic factors when modeling carbon dynamics at the landscape scale. This 

approach can be used to inform land management decisions and develop strategies for 

climate mitigation. 

Uncertainty and limitations 

Uncertainty in EVI and other red-edge indices is impacted by the heterogeneous 

distributions across the space in agroecosystems and the atmospheric and environmental 

conditions of the time of measurement. Interpretation of the VI may be used to indicate 

vegetation health, ‘greeness,’ and overall C production, but it does not provide information 

on specific plant traits or functions, such as biomass or nutrient content. Therefore, it is 

important to interpret these VIs carefully in consideration of other information on the 

agroecosystem monitored.  

Remaining uncertainties are in the assumptions regarding land use management, 

which are aggregated to administrative unit (e.g., county) and annual or decennial 

measurements. This imposes difficulties in monitoring climate mitigation efforts and 

reporting results, as various land covers and ecosystems exist within the county-boundary. 

While this dissertation aimed to resolve the spatiotemporal disconnect of land 

management data by allotting land management to land cover type, key assumptions were 
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made that still impose uncertainty. First, the land management practice is assumed to occur 

uniformly across the land cover type, within the county-extent. Second, land management 

is not attributed to a particular vegetation or crop. In the case of Chapter 4, cropland 

management included assumptions built on acres irrigated, planted, and harvested, where 

processes of management may include multiple harvests (e.g., winter wheat) or single 

harvest (e.g., corn). Moreover, cover crops can increase C stocks and potentially improve 

soil quality but were not estimated in this dissertation. This increases the spatiotemporal 

variation in land management and consequently the impact on C production and 

anthropogenic emissions.  

To address these land management uncertainties, additional data are needed to link 

management practices with land cover type, and across the administrative units. This may 

include collaborations with existing organizations to routinely evaluate how populations 

are managing their land, such as how the American Community Survey conducts sub-

samples between the 10-year US Census. This will capture variations and patterns without 

the cost of extensive surveys. In this dissertation, surveys with Centennial Farmers 

provided essential context to NASS Census data on cropland management, including a 

stakeholders’ willingness to change, where they receive information, and their perceived 

contributions to climate change (see Supplementary Materials). These responses can 

inform policymakers where to allocate climate mitigation resources and efforts. Targeted 

efforts may employ the CropScape product from the USDA NASS and Agricultural Research 

Service, which provides geospatial data on crop cover from 1997 to present. Additionally, 

surveys and census materials may allocate land management to specific crops, so that a 

finer resolution of land cover and land management may be acquired. This is essential, as 
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cropland may be composed of numerous crop types, each with their own demands for 

nutrients, soil cultivation, irrigation, and harvest rates. Furthermore, there is still within-

crop uncertainty, such as the variation of C production between two identical crop fields 

with different land use histories, and consequently different soil composition and nutrient 

availability (Chapter 2). Until these methods are in place, assumptions will need to be made 

to contextualize the general inputs, processes, and outputs on managed landscapes. 

Assumptions and mitigation potential can meanwhile be explored within a spatialized LCA, 

to understand how increases and decreases in land management may influence 

anthropogenic emissions. 

Lastly, land cover change estimates and projections are driven by observations of 

change. In this dissertation, I acknowledge that projections of land cover and C stock 

assume a business a usual trend in land use and land cover. Land cover change models have 

the capacity to acknowledge areas that are resistant to change, such as protected or 

preserved areas, but may not be suitable for long-term projections in areas where land 

cover is likely to change significantly. Short term projections and routine evaluation are 

therefore necessary, as C stocks can significantly change due to land management and land 

cover type. While this work used NLCD data to demonstrate how national-level data may 

be utilized in a standardized approach, land cover classifications from the past may also be 

implemented to evaluate long term changes prior to the 2000s. Classification methods 

should report detailed accuracy assessments that look beyond the percent agreement, as 

conventionally done, and estimate the quantity and locational agreement between two 

images (Pontius, 2002). As such, classification models and predictions could address 

concerns generated from misclassified pixels and identify within which land covers these 
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issues may arise. 

Recommendations for Future Research 

To further advance our understanding of sustainable land management, future 

research should examine the impacts of land use across a range of scales beyond the HUC8 

watershed level considered in this dissertation. It is important to investigate how the scale 

of the study area may affect the relationship between socioecological processes, 

particularly in agroecosystems where environmental impact is directly tied to the 

provision of ecosystem services. This dissertation focused primarily on evaluating 

croplands and did not account for above ground biomass harvested and consumed outside 

of the landscape. Future research should expand on the spatial life cycle assessment 

framework presented here to evaluate cropland upstream and downstream emission 

scenarios in the context of the total landscape carbon budget. This could be useful not only 

in achieving carbon offset and net neutrality goals but also in aligning with the objectives of 

the US Climate Action and Natural Working Lands (NWL) working groups. In addition to 

carbon emissions, other impact assessments available within LCA such as water footprint, 

toxicity, and land use/occupation could also be considered (Sciusco et al, 2022). As such, it 

is possible to investigate the potential benefits and drawbacks of various agroecosystem 

management practices, such as regenerative agriculture, agroforestry, and organic farming. 

Moreover, incorporating long-term records of biophysical feedback from strong ecological 

observation networks such as FLUXNET and iLEAPS could enhance the life cycle inventory 

for both social and ecological contributions (Novick et al., 2022). Overall, future research 

should build on this framework to evaluate new strategies for Nature-based Climate 

Solutions (NbCS) within agroecosystems and achieve the United Nations Sustainable 
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Development Goals (SDGs) (Pachauri et al., 2014; United Nations, 2015). 
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APPENDIX A. SUPPLEMENTARY INFORMATION 

 

Figure A1. Changes in rainfall (PPT), air temperature (Tair), and photosynthetic 
photon flux density (PPFD) March–November in 2018 and 2019 for the study area. 
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Figure A2. The linear regressions of study period anomalies for the seven study 
sites: (a) AGR-C, (b) AGR-PR, (c) AGR-SW, (d) CRP-C, (e) CRP-PR, (f) CRP-SW, and (g) 

CRP-REF. 
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Figure A3. Transition sub-model variables considered in the Land Change Model, 
where (a) is elevation, (b) distance to Forest, (c) distance to roads, (d) distance to 
rivers and streams, (e) distance to Urban, (f) is event likelihood; (g) is population 

density km2, and (h) is slope. 
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Table A1. Site location and flux tower characteristics in the study area. Land use 
includes conservation reserve program (CRP) and historically farmed land (AGR). 

Prairies are C3 dominant. 

Site MODIS Location 
  Lat. Long. Alt. (m) 
AGR-C Corn 42.484740 -85.442162 299.17 
AGR-PR Restored prairie (C3) 42.473500 -85.447470 297.79 
AGR-SW Switchgrass 42.476670 -85.446792 292.40 
CRP-C Corn 42.437620 -85.328620 291.15 
CRP-PR Restored prairie (C3) 42.444040 -85.309752 295.80 
CRP-REF Smooth brome grass (C3) 42.442350 -85.330190 280.49 
CRP-SW Switchgrass 42.446250 -85.310436 293.42 

Table A2. Site-level parameters used in VPMs include minimum air temperature 
(Tmin), maximum air temperature (Tmax), and optimal air temperature (Topt) 

developed by the Terrestrial Ecosystem Model (Raich et al., 1991); as well as LUE 
where KM is the Michaelis constant indicating the halfway point of PPFD to 

maximum LUE. 

Site Tmin  Tmax  Topt  2018 2019 
 (oC) (oC) (oC) e0 KM LSWImax e0 KM LSWImax 
AGR-C -1 48 23.10 0.101 999.11 0.47 0.082 1194.20 0.77 
AGR-PR  0 48 23.10 0.084 1165.36 0.63 0.052 1480.28 0.69 
AGR-SW  0 48 23.10 0.060 1176.00 0.39 0.045 1920.60 0.69 
CRP-C -1 48 22.45 0.100 730.69 0.68 0.110 845.69 0.78 
CRP-PR  0 48 22.46 0.073 956.83 0.62 0.057 1394.82 0.65 
CRP-SW  0 48 22.45 0.062 1806.12 0.64 0.066 1727.19 0.66 
CRP-REF  0 48 22.45 0.056 526.25 0.61 0.057 526.25 0.69 

Table A3. Composition of land cover (m2) within MODIS (500 m) remote sensing 
pixels encompassing the tower, as depicted in Fig. 1.1. The land cover was acquired 

from the National Landcover Database 2019 (30 m) and is assumed to represent 
both site-years 2018 and 2019.  

Site Water Developed Forest Grassland Crop Wetland 
AGR-C 3600 17100 40500 79200 59400 50400 
AGR-PR 0 5400 61200 13500 166500 0 
AGR-SW 0 5400 61200 13500 166500 0 
CRP-C 0 900 34200 99900 117900 0 
CRP-PR 0 6300 6300 118800 72000 43200 
CRP-SW 0 6300 6300 118800 72000 43200 
CRP-REF 0 25200 4500 133200 9000 75600 
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Table A4. Gap-filled eddy covariance half-hourly NEE identified as a gap and 
aggregated GPP uncertainty due to Ustar estimation for each site during the study 

period. 

Site NEE gap-filled 

(%) 

GPP uncertainty 

(%) 

GPP  

(g C  m−2) 

 2018 2019 2018 2019 2018 2019 

AGR-C 16.17 27.51 2.74 1.05 43.78 13.90 

AGR-PR 16.16 18.83 2.13 0.25 33.11 3.63 

AGR-SW 18.78 22.80 2.30 0.73 34.43 10.03 

CRP-C 19.36 22.76 2.87 0.96 40.60 15.24 

CRP-PR 20.21 23.21 1.25 0.81 18.33 12.74 

CRP-SW 16.99 22.34 1.42 1.96 24.54 30.71 

CRP-REF 23.43 24.42 2.15 2.97 28.42 37.43 
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Table A5. Estimated GPP anomalies of RS models to GPPTower, with the respective 
root mean square error (RMSE), adjusted R2, and linear equation. All linear models 

and Spearman’s Rho (ρ) are significant at p-values of <0.001. 

Site Model  R2 RMSE Rho Linear Eq. R2 RMSE Rho Linear Eq. 
  2018 2019 

AGR-
C 

GPPMODIS 0.72 4.38 0.89 y=-1.75x + 1.90 0.67 3.07 0.91 y=-1.38x + 1.57 
GPPCONUS 0.61 3.97 0.92 y=-1.15x + 2.27 0.76 3.53 0.93 y=-1.12x + 1.24 
GPPVPM-MODIS 0.89 1.96 0.97 y=-0.40x + 1.03 0.83 1.59 0.97 y=-0.78x + 1.37 
GPPVPM-LS8 0.93 2.44 0.96 y= 0.66x + 1.15 0.94 2.50 0.95 y= 0.99x + 1.02 
GPPVPM-S2 0.78 3.61 0.96 y= 1.56x + 0.88 0.89 2.09 0.94 y= 1.32x + 0.93 

AGR-
PR 

GPPMODIS 0.72 2.62 0.85 y=-0.87x + 1.53 0.72 3.23 0.83 y=-1.05x + 1.55 
GPPCONUS 0.73 3.16 0.92 y=-0.54x + 0.94 0.66 2.97 0.88 y=-0.81x + 0.98 
GPPVPM-MODIS 0.91 1.02 0.98 y=-0.33x + 0.91 0.97 1.26 0.96 y=-0.39x + 1.52 
GPPVPM-LS8 0.97 1.79 0.98 y= 0.64x + 0.88 0.95 0.97 0.94 y= 0.91x + 1.47 
GPPVPM-S2 0.92 1.66 0.94 y= 1.30x + 0.78 0.90 1.83 0.96 y= 1.36x + 1.08 

AGR-
SW 

GPPMODIS 0.74 2.65 0.88 y=-0.25x + 1.42 0.84 2.92 0.85 y=-1.19x + 1.55 
GPPCONUS 0.70 2.78 0.96 y=-0.23x + 0.84 0.65 2.03 0.90 y=-0.58x + 0.82 
GPPVPM-MODIS 0.89 1.4 0.99 y= 0.35x + 1.13 0.97 0.83 0.97 y=-0.37x + 1.84 
GPPVPM-LS8 0.93 1.82 0.98 y= 0.68x + 1.17 0.98 0.95 0.95 y= 0.61x + 1.19 
GPPVPM-S2 0.97 0.93 0.98 y= 0.72x + 1.02 0.92 1.43 0.96 y= 1.04x + 1.20 

CRP-
C 

GPPMODIS 0.65 3.78 0.9 y=-1.64x + 1.66 0.55 3.98 0.86 y=-1.06x + 1.73 
GPPCONUS 0.61 3.87 0.87 y=-0.87x + 2.00 0.68 4.62 0.90 y=-0.57x + 1.23 
GPPVPM-MODIS 0.82 2.53 0.98 y=-0.88x + 1.37 0.85 1.87 0.94 y=-1.06x + 1.44 
GPPVPM-LS8 0.84 2.75 0.95 y= 0.12x + 0.81 0.92 2.69 0.91 y= 0.50x + 0.71 
GPPVPM-S2 0.80 3.02 0.95 y= 1.41x + 0.87 0.78 3.30 0.92 y= 2.23x + 0.68 

CRP-
PR 

GPPMODIS 0.84 1.67 0.89 y= 0.36x + 1.20 0.81 2.42 0.88 y=-0.17x + 1.50 
GPPCONUS 0.80 1.80 0.94 y=-0.15x + 1.46 0.77 2.26 0.93 y=-1.21x + 1.93 
GPPVPM-MODIS 0.82 1.97 0.97 y= 1.25x + 0.84 0.88 1.08 0.94 y= 0.47x + 1.44 
GPPVPM-LS8 0.76 1.87 0.97 y= 1.93x + 0.50 0.95 1.74 0.95 y= 0.42x + 1.18 
GPPVPM-S2 0.89 1.48 0.98 y= 1.82x + 0.68 0.96 1.03 0.96 y= 1.28x + 0.93 

CRP-
REF 

GPPMODIS 0.72 1.44 0.93 y= 0.66x + 0.98 0.80 1.06 0.92 y= 0.31x + 1.05 
GPPCONUS 0.83 2.10 0.90 y=-0.24x + 1.35 0.92 1.69 0.88 y=-1.05x + 1.57 
GPPVPM-MODIS 0.70 2.06 0.95 y= 1.32x + 0.89 0.70 1.34 0.94 y= 1.15x + 0.94 
GPPVPM-LS8 0.71 2.15 0.88 y= 1.23x + 0.74 0.87 2.04 0.90 y= 0.88x + 0.83 
GPPVPM-S2 0.84 1.64 0.95 y= 1.59x + 0.80 0.85 1.48 0.95 y= 1.15x + 0.71 

CRP-
SW 

GPPMODIS 0.83 2.83 0.76 y=-1.14x + 1.74 0.75 3.68 0.86 y=-1.29x + 1.69 
GPPCONUS 0.74 2.61 0.90 y=-0.65x + 1.75 0.63 3.19 0.93 y=-0.91x + 1.77 
GPPVPM-MODIS 0.94 1.54 0.92 y=-0.38x + 1.58 0.93 2.54 0.98 y=-0.97x + 1.45 
GPPVPM-LS8 0.93 1.56 0.94 y=-0.34x + 1.37 0.83 1.63 0.97 y=-1.56x + 1.48 
GPPVPM-S2 0.93 1.70 0.93 y= 1.33x + 0.93 0.93 1.70 0.96 y= 0.85x + 0.92 
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Table A6. Estimated GPP of RS models to GPPTower, from 2018 and 2019 combined, 
with the respective root mean square error (RMSE), adjusted R2, and linear 

equation, as well as Spearman’s Rho (ρ) and p-value. 

Site Model  Adj. R2 p-value RMSE ρ  p-value Linear Eq. 

AGR-C 

GPPMODIS 0.34 *** 2.13 -0.62 *** y= 0.62+ -0.63 

GPPCONUS 0.42 *** 2.25 -0.42 * y= 0.74+ -0.76 

GPPVPM-MODIS 0.01 . 2.61 -0.07 . y= 0.85+ 0.18 

GPPVPM-LS8 0.25 *** 2.17 0.62 *** y= 1.20+ 0.62 

GPPVPM-S2 0.15 *** 2.36 0.14 . y= 0.97+ 0.31 

AGR-PR 

GPPMODIS 0.23 *** 1.44 -0.39 ** y= 0.17+ -0.35 

GPPCONUS 0.13 * 1.74 -0.44 ** y= 1.16+ -0.43 

GPPVPM-MODIS -0.01 . 1.65 0.05 . y= 0.47+ 0.05 

GPPVPM-LS8 0.00 . 1.72 0.15 . y= 0.72+ 0.10 

GPPVPM-S2 0.34 *** 1.39 0.60 *** y= 0.65+ 0.37 

AGR-SW 

GPPMODIS 0.19 *** 1.56 -0.31 ** y= 0.40+ -0.51 

GPPCONUS -0.01 . 1.95 -0.04 . y= 1.18+ -0.16 

GPPVPM-MODIS 0.00 . 1.74 -0.08 . y= 0.60+ -0.10 

GPPVPM-LS8 -0.01 . 1.69 0.06 . y= 0.94+ 0.08 

GPPVPM-S2 0.28 *** 1.46 0.46 *** y= 1.00+ 0.52 

CRP-C 

GPPMODIS 0.34 *** 2.03 -0.52 *** y= 0.06+ -0.51 

GPPCONUS 0.16 ** 2.45 -0.45 ** y= 0.40+ -0.41 

GPPVPM-MODIS 0.09 ** 2.39 -0.15 . y= 0.41+ -0.43 

GPPVPM-LS8 0.37 *** 1.84 0.63 *** y= -0.26+ 0.37 

GPPVPM-S2 0.21 *** 2.17 0.21 . y= 0.60+ 0.26 

CRP-PR 

GPPMODIS 0.01 . 1.65 -0.11 . y= 0.77+ -0.18 

GPPCONUS 0.04 . 1.72 -0.15 . y= 0.71+ -0.22 

GPPVPM-MODIS 0.33 *** 1.35 -0.44 *** y= 0.61+ -0.63 

GPPVPM-LS8 0.09 * 1.55 0.09 . y= 1.07+ -0.19 

GPPVPM-S2 0.17 *** 1.51 0.36 *** y= 0.76+ 0.29 

CRP-REF 

GPPMODIS 0.07 * 1.50 -0.38 ** y= 0.47+ -0.44 

GPPCONUS 0.04 . 1.34 0.28 . y= 0.72+ 0.25 

GPPVPM-MODIS 0.26 *** 1.33 -0.64 *** y= 0.23+ -0.63 

GPPVPM-LS8 0.25 ** 1.55 -0.42 * y= 0.87+ -0.66 

GPPVPM-S2 0.02 . 1.57 0.17 . y= 0.45+ 0.15 

CRP-SW 

GPPMODIS 0.27 *** 2.14 -0.50 *** y= 0.9+ -0.79 

GPPCONUS 0.68 *** 1.53 -0.85 *** y= 0.21+ -1.15 

GPPVPM-MODIS 0.05 * 2.43 -0.10 . y= 1.14+ -0.59 

GPPVPM-LS8 0.15 ** 2.20 -0.15 . y= 1.42+ -0.90 

GPPVPM-S2 0.50 *** 1.73 0.58 *** y= 0.94+ 0.59 

*** = < 0.001, ** = < 0.01, * = < 0.05, ‘.’ = NS 
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Table A7. Number of validation samples by cover type in 1986 for the Kalamazoo 
River Watershed, including producer’s and user’s accuracy. 

 Urban Crop Grassland Forest Water Wetland Bare 
User’s 
accuracy 

Urban 85 2 8 1 0 0 4 85% 
Crop 5 54 26 13 0 2 0 54% 
Grassland 23 3 61 2 0 9 2 61% 
Forest 3 5 18 68 1 5 0 68% 
Water 2 0 1 1 80 16 0 80% 
Wetland 1 2 0 2 2 92 1 92% 
Bare 8 0 32 15 0 8 37 37% 
Producer’s accuracy 66.93% 81.82% 41.78% 66.67% 96.39% 69.70% 84.10% 68.14% 

Table A8. Number of validation samples by cover type in 1991 for the Kalamazoo 
River Watershed, including producer’s and user’s accuracy. 

 Urban Crop Grassland Forest Water Wetland Bare 
User’s 
accuracy 

Urban 81 7 4 2 0 3 3 81% 
Crop 11 55 22 6 0 3 3 55% 
Grassland 21 0 71 2 0 4 2 71% 
Forest 6 3 6 83 0 2 0 83% 
Water 2 1 3 2 66 26 0 66% 
Wetland 1 0 1 1 0 97 0 97% 
Bare 24 2 9 10 0 9 46 46% 
Producer’s accuracy 55.48% 80.88% 61.21% 78.30% 100% 67.36% 85.19% 71.29% 

Table A9. Number of validation samples by cover type in 1996 for the Kalamazoo 
River Watershed, including producer’s and user’s accuracy. 

 Urban Crop Grassland Forest Water Wetland Bare 
User’s 
accuracy 

Urban 67 12 14 2 0 4 1 67% 
Crop 4 68 20 4 0 0 4 68% 
Grassland 13 2 54 19 1 6 5 54% 
Forest 5 1 6 84 1 3 0 84% 
Water 2 1 2 4 77 12 2 77% 
Wetland 1 2 1 1 0 95 0 95% 
Bare 6 25 13 1 1 6 48 48% 
Producer’s accuracy 68.36% 61.26% 49.09% 73.04% 96.25% 75.40% 80% 70.42% 
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Table A10. Reclassification of the National Land Cover Database (NLCD) in land 
cover change analysis. 

NLCD classification Grouped classification 

Evergreen Forest Forest 

Deciduous Forest  

Mixed Forest 

Shrub/Scrub Grassland 

Grassland/Herbaceous 

Barren Land Bare 

Woody Wetlands Wetland 

Emergent herbaceous wetlands 

Cultivated 

Crops  

Cropland 

Pasture / Hay  

Developed, High intensity Urban 

Developed, Medium Intensity 

Developed, Low intensity 

Developed, Open space 

Open Water Water 
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Table A11. Structural contribution (%), area (km2), functional NPP (%), and NPP (kg 
km-2yr-1) by land cover type for the study period. 

Year 
Land 
Cover 

Structural 
Contribution (%) 

Area (km2) 
Functional 
NPP (%) 

NPP (kg km-2yr-1) 

1987 Bare 0.26 13.05 0.21 86907 
1987 Cropland 59.35 2927.82 58.75 23942748 
1987 Forest 32.18 1587.44 32.97 13437190 
1987 Prairie 0.67 33.15 0.78 317769 
1987 Urban 4.91 242.29 4.72 1923482 
1987 Water 2.62 129.48 2.57 1046933 
1992 Bare 0.23 11.59 0.24 115643 
1992 Cropland 59.29 2926.92 58.36 27899392 
1992 Forest 31.59 1559.51 32.69 15628909 
1992 Prairie 0.64 31.68 0.64 308134 
1992 Urban 5.63 277.88 5.48 2618515 
1992 Water 2.62 129.13 2.58 1233027 
1997 Bare 0.62 28.55 0.54 234865 
1997 Cropland 53.29 2462.61 54.56 23827134 
1997 Forest 27.09 1251.82 27.03 11807175 
1997 Prairie 1.82 84.15 1.59 695782 
1997 Urban 14.47 668.86 13.55 5920048 
1997 Water 2.71 125.24 2.72 1190035 
2002 Bare 0.28 12.21 0.33 130410 
2002 Cropland 53.94 2375.24 55.33 21839380 
2002 Forest 25.60 1127.37 26.07 10289990 
2002 Prairie 0.91 39.94 1.01 398364 
2002 Urban 16.83 741.32 15.06 5943187 
2002 Water 2.44 107.48 2.20 869936 
2007 Bare 0.27 11.95 0.33 141388 
2007 Cropland 53.77 2368.27 55.22 23862539 
2007 Forest 25.43 1119.96 25.78 11140256 
2007 Prairie 0.97 42.59 1.11 480858 
2007 Urban 17.11 753.44 15.29 6608880 
2007 Water 2.46 108.50 2.27 981316 
2012 Bare 0.26 11.56 0.32 113922 
2012 Cropland 53.45 2358.81 56.08 19887579 
2012 Forest 25.40 1120.94 25.30 8974209 
2012 Prairie 0.93 41.07 1.05 371135 
2012 Urban 17.28 762.45 14.93 5296408 
2012 Water 2.69 118.52 2.32 821109 
2017 Bare 0.25 11.07 0.33 161642 
2017 Cropland 53.40 2352.42 54.72 26895845 
2017 Forest 25.34 1116.44 26.16 12857591 
2017 Prairie 1.08 47.44 1.08 532919 
2017 Urban 17.41 766.98 15.43 7585081 
2017 Water 2.52 110.91 2.28 1119426 
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Table A12. Results of the PCA eigenvalues, percent variance and cumulative percent 
variance. 

Dimension Eigenvalue Variance (%) Cumulative Variance (%) 
1 14.12 32.09 32.09 
2 5.91 13.43 45.52 
3 4.38 9.95 55.47 
4 3.79 8.61 64.08 
5 3.12 7.09 71.18 
6 2.86 6.50 77.68 
7 2.09 4.74 82.42 
8 1.47 3.33 85.76 
9 1.31 2.99 88.74 

10 1.01 2.30 91.04 
11 0.76 1.73 92.78 
12 0.58 1.32 94.10 
13 0.50 1.13 95.22 
14 0.46 1.04 96.27 
15 0.38 0.86 97.13 
16 0.26 0.59 97.72 
17 0.22 0.50 98.22 
18 0.18 0.40 98.62 
19 0.10 0.22 98.84 
20 0.09 0.21 99.05 
21 0.08 0.19 99.24 
22 0.08 0.17 99.42 
23 0.07 0.15 99.57 
24 0.04 0.10 99.67 
25 0.03 0.06 99.74 
26 0.02 0.05 99.79 
27 0.02 0.05 99.84 
28 0.02 0.04 99.88 
29 0.02 0.03 99.92 
30 0.01 0.03 99.95 
31 0.01 0.02 99.96 
32 0.01 0.01 99.98 
33 0.00 0.01 99.99 
34 0.00 0.01 99.99 
35 0.00 0.00 100.00 
36 0.00 0.00 100.00 
37 0.00 0.00 100.00 
38 0.00 0.00 100.00 
39 0.00 0.00 100.00 
40 0.00 0.00 100.00 
41 0.00 0.00 100.00 
42 0.00 0.00 100.00 
43 0.00 0.00 100.00 
44 0.00 0.00 100.00 
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Table A13. Indicator loadings for the PLS-SEM 2.0 where LCC*LM indicates the interaction between Land Cover Change 
and Land Management. 

 
Regional 

Development 
Soil 

Composition 
LM LCC 

Water 
Stress 

LCC*LM 
Soil and 

Plant 
Nutrients 

Heat 
Stress 

Tillage NPP 

IRR 0.925 0 0 0 0 0 0 0 0 0 
URB 0.928 0 0 0 0 0 0 0 0 0 
FINO 0.767 0 0 0 0 0 0 0 0 0 
NFN 0.912 0 0 0 0 0 0 0 0 0 

POPD 0.902 0 0 0 0 0 0 0 0 0 
FD 0 0 0.857 0 0 0 0 0 0 0 

CRP 0 0 0.806 0 0 0 0 0 0 0 
FOW 0 0 0.880 0 0 0 0 0 0 0 
FLD 0 0 0.935 0 0 0 0 0 0 0 
CRO 0 0 0.763 0 0 0 0 0 0 0 
VPD 0 0 0 0 1.00 0 0 0 0 0 
WAT 0 0 0 0.888 0 0 0 0 0 0 
FOR 0 0 0 0.937 0 0 0 0 0 0 
SAS 0 0.941 0 0 0 0 0 0 0 0 
NT 0 0.825 0 0 0 0 0 0 0 0 
FP 0 0 0 0 0 0 0.885 0 0 0 

TPM 0 0 0 0 0 0 0 1.00 0 0 
CVT 0 0 0 0 0 0 0 0 1.00 0 

LCC*LM 0 0 0 0 0 0.809 0 0 0 0 
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Table A14. Discriminant validity as estimated by the heterotrait-monotrait ratio (HTMT) for the PLS-SEM 2.0. 

 

Regional 
Development 

Soil 
Composition 

LM LCC 
Abiotic 
Stress 

LCC*LM 
Soil and 

Plant 
Nutrients 

Heat 
Stress 

Tillage NPP 

Regional 
Development 

NA NA NA NA NA NA NA NA NA NA 

Soil Composition 0.320 NA NA NA NA NA NA NA NA NA 

LM 0.727 0.780 NA NA NA NA NA NA NA NA 

LCC 0.207 0.919 0.520 NA NA NA NA NA NA NA 

Abiotic Stress 0.399 0.256 0.322 0.170 NA NA NA NA NA NA 

LCC*LM 0.185 0.523 0.504 0.187 0.038 NA NA NA NA NA 

Soil and Plant 
Nutrients 

0.112 0.402 0.344 0.253 0.450 0.286 NA NA NA NA 

Heat Stress 0.350 0.288 0.593 0.288 0.132 0.292 0.200 NA NA NA 

Tillage 0.120 0.360 0.198 0.217 0.274 0.028 0.266 0.168 NA NA 

NPP 0.247 0.535 0.514 0.218 0.019 0.365 0.063 0.167 0.007 NA 
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Table A15. Validation Kappa indices of predicted 2016 land cover based on 
reference land cover from the National Land Cover Database 2016. 

 Kappa index Value 

Kno 0.9844 

Klocation 0.9864 

KlocationStrata 0.9864 

Kstandard 0.9811 

 

Table A16. Nitrogen (kg) fertilizer applications on cropland (km2) per county-year 
and corresponding rates (kg km-2). 

County Survey year Nitrogen Landcover year Cropland Rate 
Allegan 2002 7210155.00 2001 924.74 7796.92 
Allegan 2012 6060813.00 2011 923.61 6562.07 
Allegan 2017 7085762.00 2016 921.51 7689.33 
Barry 2002 3168253.00 2001 513.47 6170.23 
Barry 2012 2223124.00 2011 517.96 4292.10 
Barry 2017 3139220.00 2016 518.67 6052.46 
Calhoun 2002 4158332.00 2001 849.52 4894.92 
Calhoun 2012 4047835.00 2011 848.59 4770.06 
Calhoun 2017 5573698.00 2016 846.34 6585.62 
Eaton 2002 4481276.00 2001 785.43 5705.53 
Eaton 2012 4137279.00 2011 784.25 5275.47 
Eaton 2017 5761957.00 2016 783.73 7351.97 
Hillsdale 2002 4771926.00 2001 858.20 5560.41 
Hillsdale 2012 4572719.00 2011 859.44 5320.59 
Hillsdale 2017 6587567.00 2016 858.83 7670.37 
Jackson 2002 3236241.00 2001 607.65 5325.79 
Jackson 2012 3169983.00 2011 605.28 5237.19 
Jackson 2017 3754328.00 2016 605.11 6204.40 
Kalamazoo 2002 4041902.00 2001 543.73 7433.63 
Kalamazoo 2012 3695829.00 2011 535.65 6899.73 
Kalamazoo 2017 5280494.00 2016 533.41 9899.52 
Kent 2002 4709037.00 2001 631.27 7459.60 
Kent 2012 2931465.00 2011 627.54 4671.35 
Kent 2017 5108180.00 2016 626.85 8148.97 
Ottawa 2002 4273062.00 2001 635.61 6722.75 
Ottawa 2012 5043504.00 2011 624.66 8073.98 
Ottawa 2017 6259970.00 2016 620.32 10091.58 
Van Buren 2002 3773349.00 2001 693.06 5444.47 
Van Buren 2012 3629467.00 2011 692.06 5244.43 
Van Buren 2017 5951864.00 2016 691.04 8612.87 
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Table A17. Phosphorus (kg) fertilizer applications on cropland (km2) per county-
year and corresponding rates (kg km-2). 

County Survey year Phosphorus Landcover year Cropland Rate 
Allegan 2002 1119635.00 2001 924.74 1210.75 
Allegan 2012 747126.00 2011 923.61 808.92 
Allegan 2017 1110906.00 2016 921.51 1205.53 
Barry 2002 491985.00 2001 513.47 958.15 
Barry 2012 274048.00 2011 517.96 529.09 
Barry 2017 519306.00 2016 518.67 1001.23 
Calhoun 2002 645730.00 2001 849.52 760.11 
Calhoun 2012 498983.00 2011 848.59 588.01 
Calhoun 2017 825463.00 2016 846.34 975.33 
Eaton 2002 695879.00 2001 785.43 885.99 
Eaton 2012 510009.00 2011 784.25 650.32 
Eaton 2017 894044.00 2016 783.73 1140.76 
Hillsdale 2002 741013.00 2001 858.20 863.45 
Hillsdale 2012 563686.00 2011 859.44 655.88 
Hillsdale 2017 1124993.00 2016 858.83 1309.91 
Jackson 2002 502542.00 2001 607.65 827.02 
Jackson 2012 390769.00 2011 605.28 645.60 
Jackson 2017 541839.00 2016 605.11 895.44 
Kalamazoo 2002 627650.00 2001 543.73 1154.34 
Kalamazoo 2012 455591.00 2011 535.65 850.54 
Kalamazoo 2017 846618.00 2016 533.41 1587.18 
Kent 2002 731247.00 2001 631.27 1158.37 
Kent 2012 361366.00 2011 627.54 575.84 
Kent 2017 822509.00 2016 626.85 1312.13 
Ottawa 2002 663546.00 2001 635.61 1043.95 
Ottawa 2012 621721.00 2011 624.66 995.29 
Ottawa 2017 1067156.00 2016 620.32 1720.34 
Van Buren 2002 585948.00 2001 693.06 845.45 
Van Buren 2012 447410.00 2011 692.06 646.49 
Van Buren 2017 1034251.00 2016 691.04 1496.65 
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Table A18. Irrigated farmland and cropland extent (km2) per county-year and 
corresponding rates (kg km-2). 

County Survey year Irrigated Landcover year Cropland Rate 
Allegan 2002 62.11 2001 924.74 0.21 
Allegan 2012 113.92 2011 923.61 0.36 
Allegan 2017 119.85 2016 921.51 0.20 
Barry 2002 10.99 2001 513.47 0.19 
Barry 2012 17.31 2011 517.96 0.16 
Barry 2017 23.75 2016 518.67 0.15 
Calhoun 2002 42.16 2001 849.52 0.05 
Calhoun 2012 43.15 2011 848.59 0.23 
Calhoun 2017 62.99 2016 846.34 0.09 
Eaton 2002 6.89 2001 785.43 0.22 
Eaton 2012 5.90 2011 784.25 0.31 
Eaton 2017 3.98 2016 783.73 0.20 
Hillsdale 2002 16.55 2001 858.20 0.23 
Hillsdale 2012 36.99 2011 859.44 0.10 
Hillsdale 2017 40.83 2016 858.83 0.19 
Jackson 2002 18.51 2001 607.65 0.31 
Jackson 2012 15.82 2011 605.28 0.32 
Jackson 2017 24.99 2016 605.11 0.11 
Kalamazoo 2002 119.85 2001 543.73 0.26 
Kalamazoo 2012 158.05 2011 535.65 0.43 
Kalamazoo 2017 188.45 2016 533.41 0.29 
Kent 2002 34.81 2001 631.27 0.28 
Kent 2012 40.41 2011 627.54 0.25 
Kent 2017 67.02 2016 626.85 0.11 
Ottawa 2002 54.79 2001 635.61 0.15 
Ottawa 2012 73.21 2011 624.66 0.19 
Ottawa 2017 107.76 2016 620.32 0.17 
Van Buren 2002 96.50 2001 693.06 0.17 
Van Buren 2012 137.78 2011 692.06 0.18 
Van Buren 2017 149.56 2016 691.04 0.16 
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Table A19. No-till farmland and cropland extent (km2) per county-year and 
corresponding rates (kg km-2). 

County Survey year No-till Landcover year Cropland Rate 
Allegan 2002 33.61 2001 924.74 0.04 
Allegan 2012 111.16 2011 923.61 0.12 
Allegan 2017 134.30 2016 921.51 0.15 
Barry 2002 65.06 2001 513.47 0.13 
Barry 2012 121.18 2011 517.96 0.23 
Barry 2017 144.80 2016 518.67 0.28 
Calhoun 2002 121.90 2001 849.52 0.14 
Calhoun 2012 230.08 2011 848.59 0.27 
Calhoun 2017 332.41 2016 846.34 0.39 
Eaton 2002 76.36 2001 785.43 0.10 
Eaton 2012 262.62 2011 784.25 0.34 
Eaton 2017 295.88 2016 783.73 0.38 
Hillsdale 2002 102.73 2001 858.20 0.12 
Hillsdale 2012 413.81 2011 859.44 0.48 
Hillsdale 2017 261.47 2016 858.83 0.30 
Jackson 2002 60.70 2001 607.65 0.10 
Jackson 2012 166.91 2011 605.28 0.28 
Jackson 2017 140.97 2016 605.11 0.23 
Kalamazoo 2002 57.32 2001 543.73 0.11 
Kalamazoo 2012 65.61 2011 535.65 0.12 
Kalamazoo 2017 84.39 2016 533.41 0.16 
Kent 2002 47.11 2001 631.27 0.08 
Kent 2012 95.24 2011 627.54 0.15 
Kent 2017 112.58 2016 626.85 0.18 
Ottawa 2002 26.29 2001 635.61 0.04 
Ottawa 2012 38.52 2011 624.66 0.06 
Ottawa 2017 145.63 2016 620.32 0.24 
Van Buren 2002 24.57 2001 693.06 0.04 
Van Buren 2012 54.04 2011 692.06 0.08 
Van Buren 2017 64.85 2016 691.04 0.09 
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Table A20. Conventional-till farmland and cropland extent (km2) per county-year 
and corresponding rates (kg km-2). 

County Survey year Conventional till Landcover year Cropland Rate 
Allegan 2002 195.35 2001 924.74 0.21 
Allegan 2012 332.98 2011 923.61 0.36 
Allegan 2017 187.76 2016 921.51 0.20 
Barry 2002 97.72 2001 513.47 0.19 
Barry 2012 83.30 2011 517.96 0.16 
Barry 2017 76.92 2016 518.67 0.15 
Calhoun 2002 45.10 2001 849.52 0.05 
Calhoun 2012 190.90 2011 848.59 0.23 
Calhoun 2017 75.31 2016 846.34 0.09 
Eaton 2002 169.93 2001 785.43 0.22 
Eaton 2012 240.73 2011 784.25 0.31 
Eaton 2017 153.08 2016 783.73 0.20 
Hillsdale 2002 194.02 2001 858.20 0.23 
Hillsdale 2012 83.00 2011 859.44 0.10 
Hillsdale 2017 160.79 2016 858.83 0.19 
Jackson 2002 188.71 2001 607.65 0.31 
Jackson 2012 190.95 2011 605.28 0.32 
Jackson 2017 64.70 2016 605.11 0.11 
Kalamazoo 2002 142.60 2001 543.73 0.26 
Kalamazoo 2012 227.49 2011 535.65 0.43 
Kalamazoo 2017 156.71 2016 533.41 0.29 
Kent 2002 176.54 2001 631.27 0.28 
Kent 2012 155.87 2011 627.54 0.25 
Kent 2017 65.65 2016 626.85 0.11 
Ottawa 2002 94.37 2001 635.61 0.15 
Ottawa 2012 120.65 2011 624.66 0.19 
Ottawa 2017 103.48 2016 620.32 0.17 
Van Buren 2002 114.80 2001 693.06 0.17 
Van Buren 2012 122.22 2011 692.06 0.18 
Van Buren 2017 108.54 2016 691.04 0.16 
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Table A21. Conservation-till farmland and cropland extent (km2) per county-year 
and corresponding rates (kg km-2). 

County Survey year Conservation Landcover year Cropland Rate 
Allegan 2002 73.30 2001 924.74 0.08 
Allegan 2012 190.89 2011 923.61 0.21 
Allegan 2017 297.26 2016 921.51 0.32 
Barry 2002 65.93 2001 513.47 0.13 
Barry 2012 215.14 2011 517.96 0.42 
Barry 2017 125.89 2016 518.67 0.24 
Calhoun 2002 124.63 2001 849.52 0.15 
Calhoun 2012 389.50 2011 848.59 0.46 
Calhoun 2017 219.98 2016 846.34 0.26 
Eaton 2002 87.85 2001 785.43 0.11 
Eaton 2012 321.08 2011 784.25 0.41 
Eaton 2017 193.65 2016 783.73 0.25 
Hillsdale 2002 103.94 2001 858.20 0.12 
Hillsdale 2012 475.57 2011 859.44 0.55 
Hillsdale 2017 294.15 2016 858.83 0.34 
Jackson 2002 75.05 2001 607.65 0.12 
Jackson 2012 234.68 2011 605.28 0.39 
Jackson 2017 200.36 2016 605.11 0.33 
Kalamazoo 2002 75.91 2001 543.73 0.14 
Kalamazoo 2012 141.85 2011 535.65 0.27 
Kalamazoo 2017 150.65 2016 533.41 0.28 
Kent 2002 66.61 2001 631.27 0.11 
Kent 2012 140.35 2011 627.54 0.22 
Kent 2017 184.54 2016 626.85 0.29 
Ottawa 2002 48.01 2001 635.61 0.08 
Ottawa 2012 108.23 2011 624.66 0.17 
Ottawa 2017 180.77 2016 620.32 0.29 
Van Buren 2002 43.51 2001 693.06 0.06 
Van Buren 2012 94.67 2011 692.06 0.14 
Van Buren 2017 146.24 2016 691.04 0.21 
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APPENDIX B. REVISED PLS-SEM 

PLS-SEM revised theoretical framework 

The PCA loadings provided initial groupings for variables within constructs and updated 

others (Fig. B1), providing an intermediary step before achieving the final PLS-SEM 2.0. 

Given the division between the variables labeled as abiotic stressors, the construct was 

divided into two new constructs: Heat Stress and Water Stress. Given the stronger 

contribution of CVT than no-till (NT) in PCA dimension five, a new construct—Tillage—was 

formed to include CVT. However, it was found that the revised PLS-SEM theoretical 

framework incorporating the PCA constructs did not satisfy all the model evaluation 

metrics for measurement models. Rather, it demonstrated strong indicator and construct 

relationships suitable for revision. The indicator reliability was greater than the 

recommended 0.708 for all indicators except average clay 0-5 cm (CLS) (0.673), average 

organic matter 5-15 cm (OMD) (0.502), no-till (NT) (0.611), rural housing density (RHD) 

(0.691), and wetland (WET) (0.471) (Table A7). Internal consistency reliability in the 

revised PLS-SEM demonstrated RhoA of ~0.95, indicating unsatisfactory similarity 

between indicators within the construct, whereas AVE reported well above the required 

0.5 thresholds, demonstrating unique constructs (Table A8). Particularly, Water Stress and 

Soil and Plant Nutrients reported a RhoA (11.99 and 1.19), showing that these indicators 

were not suitable and were too similar. Additionally, discriminant variability was 

acceptable between all constructs, with HTMT values well below 0.85 for all construct pairs 

except for Soil Composition−Land Management (0.916), Soil Composition−Land Cover 

Change (1.065), and Land Management−Land Cover Change (0.896) (Table A9). This 

revised theoretical framework was not further evaluated as a structural model. 



 210 

 

Figure B1. Revised PLS-SEM theoretical framework including new latent constructs (hexagons) and their indicators 
(parallelograms) from PCA dimensions. Gray constructs are new constructs, where ‘Water Stress’ and ‘Heat Stress’ 

replaced ‘Abiotic Stress.’ Construct ‘Land Management * Land Cover Change’ indicates the interaction between ‘Land 
Management’ and ‘Land Cover Change’ constructs. Variable names are available in Table 3.1. 
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Table B1. Indicator loadings for the revised theoretical framework where LCC*LM indicates the interaction between 
Land Cover Change and Land Management. 

 
Regional 

Development 
Soil 

Composition 
LM LCC 

Water 
Stress 

LCC*LM 
Soil and Plant 

Nutrients 
Heat 

Stress 
Tillage NPP 

IRR 0.914 0 0 0 0 0 0 0 0 0 
UHD 0.941 0 0 0 0 0 0 0 0 0 
FINO 0.744 0 0 0 0 0 0 0 0 0 
NFN 0.924 0 0 0 0 0 0 0 0 0 
POPD 0.919 0 0 0 0 0 0 0 0 0 
URB 0.922 0 0 0 0 0 0 0 0 0 
FD 0 0 0.764 0 0 0 0 0 0 0 
CRP 0 0 0.722 0 0 0 0 0 0 0 
FOW 0 0 0.764 0 0 0 0 0 0 0 
FLD 0 0 0.952 0 0 0 0 0 0 0 
SAS 0 0 0.903 0 0 0 0 0 0 0 
SAD 0 0 0.892 0 0 0 0 0 0 0 
NT 0 0 0.611 0 0 0 0 0 0 0 
CRO 0 0 0.766 0 0 0 0 0 0 0 
VPD 0 0 0 0 0.999 0 0 0 0 0 
WET 0 0 0 0 0.471 0 0 0 0 0 
RHD 0 0 0 0.691 0 0 0 0 0 0 
FOR 0 0 0 0.884 0 0 0 0 0 0 
WAT 0 0 0 0.842 0 0 0 0 0 0 
CLD 0 0.763 0 0 0 0 0 0 0 0 
CLS 0 0.673 0 0 0 0 0 0 0 0 
PHD 0 0.902 0 0 0 0 0 0 0 0 
OMD 0 0.502 0 0 0 0 0 0 0 0 
SID 0 0.952 0 0 0 0 0 0 0 0 
SIS 0 0.940 0 0 0 0 0 0 0 0 
PHS 0 0.866 0 0 0 0 0 0 0 0 
FN 0 0 0 0 0 0 0.973 0 0 0 
FP 0 0 0 0 0 0 0.885 0 0 0 
TPM 0 0 0 0 0 0 0 1.00 0 0 
CVT 0 0 0 0 0 0 0 0 1.00 0 
LCC*LM 0 0 0 0 0 0.725 0 0 0 0 
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Table B2. Internal consistency reliability for the revised PLS-SEM theoretical framework. 

      Alpha RhoC AVE RhoA 
Regional Development 0.95 0.96 0.80 0.96 
Soil Composition 0.91 0.93 0.66 0.93 
Land Management 0.92 0.93 0.65 0.94 
Land Cover Change 0.73 0.85 0.66 0.75 
Water Stress 0.61 0.74 0.61 11.99 
Land Cover Change*Land Management 1.00 1.00 1.00 1.00 
Soil and Plant Nutrients 0.86 0.93 0.86 1.19 
Heat Stress 1.00 1.00 1.00 1.00 
Tillage 1.00 1.00 1.00 1.00 
NPP 1.00 1.00 1.00 1.00 

      

Table B3. Discriminant validity estimated by the heterotrait-monotrait ratio (HTMT) for the revised theoretical PLS-
SEM, where NPP was NA (not applicable) across all composites. 

 
Regional 

Development 
Soil 

Composition LM LCC 
Abiotic 
Stress LCC*LM 

Soil and 
Plant 

Nutrients 
Heat 

Stress Tillage 
Regional 
Development 

NA NA NA NA NA NA NA NA NA 

Soil 
Composition 

0.354 NA NA NA NA NA NA NA NA 

LM 0.592 0.916 NA NA NA NA NA NA NA 

LCC 0.237 1.065 0.896 NA NA NA NA NA NA 

Abiotic Stress 0.394 0.325 0.352 0.422 NA NA NA NA NA 

LCC*LM 0.142 0.445 0.691 0.354 0.036 NA NA NA NA 

Soil and Plant 
Nutrients 

0.145 0.440 0.458 0.556 0.514 0.464 NA NA NA 

Heat Stress 0.370 0.260 0.504 0.415 0.194 0.277 0.248 NA NA 

Tillage 0.122 0.215 0.249 0.240 0.336 0.043 0.273 0.168 NA 

NPP 0.216 0.584 0.563 0.225 0.015 0.480 0.110 0.167 0.007 
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Table B4. Indicator loadings for the revised theoretical framework where LCC*LM indicates the interaction between 
Land Cover Change and Land Management. 

 
Regional  

Development 
Soil  

Composition 
LM LCC 

Water  
Stress 

LCC*LM 
Soil and  

Plant  
Nutrients 

Heat Stress Tillage NPP 

IRR 0.914 0 0 0 0 0 0 0 0 0 
UHD 0.941 0 0 0 0 0 0 0 0 0 
FINO 0.744 0 0 0 0 0 0 0 0 0 
NFN 0.924 0 0 0 0 0 0 0 0 0 
POPD 0.919 0 0 0 0 0 0 0 0 0 
URB 0.922 0 0 0 0 0 0 0 0 0 
FD 0 0 0.764 0 0 0 0 0 0 0 
CRP 0 0 0.722 0 0 0 0 0 0 0 
FOW 0 0 0.764 0 0 0 0 0 0 0 
FLD 0 0 0.952 0 0 0 0 0 0 0 
SAS 0 0 0.903 0 0 0 0 0 0 0 
SAD 0 0 0.892 0 0 0 0 0 0 0 
NT 0 0 0.611 0 0 0 0 0 0 0 
CRO 0 0 0.766 0 0 0 0 0 0 0 
VPD 0 0 0 0 0.999 0 0 0 0 0 
WET 0 0 0 0 0.471 0 0 0 0 0 
RHD 0 0 0 0.691 0 0 0 0 0 0 
FOR 0 0 0 0.884 0 0 0 0 0 0 
WAT 0 0 0 0.842 0 0 0 0 0 0 
CLD 0 0.763 0 0 0 0 0 0 0 0 
CLS 0 0.673 0 0 0 0 0 0 0 0 
PHD 0 0.902 0 0 0 0 0 0 0 0 
OMD 0 0.502 0 0 0 0 0 0 0 0 
SID 0 0.952 0 0 0 0 0 0 0 0 
SIS 0 0.940 0 0 0 0 0 0 0 0 
PHS 0 0.866 0 0 0 0 0 0 0 0 
FN 0 0 0 0 0 0 0.973 0 0 0 
FP 0 0 0 0 0 0 0.885 0 0 0 
TPM 0 0 0 0 0 0 0 1.00 0 0 
CVT 0 0 0 0 0 0 0 0 1.00 0 
LCC*LM 0 0 0 0 0 0.725 0 0 0 0 
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Table B5. Discriminant validity estimated by the heterotrait-monotrait ratio (HTMT) for the revised theoretical PLS-
SEM. 

 

Regional 
Development 

Soil 
Composition 

LM LCC 
Abiotic 
Stress 

LCC*LM 
Soil and 

Plant 
Nutrients 

Heat 
Stress 

Tillage NPP 

Regional 
Development 

NA NA NA NA NA NA NA NA NA NA 

Soil Composition 0.354 NA NA NA NA NA NA NA NA NA 

LM 0.592 0.916 NA NA NA NA NA NA NA NA 

LCC 0.237 1.065 0.896 NA NA NA NA NA NA NA 

Abiotic Stress 0.394 0.325 0.352 0.422 NA NA NA NA NA NA 

LCC*LM 0.142 0.445 0.691 0.354 0.036 NA NA NA NA NA 

Soil and Plant 
Nutrients 

0.145 0.440 0.458 0.556 0.514 0.464 NA NA NA NA 

Heat Stress 0.370 0.260 0.504 0.415 0.194 0.277 0.248 NA NA NA 

Tillage 0.122 0.215 0.249 0.240 0.336 0.043 0.273 0.168 NA NA 

NPP 0.216 0.584 0.563 0.225 0.015 0.480 0.110 0.167 0.007 NA 

 


