
 

 

 

 

 

 

 

 

STUDY OF DIFFUSION AND CONDUCTION IN LITHIUM GARNET OXIDES  

LixLa3Zrx-5Ta7-xO12 (x=5-7) WITH INTERATOMIC POTENTIALS 

 

 

 

 

 

 

By  

 

 

Jin Dai 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A DISSERTATION 

 

 

 Submitted to  

Michigan State University 

 in partial fulfillment of the requirements 

 for the degree of  

 

Materials Science and Engineering—Doctor of Philosophy  

 

2023 

  



 

 

ABSTRACT 

Lithium-ion batteries, based on the pioneering work of three Nobel Laureates, are 

everywhere in our lives from portable electronics, electric vehicles, to grid storage.  However, they 

currently employ liquid electrolytes containing flammable organic solvents that could lead to a fire 

if batteries are overheated.  Solid electrolytes, also called fast-ion conductors or superionic 

conductors, are alternatives with the uttermost safety.  Among various solid electrolytes, lithium 

garnet oxides are a promising family of materials due to their high ionic conductivity and 

electrochemical stability.  This work discusses the study of diffusion and conduction in LixLa3Zrx-

5Ta7-xO12 (x=5-7) garnet oxides using computational methods. We developed two new generations 

of interatomic potentials, induced dipole, and machine learning, for this composition series. We 

compared them with existing interatomic potentials in terms of force/virial error against density-

functional theory, prediction of phase transition, self-diffusivity, and ionic conductivity, and found 

machine learning interatomic potentials have the best accuracy.  We then applied machine learning 

interatomic potentials to investigate the temperature and composition dependence of diffusion and 

conduction in bulk materials and the influence of grain boundary structure on ionic conductivity.  

We believe that the atomic insight obtained from this work could be worthwhile in understanding 

the bottleneck of materials performance and could provide guidance on further improvements. 
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CHAPTER 1  Introduction 

1.1 The world’s energy issues and energy storage systems 

Energy plays an important role in human lives, and most of them are generated from the 

fossil fuels such as coal, natural gas, petroleum, etc. However, the ever-increasing demand for 

energy and the limitation of fossil fuel due to the accessibility and climate change require the shift 

of electricity generation from fossil fuels to renewable energy sources such as wind, solar, 

hydropower, etc. According to the world energy outlook 2022, the global energy share of 

electricity generation from solar photovoltaic (PV) and wind will increase from 10% in 2021 to 

40% by 2030, and 70% by 2050[1]. Therefore, to efficiently use intermittent clean energy, there 

is a motivation to develop energy storage (ES) systems that store the electrical energy when the 

demand is low and release it when the demand is high.  

Energy storage (ES) technologies can be classified into five scientific categories, 

mechanical, thermal, electrical, chemical, and electrochemical[2, 3]. Mechanical ES includes four 

types, pumped-storage hydroelectricity (also known as pumped hydro), compressed air energy 

storage (CAES), liquid air energy storage (LAES), and flywheels. Thermal ES includes thermal 

chemicals, sensible thermal, and latent thermal. Chemical ES stores the energy/power in the form 

of gas, called power to gas or PtG, like hydrogen and synthetic natural gas (SNG). Electrochemical 

ES such as rechargeable batteries convert electrical energy from a power grid stored in its 

electrodes into chemical energy and then convert it back to electric energy by an electrochemical 

reduction-oxidation (redox) reaction. Electrical ES like supercapacitors store energy 

electrostatically without chemical reactions, utilizing high surface area electrode materials and thin 

dielectrics to achieve higher capacitance. 

Figure 1a summarized the range of discharged time at a rated power and energy capacity 
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of ES systems. It can be seen that different technologies have different characteristics and can be 

mapped to the most suited applications. For example, PtG has the highest energy capacity and the 

longer discharge time at rated capacity and therefore is suitable for storing a large amount of energy 

that is discharged over long periods, however, they are still in the research and demonstration stage. 

Pumped hydro has the highest energy capacity and a daily based energy to power shift ability and 

therefore is most suited to support the national grid energy storage, in addition, it is the most 

commercially mature technology and currently occupies over 97% of the total storage capacity in 

operation[4]. Supercapacitors and batteries have lower energy capacity and shorter discharge time 

at rated power and therefore are suited for short-term and higher-power ES systems. Even though 

supercapacitors and batteries are similar as they both store and release electrical energy, their 

applications are different. Supercapacitors can release a large amount of energy in a very short 

time, however, their energy density is still very low as shown in Figure 1b, and therefore are suited 

for a small burst of power. In comparison, batteries have high energy density and can convert 

energy on an hourly basis and therefore are commonly used in solar and wind energy storage to 

compensate for the day-night load imbalance. 

 

Figure 1 (a) Comparison of the range of the discharge time at a rated power and energy capacity 

of different energy storage (ES) systems[4]. (b) Ragone plot of performance ranges of various 

energy storage devices[5].  



3 

 

1.2 Li-ion battery 

Li-ion batteries (LiBs) are the most common ES system and have been widely used in our 

daily life from portable electronics to electric vehicles. They outperform all the other rechargeable 

batteries such as nickel–metal hydride (Ni-MH), Ni-cadmium (Ni-Cd), and lead acid in terms of 

the gravimetric and volumetric energy densities (Figure 2)[6, 7]. In 2019, the Nobel Prize in 

Chemistry was awarded jointly to M. Stanley Whittingham, John B. Goodenough, and Akira 

Yoshino for the development of rechargeable LiBs. Figure 3 shows the three-generation batteries 

designed by them.  

 

Figure 2 Energy density for different rechargeable batteries[6]. 

In 1972, Prof. Whittingham developed the first generation of rechargeable Li metal battery 

using titanium disulphide (TiS2) as the positive electrode, Li metal as the negative electrode, and 

lithium perchlorate in dioxolane as the electrolyte with the potential of 2 V. TiS2 is a light material 

and has a high energy density that meets the requirement of the battery electrode. In addition, TiS2 

is a layered structure that easy for ions to intercalate/deinterclate. Using Li metal as a negative 

electrode arising from the fact that Li is the lightest metal (0.534 g cm-3) and the most 

electropositive (–3.04 V vs standard hydrogen electrode), which enables the high theoretical 
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specific capacity (3860 mA h g-1) and high-output voltage and therefore high-energy density, 

respectively. Unfortunately, this trailblazing work soon encountered a safety issue, during each 

subsequent charge-discharge recycle, Li dendrite formation at the interface of Li-metal/liquid 

electrolyte propagates and penetrates the barrier and contacts the positive electrode, causing a short 

circuit and leading to an explosion. In 1980, Prof. Goodenough expanded Whittingham’s work 

and discovered that by replacing the metal sulphide (TiS2) in the positive electrode with a metal 

oxide (LiCoO2), which also has a layered structure, lightweight but a higher potential of 4V, the 

capacity of battery could be doubled. This discovery is the decisive step in our “mobile living” life. 

LiCoO2 is still the dominant material for the positive electrode nowadays. In the meantime, Prof. 

Yoshino made another significant breakthrough by using petroleum coke as the negative electrode. 

Petroleum coke is also a layered structure and enables Li-ions to intercalate/deinterclate. Since the 

presence of Li is ionic instead of metallic state, this type of battery is called a Li-ion battery. This 

rocking-chair technology solved the dendrite issue in Li-metal batteries.  

Specifically, during the discharging (spontaneous) process, Li-ions deintercalated from the 

layered graphite carbon (anode) and migrate across the electrolyte to intercalate into the layered 

structure of metal oxide (cathode), in the meanwhile, the electrons flow from the anode to the 

cathode through the external circuit to compensate for electroneutrality. The reactions are: 

Anode reaction:                        𝐿𝑖𝑥𝐶
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
→       𝑥𝐿𝑖+ +𝑥𝑒− + 𝐶 

Cathode reaction:            𝐿𝑖1−𝑥𝐶𝑜𝑂2 + 𝑥𝐿𝑖
+ +𝑥𝑒−

𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
→       𝐿𝑖𝐶𝑜𝑂2 

Overall reaction:               𝐿𝑖𝑥𝐶 + 𝐿𝑖1−𝑥𝐶𝑜𝑂2
𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
→        𝐶 + 𝐿𝑖𝐶𝑜𝑂2 

This process is in reverse for the charging process.  

LiBs apply organic liquid as electrolytes, most of which are solutions of lithium salt in 

mixtures of two or more solvents, e.g., 1M solutions of LiPF6 dissolved in 1:1 volume EC (ethylene 
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carbonate) and PC (propylene carbonate). These kinds of organic liquid electrolytes are flammable 

and have poor electrochemical stability. Therefore, to solve this safety issue, there is a need for 

the development of non-flammable solid-state electrolytes (SSEs) for LiBs[8-10]. 

 

Figure 3 The most powerful batteries developed by the Nobel Prize winners. All the batteries 

undergo a spontaneous discharging state. The Nobel Prize in Chemistry 2019 - Popular 

information. 

1.3 Motivation for the study 

1.3.1 Seeking a promising solid electrolyte  

To be used as a solid-state electrolyte (SSE), the material needs to possess high ionic 

conductivity at room temperature, negligible electronic conductivity, excellent electrochemical 

stability with both electrodes, especially with Li metal, environmentally benign, low cost, and 

https://www.nobelprize.org/prizes/chemistry/2019/popular-information/
https://www.nobelprize.org/prizes/chemistry/2019/popular-information/
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easiness of preparation[11]. Figure 4 compared the ionic conductivity of some well-known SSEs 

at different temperatures along with the organic liquid electrolytes (1M solutions of LiPF6 

dissolved in 1:1 volume EC: PC), which is the goal of SSEs[12-19]. It can be seen that none of 

these Li-ion conductors can provide both high ionic conductivity and a wide electrochemical 

window. Even though the LGPS exhibits remarkably high ionic conductivity, it has a very limited 

electrochemical stability window from 1.7 to 2.1 V, as shown in Figure 4b[20]. Overall, Li garnet 

oxides are believed to be a promising candidate for solid electrolytes because of their relatively 

high ionic conductivity and good electrochemical stability. 

 

Figure 4 (a) Ionic conductivity as a function of the temperature of a few important solid-state 

electrolytes from literatures[12-19, 21]. The organic liquid electrolyte is shown for comparison. 

SC: single crystal. (b) the electrochemical window of a few solid electrolytes, the oxidation 

potential to fully delithiate the material is marked by the dashed lines. Edited from [20]. 

1.3.2 Experimental versus computational studies 

First of all, experimental samples often contain impurities, for example, they could be Al-

contaminated when alumina crucibles are used in the preparation process[22]. Secondly, lithium 

garnet oxide Li7La3Zr2O12 exhibits a tetragonal-cubic phase transition after being exposed to 

H2O/CO2 during material synthesis and characterization[23]. In addition, normally experimental 
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samples are added with an arbitrary amount of extra Li to compensate for the Li loss in the 

preparation process, i.e. usually inaccurate Li composition. On the other hand, computational 

studies have advantages over experiments as simulation materials are pure phases and without the 

complication of structure defects like grain boundaries. 

1.3.3 Accuracy versus efficiency of different computational methods 

A lot of computational methods have been used to study SSE. These methods generally 

fall into three categories, density-functional theory (DFT), semi-empirical (SE) and density-

functional tight-binding (DFTB) potential, and empirical interatomic potential (IP). The 

relationship between these methods is shown in Figure 5[24].  

Density-functional theory (DFT) is one of the most widely used computational tools for 

studying the properties of solid-state materials. It generates the energy, force, and stress of atoms 

and cells based on fundamental principles of quantum mechanics without any empirical parameters 

and therefore is the most accurate computational method. However, as seen in Figure 5, DFT is 

very slow at a time scale of ps and therefore is restricted to model systems containing typically 

hundreds of atoms. For example, running a molecular dynamics (MD) trajectory of 1-ps (e.g., 1000 

calculations for a timestep of 1 fs) for a unit lithium garnet oxide cell with about 200 atoms takes 

about 15 hours, which means running a 1-ns (i.e., a common trajectory length using the IP method) 

would take 625 days[24]. Therefore, it is unrealistic to run DFT-based MD for big structures and 

at low temperatures. For example, lithium garnet oxide structures with grain boundaries (GBs), 

which will be discussed in Chapter 5, could contain more than ten thousand atoms. Since it usually 

needs to run much longer trajectories to capture the property information at low temperatures due 

to the slow mobility of atoms, DFT has been widely used in studying the self-diffusivity and ionic 

conductivity at high temperatures and then extrapolating the room temperature values according 
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to the Arrhenius relationship. However, this methodology could be inaccurate. For example, Miara 

et al.[25] performed a DFT-MD simulation for Li6.75La3Zr1.75Ta0.25O12 at the temperature range of 

600-1500 K and extrapolated the room temperature ionic conductivity of 1.2×10-2 S/cm, which is 

one order magnitude higher than the hot-pressing sample (0.87×10-3 S/cm)[26].  

The second category includes the SE and DFTB. DFTB has several versions, e.g., self-

consistent charge (SCC) DFTB (also referred to as DFTB2), which is an approximation method of 

the Kohn-Sham DFT method. It has less accuracy but 2 orders of magnitude faster compared to 

the standard DFT.  xTB[27] and PM6[28], the variants of DFTB and SE, respectively, have similar 

or even worse force/virial accuracy than the Core model[24]. Besides, the computational cost of 

this group is still very high[24]. 

The third group is IP models, including physically motivated models such as Core, core-

shell (CS), induced dipole (ID) and fluctuating charge, and pure mathematic machine-learning 

interatomic potential (MLIP) models. Compared to DFT and DFTB, IP methods are faster but less 

accurate. In recent years, a lot of efforts have been devoted to developing accurate IP models. In 

particular, MLIP has become an increasingly popular tool in the study of materials science.  
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Figure 5 Schematic of different computational methods based on their length and time scales[24]. 

1.4 Thesis overview 

With the introduction and motivation discussed above, this thesis is organized into the 

following five chapters. 

Chapter 2 provides the background of several inorganic solid electrolytes, the structure of 

lithium garnet oxides, computational methods applied in this work, and methods for property 

calculations of lithium garnet oxides. In Chapter 3, we compared MD simulation results of 

Li7La3Zr2O12 from three IP models, i.e., Core, CS, and ID, including the lattice parameters, self-

diffusivity, jump length, residence time, ionic conductivity, dielectric constant, and elastic 

modulus. In Chapter 4, we constructed new potentials of DFTB and MLIP models and compared 

them with the IP models through force error, lattice parameter, and radial distribution function by 
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performing MD simulations of Li6La3TaZrO12. It turns out that the MLIP model approaches the 

DFT accuracy and matches the ionic conductivity of literature-reported experimental values. Then 

we used the MLIP model to study the transport of lithium garnet oxide series LixLa3Zrx-5Ta7-xO12 

(x=5-7) and solve the problem of what composition gives the highest ionic conductivity. In Chapter 

5, we used the MLIP model to study the GB contribution to the ionic conductivity of lithium garnet 

oxide Li7La3Zr2O12. In Chapter 6, we summarized the present work and discussed the future 

direction. 
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CHAPTER 2  Background 

2.1 Inorganic solid-state electrolytes 

During the last few decades, a wide variety of inorganic materials have been explored and 

studied to be used as possible solid-state electrolytes (SSEs) in all-solid-state Li-ion batteries 

(ASSLiB)[11, 29-33]. Among them, Li-β-alumina, Li3N, lithium superionic conductor (LISICON), 

amorphous lithium phosphorus oxynitride (LiPON), perovskite-type oxides, Li garnet-type oxides, 

and Li10GeP2S12 (LGPS) have attracted a great deal of attention. Some of the crystal structures are 

shown in Figure 6.  

 

Figure 6 Historical developments of Li-ion solid electrolytes. 

2.1.1 Li-β-alumina 

In 1967, Yao and Kummer first discovered β-alumina, which has the empirical formula 

Na2O•11Al2O3. It is a hexagonal structure with the lattice parameter of a=5.58 and c=22.45 Å. The 
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self-diffusivity of Na+ at 25 °C and 300 ℃ are 4.0×10-7 and 1.0×10-5 cm2/s, respectively[34]. They 

also synthesized Li-β-alumina by exchanging cation Na+ with Li+, which shows an expansion in 

the lattice (a=5.593 and c=22.642 Å)  despite the smaller size of Li+ with the ionic conductivity of 

one to two orders of magnitude lower[34]. However, it is difficult to prepare a pure phase. 

2.1.2 Li3N 

Li3N crystal is a hexagonal structure with space group P6/mmm (a=3.648 and c=3.875 

Å)[35]. It consists of Li2N layers perpendicular to the c axis and connected by Li atoms occupying 

the sites between the respective N atoms. Li3N attracted high interest owing to its high Li content 

and its layered structure building up of sequential Li2N and Li layers. The ionic conductivity of a 

single crystal at 300 K is 1.2×10-3 S/cm perpendicular to the c-axis and 1.0×10-5 S/cm along the 

c-axis, with an activation energy of 0.29 and 0.49 eV, respectively[18]. However, its low 

thermodynamic decomposition potential (0.44 V) and sensitivity to moisture limit its use as a solid 

electrolyte[36]. 

2.1.3 LISICON and thio-LISICON 

LISICON was first proposed by Hong in 1978 for a new Li-ion superionic conductor 

Li14Zn(GeO4)4 [14], which is a member of Li16-2xZnx(GeO4)4 (0.5≤x≤3.5) series. It is an 

orthorhombic structure with space group Pnma (a=10.828, b=6.251, c=5.140 Å). The structure has 

a rigid 3D network of Li11Zn(GeO4)4, in which Li, Ge, and Zn are located in tetrahedral sites, and 

the remaining Li+ occupy octahedra sites. The Li+ diffusion pathway is formed through the 

tetrahedral and interstitial octahedral sites. It has an ionic conductivity of 0.13 S/cm at 300 ℃. 

Then, in 2000, Kanno et al. synthesized a family of thio-LISICON by replacing O2- in LISICON 



13 

 

with S2-[37], among which Li4+x+δ(Ge1−δ′−xGax)S4 (x=0.25) exhibits the highest ionic conductivity 

that reaches up to 6.5×10-5 S/cm at ambient temperature.  

2.1.4 LiPON 

The amorphous lithium phosphorus oxynitride (LiPON) thin film was first studied by Bates 

et al. in 1992 and successfully incorporated into rechargeable thin-film lithium batteries[38]. 

LiPON was fabricated by sputtering Li3PO4 in N2. Its composition can be represented by xLi2O•

yP2O5•zPON, where PON is phosphorous oxynitride. LiPON has a conductivity of ~2.3×10-6 S/cm 

at 25 ℃[16]. 

2.1.5 Perovskite-type 

In 1993, Inaguma et al. first discovered cubic perovskite Li0.34(1)La0.51(1)TiO2.94(2) (a=3.871 

Å) with the bulk and total ionic conductivity of 1×10-3 and 2×10-5 S/cm, respectively at room 

temperature[15]. The ideal perovskite has a formula of ABO3, where A and B refer to twelve-

coordinated and six-coordinated cations, respectively. It is a cubic structure with space group Pm-

3m. The octahedral BO6 occupies the corner of the cube, leaving the center for cation A and 

vacancies. The introduction of Li modifies the structure and vacancies and the ionic conductivity 

changes with Li concentration. However, the major disadvantage of perovskite is the facile 

reduction of Ti4+ into Ti3+ via a chemical reaction with low-potential anodes such as Li metal.  

2.1.6 Garnet-type 

In 2003, Thangadurai et al. first reported Li garnet oxides Li5La3M2O12 (M=Nb, Ta), both 

of which exhibit the same order of magnitude of bulk ionic conductivity of ~10-6 S/cm at 25 ℃[39]. 

Since then, lithium garnet oxides have attracted extensive interest, and tremendous work has been 

devoted to studying the structure and properties of lithium garnet oxides. The details of the 
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structure will be introduced in section 2.2. The properties of the lithium garnet family LixLa3Zrx-

5Ta7-xO12 (x=5-7) will be discussed in the following chapters using theoretical calculations.  

2.1.7 LGPS 

In 2011, Kamaya et al. synthesized a new lithium superionic conductor, Li10GeP2S12 with 

a structure different from thio-LISICON[12]. It is a tetragonal phase with a lattice parameter of 

a=8.71771(5) and c=12.63452(10) Å. The Li ions move in one-dimensional z-axis and exhibit 

ionic conductivity of over 10-2 S/cm at 27 ℃ (as shown in Figure 4a), which is comparable to 

those of the commercial organic liquid electrolytes being used in LiBs. However, it is highly 

sensitive to moisture and is unstable against Li metal anodes.  

2.2 Lithium garnet oxides 

Li garnet oxides are based on garnets with the general structural formula, A3B2(SiO4)3 or 

Si3A3B2O12 (space group #230, Ia-3d), where A and B refer to eight-coordinated and six-

coordinated cation sites, respectively (as shown in AO8 dodecahedra and BO6 octahedra in Figure 

7a). Li garnet oxides replace Si in the garnets by Li. A large number of compounds have been 

found with the Li garnet structure, in which element A could be replaced by La, Nd, Ba, Sr, etc., 

and element B could be Ta, Zr, Nb, Te, etc.[24, 40]. In LixA3B2O12, there are two kinds of 

polyhedra to accommodate Li atoms, i.e., LiO6 octahedron (Oh) and LiO4 tetrahedron (Td). Each 

LiO4 Td is surrounded by four LiO6 Oh and each LiO6 Oh is linked by two LiO4 Td. The Td and 

Oh are connected by a triangular oxygen face called the bottleneck for Li ion transport. There are 

24 Td and 48 Oh in each cell and provides 72 sites for Li atoms in total. However, due to the 

exclusion principle, a cluster of Td-Oh-Td with three Li neighboring atoms does not exist, 

therefore the maximum concentration of Li per unit formula is 7.5 instead of 9 as there are 8 

formulas in each unit cell.  
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Li garnet oxides have two types of phases, cubic phase (space group #230, Ia-30) and 

tetragonal phase (space group #142, I41/acd). Specifically, there are two special model materials 

for the cubic phase, endmember Li3Nd3Te2O12 (Li3-phase) and intermediate member Li5La3Ta2O12 

(Li5-phase). In the Li3-phase, Li atoms locate exclusively and fully in Td-24d sites, as shown in 

Figure 7e, in which the blue rectangle represents LiO6 Oh, the pink squares represent LiO4 Td, 

and the orange dots represent Li atoms. The absence of Li atoms in the neighboring Oh sites 

reduces the repulsion between Li atoms and thus leads to very low ionic conductivity of ~10-5 

S/cm at 600 °C with high activation energy (> 1 eV)[41, 42]. As Li content increase, extra Li are 

incorporated into the Oh sites, and due to the electrostatic repulsion, not all Td/Oh sites can be 

occupied at the same time, resulting in Li atoms occupying both Td and Oh sites randomly (as 

shown in Figure 7f). For example, in the Li5-phase, the occupancies of Td and Oh are 0.802(4) 

and 0.43(2), respectively[43]. Even though the average distance between Td-24d and Oh-48g sites 

is about 2 Å, the majority of the Li atoms are found in off-center Oh-96h sites due to strong 

repulsion between neighboring atoms, suggesting that Li atoms jump ~2.5 Å to the next site[44], 

as shown in Figure 7b. For the tetragonal phase, a typical model is the practical upper endmember 

Li7La3Zr2O12 (Li7-phase) at room temperature (as shown in Figure 7c, d, g), which contains 7 Li 

per unit formula by replacing pentavalent Ta in Li5-phase with tetravalent Zr. In the tetragonal 

phase, Td-24 sites are separated into Td-8a (dark pink) and Td-16e (light pink) sites and Oh-48g 

sites are separated into Oh-16f and Oh-32g sites. The tetragonal phase is an ordered structure, in 

which Td-8a, Oh-16f, and Oh-32g are fully occupied by Li atoms while Td-16e sites are fully 

empty. The complete ordering of Li-vacancies in a tetragonal structure leads to low ionic 

conductivity, which is about 2 orders of magnetic lower than that of the cubic phase[45]. However, 

when Li7La3Zr2O12 is exposed to the air, the Li-ordering can be disrupted by protons due to Li+/H+ 



16 

 

exchange and induce the tetragonal-to-cubic phase transition[23]. Furthermore, Li7La3Zr2O12 

undergoes an intrinsic phase transition when the temperature increase. It has been reported that the 

tetragonal-to-cubic phase transition occurs between 373 to 923 K depending on the purity of the 

sample[24].  

 

Figure 7 (a) 3D schematics of Li garnet oxide (LixA3B2O12) structures. (b) and (c) 2D schematic 

of a polyhedral ring of cubic and tetragonal phase, respectively. (d) Characteristic of 8-member 

helix in a unit cell of tetragonal phase along the crystallographic a or b direction. (e-f) 2D schematic 

of two endmembers of Li garnet oxides Li3Nd3Te2O12, LixA3B2O12 (3<x<7), and Li7La3Zr2O12 [24]. 

To stabilize the cubic phase and improve the ionic conductivity of lithium garnet oxides, 

multiple elements have been considered as aliovalent ion doping at Zr sites in Li7La3Zr2O12, such 



17 

 

as Ta[19, 27, 46-52], Al[26, 53-55], Ga[56-58], Nb[59], W[60, 61], and Mo[62, 63] and so on. 

This work will be focusing on studying the properties of Li garnet oxides series LixLa3Zrx-5Ta7-

xO12 (x=5-7). 

2.3 Computational methods and molecular dynamics simulation 

2.3.1 Density functional theory 

Density functional theory (DFT) was developed by Kohn and Sham in the 1960s[64, 65]. 

It transforms the interacting many-electron system into a non-interacting single-electron system 

by replacing the complex many-electron wave function with the electron density. The Kohn-Sham 

total energy with respect to electron density can be expressed as 

𝐸[𝑛(𝒓)] = 𝑇 + 𝐸𝑒𝑥𝑡 + 𝐸𝐻 + 𝐸𝑥𝑐 + 𝐸𝐼𝐼 

where 𝑇 is the non-interacting kinetic energy, 𝐸𝑒𝑥𝑡 is the external electron-ion interaction, 𝐸𝐻 is 

the Hartree energy, 𝐸𝑥𝑐 is the exchange-correlation (XC) energy, and 𝐸𝐼𝐼 is the ion-ion interaction. 

𝑛(𝒓) is the electronic density given by  

𝑛(𝒓) =∑|𝜓𝛼(𝒓)|
2

𝛼

 

where 𝜓𝛼(𝒓) is the wave function of the electronic state 𝛼. Now the energy can be rewritten in 

order as   

𝐸[𝑛(𝒓)] =∑𝑓𝛼 〈𝜓𝛼| (−
1

2
𝛻2 + 𝑉𝑒𝑥𝑡 +

1

2
𝑉𝐻 + 𝑉𝑥𝑐) |𝜓𝛼〉 + 𝐸𝐼𝐼

𝛼

 

where 𝑓𝛼 is the occupation of a single-particle state 𝜓𝛼, 𝑉𝐻(𝒓) = ∫
𝑛(𝒓′)

|𝒓−𝒓′|
𝑑3𝑟′, 𝑉𝑥𝑐(𝒓) =

𝛿𝐸𝑥𝑐[𝑛(𝒓)]

𝛿𝑛(𝒓)
. 

The only unknown part is 𝐸𝑥𝑐, which can be approximated by functionals, such as local density 

approximation (LDA)[65], generalized gradient approximation (GGA)[66], and meta-generalized 

GGA (MGGA)[67]. LDA approximates the XC energy density at a local position by the value of 
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a uniform electron gas with the same electron density, GGA includes the electron density gradient 

and MGGA includes the Laplacian of the electron density. The most commonly used GGA type 

in solid-state calculation is Perdew-Burke-Ernzerh (PBE)[68, 69].  

2.3.2 Density-Functional Tight-Binding Potential 

The simulation methods next to DFT are semiempirical (SE) potentials like 

parameterization method 6 (PM6) and density-functional tight-binding (DFTB) potentials like 

extended tight-binding (xTB) and self-consistent charge DFTB (SCC-DFTB or DFTB2). DFTB is 

based on a second-order expansion of the Kohn-Sham total energy in DFT with respect to 

electronic density fluctuation [70-72]. By expanding 𝐸[𝑛(𝒓)]  at 𝑛0(𝒓)  up to second order in 

fluctuation 𝛿𝑛(𝒓), and for brevity, 𝑛(𝒓) → 𝑛, 𝑛(𝒓′) → 𝑛′ , 𝑛0(𝒓) → 𝑛0, 𝑛0(𝒓
′) → 𝑛0

′ , ∫𝑑3𝒓 →

∫ , and ∫𝑑3𝒓′ → ∫
′
, the energy reads as following: 

𝐸[𝑛0 + 𝛿𝑛] =∑𝑓𝛼
𝛼

〈𝜓𝛼 |(−
1

2
𝛻2 + 𝑉𝑒𝑥𝑡 + 𝑉𝐻[𝑛0] + 𝑉𝑥𝑐[𝑛0])| 𝜓𝛼〉 

+
1

2
∬(

1

|𝒓 − 𝒓′|
+
𝛿2𝐸𝑥𝑐
𝛿𝑛𝛿𝑛′

|𝑛0)𝛿𝑛𝛿𝑛
′ 

                −
1

2
∬

𝑛0𝑛0′

|𝒓 − 𝒓′|
+ 𝐸𝑥𝑐[𝑛0] − ∫𝑉𝑥𝑐[𝑛0] 𝑛0 + 𝐸𝐼𝐼 

Note that linear terms in 𝛿𝑛 cancel each other. The first line is the band-structure energy (𝐸𝑏𝑠), the 

second line is the energy from the density fluctuations (𝐸2𝑛𝑑), and the third line including the 

‘double-counting’ terms and the ion-ion repulsion (𝐸𝐼𝐼 ) is called short-range repulsive energy 

(𝐸𝑟𝑒𝑝). Therefore, the total energy has the form of: 

𝐸𝑡𝑜𝑡[𝑛0 + 𝛿𝑛] = 𝐸𝑏𝑠[𝑛0] + 𝐸2𝑛𝑑[𝑛0, 𝛿𝑛
2] + 𝐸𝑟𝑒𝑝[𝑛0] 

From here, DFTB requires the introduction of several approximations. First, band structure term, 

using the Hamiltonian operator �̂�[𝑛0] instead, becomes: 
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𝐸𝑏𝑠 =∑𝑓𝛼
𝛼

〈𝜓𝛼|�̂�[𝑛0]|𝜓𝛼〉 

The electronic eigenstates (𝜓𝛼) are expanded into a linear combination of pseudo-atomic orbitals 

(𝜑𝜇) with minimal local basis since electrons are assumed tightly bound. 

𝜓𝛼 =∑𝑐𝜇
𝛼

𝜇

𝜑𝜇 

where 𝜑𝜇 is determined by solving the modified Kohn-Sham equation: 

[�̂� + 𝑉𝑒𝑓𝑓 + 𝑉𝑐𝑜𝑛𝑓]𝜑𝜇 = 𝜀𝜇𝜑𝜇 

Where �̂� is the kinetic energy operator, 𝑉𝑒𝑓𝑓 is the effective potential of a neutral pseudo-atom, 

and 𝑉𝑐𝑜𝑛𝑓 is the confinement potential to enforce the compact basis of the atomic orbitals with the 

form [73] 

𝑉𝑐𝑜𝑛𝑓(𝑟) = (
𝑟

𝑟0
)
2

 

where 𝑟0 is the compression radius. Taking the atomic eigenvalues of the free atom as the diagonal 

elements of the Hamiltonian matrix and making a two-center approximation for non-diagonal 

elements yields [73]: 

𝐻𝜇𝜈
0 = {

𝜀𝜇
𝑛𝑒𝑢𝑡𝑟𝑎𝑙 𝑓𝑟𝑒𝑒 𝑎𝑡𝑜𝑚

       𝑖𝑓 𝜇 = 𝜈

⟨𝜑𝜇
𝑖 |�̂�[𝑛0

𝑖 + 𝑛0
𝑗
]|𝜑𝜈

𝑗
⟩            𝑖𝑓 𝑖 ≠ 𝑗              

          0                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

where 𝑖 and 𝑗 are the indices of atoms on which the wave functions and potentials are centered. 

The 𝐻𝜇𝜈
0  and the overlap matrix elements 𝑆𝜇𝜈 = ⟨𝜑𝜇|𝜑𝑣⟩ can be precalculated and tabulated in 

Slater-Koster parameter files with respect to the interatomic distance 𝒓𝑖𝑗 . This step saves 

computational costs and makes the simulation almost two orders faster than the standard DFT 

method.  
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The second term the charge-density fluctuations 𝛿𝑛  is a superposition of atomic 

contributions 𝛿𝑛α: 

𝛿𝑛 =∑𝛿𝑛α
𝛼

 

which can be approximated by atomic charge fluctuations at atom 𝛼 , Δ𝑞𝛼 = 𝑞𝛼 − 𝑞𝛼
0 . 𝑞𝛼  is 

determined from Mulliken population analysis and 𝑞𝛼
0 is the number of electrons of the neutral 

atom 𝛼. Now the second term can be written as  

𝐸2𝑛𝑑 =
1

2
∑𝛾αβΔ𝑞𝛼Δ𝑞𝛽
𝛼𝛽

 

for 𝛼 ≠ 𝛽, 𝛾αβ is determined from the Coulomb interaction between the induced charges Δ𝑞𝛼 and 

Δ𝑞𝛼; for the on-site contribution, 𝛾αα is determined by the second derivative of the total atom 

energy with respect to the occupation numbers of the highest occupied atomic orbital. 

The third term repulsive energy is the difference between the total energy in DFT and the 

corresponding electronic energy derived from SCC-DFTB, it can be approximated as the sum of 

pair potentials: 

𝐸𝑟𝑒𝑝[𝑛0] =∑𝑈(𝑟𝛼𝛽)

𝛼,𝛽

 

where 𝑈(𝑟𝛼𝛽)  is represented by the analytical functions with spline form of the interatomic 

distance 𝑟𝛼𝛽: 

𝑈(𝒓𝛼𝛽) =

{
 
 

 
 𝑒−𝑎1𝑟𝛼𝛽+𝑎2 + 𝑎3          0 ≤ 𝑟𝛼𝛽 ≤ 𝑟𝑒𝑥𝑝

∑𝑐𝑖(𝑟𝑐𝑢𝑡 − 𝑟𝛼𝛽)
𝑖

𝑖

        𝑟𝑒𝑥𝑝 ≤ 𝑟𝛼𝛽 ≤ 𝑟𝑐𝑢𝑡 

0                           𝑟𝑐𝑢𝑡 ≤ 𝑟𝛼𝛽

 

where the parameters 𝑎𝑖 and 𝑐𝑖 are fitted and tabulated in Slater-Koster parameter files. 
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2.3.3 Interatomic Potential 

Interatomic potential (IP) or force field (FF) is a set of functions that define the interactions 

in the molecular/material system. Physically motivated IP consists of two parts: short-range 

repulsion between atoms and long-range electrostatic potentials. The widely used short-range 

interatomic potential functions like Buckingham and Morse were adopted in this work. They are 

functions of atomic pair distance with forms as the following: 

𝑈𝑖𝑗
𝐵𝑢𝑐𝑘𝑖𝑛𝑔ℎ𝑎𝑚

= 𝐴𝑒
−
𝑟𝑖𝑗

𝜌 −
𝐶

𝑟𝑖𝑗
6       

𝑈𝑖𝑗
𝑀𝑜𝑟𝑠𝑒 = 𝐸0 {[1 − 𝑒

−𝑘(𝑟𝑖𝑗−𝑟0)]
2
− 1}    

where 𝑟𝑖𝑗 is the distance between two interacting atoms i and j, and A, ρ, C, E0, k, and r0 are the 

potential parameters.  

In terms of the electrostatic potentials, there are three forms have been used in this work, 

i.e., Core, core-shell (CS), and induced dipole (ID) models together with the fluctuating charge 

(FQ) model[74-76], the schematics of which are shown in Figure 5. The non-polarizable Core 

model is the simplest model that describes an atom as a single core with a fixed charge, and 

therefore only the short-range IP parameters are needed to be trained.  

The CS and ID models considered the polarization effects, which makes them more 

accurate than the Core model. CS model, also known as the Drude oscillator model, describes the 

electronic polarization by treating an atom as a two-particle system: a charged core (𝑞𝑐) and a 

charged shell (𝑞𝑠), connected by a harmonic spring (𝑘). The magnitude of 𝑞𝑐 and 𝑞𝑠 are fixed. The 

atomic polarizability of atom i, 𝛼𝑖 , is related to 𝑞𝑠  and 𝑘 , with the form of 𝛼𝑖 = 𝑞𝑠
2/𝑘 . The 

harmonic force constant 𝑘 and short-range IP parameters were fitted. 



22 

 

The ID model describes an atom as a point charge plus a dipole (induced electronic 

polarization). In the ID model, the long-range electrostatic potential includes point charge with 

point charge, charge with dipole, and dipole with dipole. The polarization potential is described 

by[77]:  

𝑈𝑖𝑗
𝑝𝑜𝑙
=∑

1

2𝛼𝑖
|𝝁𝑖|

𝑖

+∑[(𝑞𝑖𝝁𝑗
𝛼𝑔𝑖𝑗(𝒓𝑖𝑗) − 𝑞𝑗𝝁𝑖

𝛼𝑔𝑗𝑖(𝒓𝑖𝑗)) 𝑻𝑖𝑗
𝛼 − 𝝁𝑖

𝛼𝝁𝑗
𝛽
𝑻𝑖𝑗
𝛼𝛽
]

𝑖𝑗

 

where 𝛼𝑖 is the isotropic point polarizability of atom i, 𝝁𝑖 the induced dipole moment at the ith site, 

which is treated as additional degrees of freedom and obtained at each MD step by minimizing the 

polarization energy. 𝑻𝑖𝑗 is the dipole-dipole interaction tensor. The short-range correction to atom 

i and atom j was in the form of Tang-Toennies damping function as [77, 78] 

𝑔𝑖𝑗(𝒓𝑖𝑗) = 1 − 𝑐𝑖𝑗𝑒
−𝑏𝑖𝑗𝒓𝑖𝑗∑

(𝑏𝑖𝑗𝒓𝑖𝑗)
𝑘

𝑘!

4

𝑘=0

 

In contrast to the IP models discussed above that with fixed charges, in the FQ model, the 

point charge is allowed to fluctuate and transfer between the atoms in response to the environment 

until the electronegativity becomes equalized.  

2.3.4 Machine Learning Interatomic Potential 

Unlike the traditional empirical IP models, machine learning interatomic potential (MLIP) 

does not use physically motivated functional forms, instead, it is built upon a purely mathematic 

technique. Figure 8a illustrated the high-dimensional neural network (HDNN) [79]. For a training 

system with N atoms, each line represents one atom with the atomic coordinates 𝑹𝑖. First, the 

coordinates of each atom (𝑹𝑖) has to be transformed to a local atomic environment vector (AEV, 

also called descriptor 𝑮𝑖), note that this step depends on the coordinates of all the atoms in the 

local environment, as shown in the dotted arrows. There are two categories of the descriptor, global 
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and local descriptors. Global descriptors predict the properties of the structure as a whole, like 

molecular energies and formation energies, including the coulomb matrix[80], the Ewald sum 

matrix[81], the sine matrix[81], and so on. Local descriptors predict localized properties, like 

atomic forces, including Atom-centered Symmetry functions (ACSFs)[79] and the Smooth 

Overlap of Atomic Positions (SOAP)[82]. Second, the descriptor 𝑮𝑖 is transformed into atomic 

energy (𝐸𝑖) through an element-dependent feed-forward neural network (NN), the details of which 

are illustrated in Figure 8b. Last, atomic energy (𝐸𝑖) compromise the total energy of the system 

through: 

𝐸 =∑𝐸𝑖

𝑁

𝑖

 

 

Figure 8 (a) Structure of a high-dimensional neural network, edited from the literature [79]. (b) 

Schematic illustration of a 2-3-3-1 neural network architecture. Green arrows represent the 𝑎𝑖𝑗
(𝑘)

 in 

the weight matrix 𝒂(𝑘), 𝑖 and 𝑗 are the nodes in neighboring layer. The blue arrows represent the 

bias weight parameter 𝑏𝑖𝑗
(𝑘)

 in the bias weight matrix 𝒃(𝑘)[83]. 

In this work, the local descriptor ACSFs have been adopted. It is a description of the 

environment around the interested atom, hence only the local environment within the cutoff 

distance, 𝑅𝑐, is considered. The cutoff function is described as follows: 
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𝑓𝑐(𝑅𝑖𝑗) = {
0.5 ∙ [cos (

𝜋𝑅𝑖𝑗
𝑅𝑐
) + 1], 𝑓𝑜𝑟 𝑅𝑖𝑗 ≤ 𝑅𝑐

0, 𝑓𝑜𝑟 𝑅𝑖𝑗 > 𝑅𝑐

 

where 𝑅𝑖𝑗 is the distance between atoms 𝑖 and 𝑗. The ACSFs in this work include the radial and 

angular functions with forms: 

𝐺𝑖
𝑟𝑎𝑑𝑖𝑎𝑙 =∑𝑒−𝜂(𝑅𝑖𝑗−𝑅𝑠)

2

∙ 𝑓𝑐(𝑅𝑖𝑗)

𝑗

 

𝐺𝑖
𝑎𝑛𝑔𝑢𝑙𝑎𝑟

= 21−𝜉 ∑(1 + 𝜆𝑐𝑜𝑠𝜃𝑖𝑗𝑘)
𝜉 ∙ 𝑒−𝜂(𝑅𝑖𝑗

2+𝑅𝑖𝑘
2 +𝑅𝑗𝑘

2 ) 

𝑎𝑙𝑙

𝑗,𝑘≠𝑖

∙ 𝑓𝑐(𝑅𝑖𝑗) ∙ 𝑓𝑐(𝑅𝑖𝑘) ∙ 𝑓𝑐(𝑅𝑗𝑘) 

The radial function is a two-body potential, as a summation of Gaussian multiplied by the 

cutoff function. The parameters 𝜂 and 𝑅𝑠 determine the width and center shift of the Gaussian 

functions. In this work, 𝜂 has eight values (listed in Table 1) and 𝑅𝑠 was set to 0, hence there are 

eight radial SFs for each pair. 

Table 1 Radial function parameters[84]. 

GNo. η (Å-2) 

1 0.003214 

2 0.035711 

3 0.071421 

4 0.124987 

5 0.214264 

6 0.357106 

7 0.714213 

8 1.428426 

 

The angular function is a three-body potential, a summation of the cosine function of the 

angle 𝜃𝑖𝑗𝑘 centered at atom 𝑖 multiplied by three cutoff functions. The parameter 𝜂 represents the 

distance from the central atom, the parameter 𝜉 describes the angular resolution, and the parameter 
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𝜆 shifts the maxima of the cosine function to 𝜃𝑖𝑗𝑘 = 0° and 𝜃𝑖𝑗𝑘 = 180°. The parameter values are 

listed in Table 2, the combination of the three parameters yields 18 angular SFs for each triplet.  

Table 2 Angular function parameters[84]. 

η (Å-2) ξ λ 

0.000357 1 +1 

0.028569 2 -1 

0.089277 4  

 

Figure 8b is an architecture of a 2-3-3-1 neural network [83], which shows how NN describes the 

potential energy surface (PES) of each atom. There are four layers, which are the left input layer, 

the right output layer, and in between two hidden layers. The three nodes in each hidden layer have 

no physical meaning. The value of node 𝑖 in layer k is noted as 𝑦𝑖
(𝑘)

( 𝑖 starts from 1 and 𝑘 starts 

from 0). Therefore, the input 𝑮 = (𝐺1, 𝐺2)
𝑇 corresponds to 𝒚(0) = (𝑦1

(0), 𝑦2
(0))

𝑇
, which are used 

to compute the first hidden layer values 𝒚(1) = (𝑦1
(1), 𝑦2

(1), 𝑦3
(1))

𝑇
 and thereafter the second hidden 

layer values 𝒚(2) = (𝑦1
(2), 𝑦2

(2), 𝑦3
(2))

𝑇
, in the end, output the energy, 𝐸. The vector of 𝒚(k) (𝑘 ≥1) 

are calculated through the intermediate vector 𝒙(𝑘), 

𝒙(𝑘) = (𝒂(𝑘−1))
𝑇
𝒚(𝑘) + (𝒃(𝑘−1))

𝑇
 

where  𝒂(𝑘−1) the weight matrix and 𝒃(𝑘−1) the bias weight matrix, the elements of which need to 

be optimized during the training process. And then the value 𝑦𝑖
(𝑘)

 is computed through  

𝑦𝑖
(𝑘) = 𝑓(𝑘)(𝑥𝑖

(𝑘)) 

where 𝑓 is the activation function (also called transfer function) for the hidden layers, the effect of 

different activation functions will be discussed later in Chapter 4. For the output layer, a linear 

function is used. 
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2.3.5 Molecular dynamics simulation 

Most of the work presented in this dissertation is the result of the molecular dynamics (MD) 

simulations. In classical MD, the atoms are treated as classical particles and the motions of the 

particles follow Newton’s second law as in classical mechanics. The force is the derivative of the 

potential energy 

𝑭𝑖 = −∇𝑈 = 𝑚𝑖
𝑑2𝒓𝑖(𝑡)

𝑑𝑡2
 

where 𝑈 is the potential energy, 𝑖 represents the 𝑖th atom, and 𝑚𝑖, 𝑭𝑖, and 𝒓𝑖 are the mass, force, 

and coordinate of the 𝑖th atom at time 𝑡. Since 𝑭𝑖 of each step can be calculated based on the 

coordinates and potential energy, the acceleration of each atom, 𝒂𝑖, is 𝑭𝑖 divided by 𝑚𝑖. With the 

initial assignment of coordinates and velocities, the coordinates of the first step with a short time ∆𝑡 

can be predicted. Combining the Verlet integration, the coordinates of the next step can always be 

predicted, and then the velocity can be calculated.  

𝑟(𝑡 + ∆𝑡) = 𝑟(𝑡) + 𝑣(𝑡)∆𝑡 +
1

2
𝑎(𝑡)∆𝑡2 

𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡) +
𝑎(𝑡) + 𝑎(𝑡 + ∆𝑡)

2
∆𝑡 

This process of calculating force, acceleration, coordinate, and velocity is repeated until the 

required steps are performed. Forces in classical MD simulations normally come from interatomic 

potentials. If the force comes from the electronic structure calculations based on quantum 

mechanics, the MD simulation is called ab initial MD (AIMD) or first principles MD (FPMD).  

2.4 Training interatomic potentials 

Potential parameters of IP models are obtained by fitting them to either experimental 

crystal structures or quantum mechanical training data. In this work, the potential parameters of 

Core and CS models were trained by fitting to lattice parameters and atomic positions of the 
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experimental structures in our previous work through the GULP package [85, 86]. Potential 

parameters for the ID model were derived from the force-matching method[87, 88] which fits 

interatomic potential forces to the first-principles forces of each atom. DFT-MD trajectories of 

binary oxides Li2O, ZrO2, La2O3, and Ta2O5 together with the lithium garnet oxides were used 

with the lattice parameters, atomic coordinates, and atomic forces included in the training, as 

shown in Figure 9a. DFTB and MLIP models were trained from the DFT-MD trajectories of 

lithium garnet oxides with energy, force, and cell-virial, see Figure 9b. The reliability of the 

potential parameters was assessed by root mean squared error (RMSE) of atomic force and cell-

virial values from the trained potential against DFT.  

 

Figure 9 Structures of (a) binary oxides and (b) one member in lithium garnet oxide family 

Li6La3ZrTaO12 used for performing DFT-MD to train ID model, DFTB, and MLIP models. 

For the atomic charges, the average charge for each atom species of Core and ID models 

was obtained using the Density Derived Electronic and Chemical (DDEC) approach [89-91], the 

CS model used 80% of formal charge, the DFTB model used Mulliken atomic charge, and the 
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MLIP model is a mathematic model without charge. The details and values of potential parameters 

and atomic charges are listed in Chapters 3 and 4.  

2.5 Methods for property calculations 

2.5.1 Self-diffusivity 

As MD simulations record the time evolution of atoms concerning coordinates and 

velocities, time correlation functions are important methods to extract the property information. 

There are two types of correlation functions. The first one is the incoherent (also called self-part) 

van Hove correlation function (VHCF), which is the probability density of finding a particle in the 

vicinity of 𝒓 after traveling time 𝑡: 

𝐺𝑖𝑛𝑐
𝛼 (𝒓, 𝑡) =

1

𝑁𝛼
〈∑𝛿[𝒓 + 𝒓𝑖

𝛼(0) − 𝒓𝑖
𝛼(𝑡)]

𝑁𝛼

𝑖=1

〉 

where 𝑁𝛼 the number of atoms of species 𝛼, and 𝒓𝑖
𝛼 is the position of 𝑖th atom of species 𝛼. The 

angle brackets represent the ensemble average.  

The atomic diffusion was investigated by the spatial-Fourier transform of  𝐺𝑖𝑛𝑐
𝛼 (𝒓, 𝑡), called 

intermediate scattering function or incoherent density correlation function[92], which was 

calculated according to 

𝐹𝑖𝑛𝑐
𝛼 (𝒌, 𝑡) = 〈

1

𝑁𝛼
∑𝑒−𝑖𝒌∙𝒓𝑖

𝛼(0)𝑒𝑖𝒌∙𝒓𝑖
𝛼(𝑡)

𝑁𝛼

𝑖=1

〉 

where 𝒌 is the wave vector of the simulation cell as  

𝒌𝑛𝑥𝑛𝑦𝑛𝑧 = 𝑛𝑥𝒂
∗ + 𝑛𝑦𝒃

∗ + 𝑛𝑧𝒄
∗ 

where 𝒂∗, 𝒃∗, 𝒄∗ are reciprocal unit vectors and 𝑛𝑥, 𝑛𝑦, and 𝑛𝑧 are all integers. Figure 10a gives 

an example of the correlation time dependence of the function of a specific 𝒌. By fitting the curve 

with a (Kohlrausch-Williams-Watts) function[93]  
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𝐼𝐾𝑊𝑊(𝑘, 𝑡) = 𝑒−[Γ
𝐾𝑊𝑊(𝑘)]

𝛽(𝑘)

 

where Γ𝐾𝑊𝑊 is the relaxation rate and  𝛽 is the stretching parameter conforming to 0 < 𝛽 < 1 

[94]. 1 − 𝛽 is called coupling parameter by Ngai[95], which depends on the intermolecular 

interaction. The mean relaxation rate, 〈Γ〉, was obtained from  

〈Γ〉 =
Γ𝐾𝑊𝑊(𝑘)𝛽

𝐺(𝛽−1)
 

where 𝐺 is the Gamma function.  

The k dependence of relaxation rate 〈Γ〉  is shown in Figure 10a. Two diffusion 

mechanisms can be used to analyze the Li-ion self-diffusivity. If Γ is linear dependence of 𝑘2, it 

means that Li-ions diffuse continuously in the material and the Fickian diffusion model can be 

used to extract the self-diffusivity,  

𝛤(𝑘) = 𝐷𝑘2  

where 𝐷 is the self-diffusivity. Otherwise, the jump-diffusion models such as Chudley-Elliot (CE), 

Hall-Ross (HR), and Singwi-Sjolander (SS) models can be used to extrapolate the relation time, 

jump length, and self-diffusivity[96]. As shown in Figure 10a, the vertical arrows indicate vibrate 

and the horizontal arrows indicate diffuse/jump to the next site, the atoms (orange balls) vibrate 

for a residence time 𝜏 and then jump to the next site with jump length 𝑙.  In this work, the SS jump-

diffusion model[96, 97] was applied, 

Γ𝑆𝑆(𝑘) =
1

𝜏

𝑘2 〈𝑙2〉/6

1 + 𝑘2〈𝑙2〉/6
 

where 𝜏 is the residence time, 〈𝑙2〉 the mean square jump length square and the self-diffusivity can 

be calculated through  

𝐷 = 〈𝑙2〉/(6𝜏) 
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Figure 10 (a) Correlation time dependence of incoherent density correlation function. Relaxation 

rate as a function of 𝑘2 and illustration of diffusion models. Correlation time dependence of (b) 

mean squared displacement (MSD) and (c) velocity autocorrelation function (VACF)[24].  

The second group of the time correlation function is based on Einstein-Helfand (EH) 

formula[24, 92]  

𝐾𝐸𝐻 = lim
𝑡→∞

1

2𝑡
〈|𝑨(𝑡) − 𝑨(0)|2〉 

where 𝑨(𝑡) could be incoherent or coherent versions of position or charge-weighted position. For 

example, the incoherent mean squared displacement (MSD) is the version of the position 

〈|𝛿𝒓𝑖
𝛼(𝑡)|2〉 =

1

𝑁𝛼
∑〈|𝒓𝑖

𝛼(𝑡) − 𝒓𝑖
𝛼(0)|2〉

𝑁𝛼

𝑖=1

 

where 𝑁𝛼 the number of atoms of species 𝛼, and 𝒓𝑖
𝛼 is the position of 𝑖th atom of species 𝛼. And 

therefore the self-diffusivity can be calculated from the slope of MSD vs. time plot as shown in 

Figure 10b 
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𝐷 = lim
𝑡→∞

1

6𝑡
〈|𝛿𝒓𝑖

𝛼(𝑡)|2〉 

2.5.2 Ionic conductivity 

Ionic conductivity is one of the most important properties of solid-state electrolytes. Here, 

we are introducing two methods, one is the coherent MSD of the charge-weighted EH equation[98]  

𝜎 =
1

3𝑘𝐵𝑇𝑉
𝑙𝑖𝑚
𝑡→∞

1

2𝑡
〈(∑𝑧𝑖𝑒𝑟𝑖

𝑁

𝑖=1

(𝑡) −∑𝑧𝑖𝑒𝑟𝑖

𝑁

𝑖=1

(0))

2

〉 

where 𝑘𝐵 the Boltzmann constant, 𝑇 the temperature, 𝑉 the volume of the simulation cell, 𝑁 the 

total number of atoms in the simulation cell, 𝑧𝑖 and  𝒓𝑖 the charge and coordinate of the 𝑖th atom, 

𝑒  the elementary electron charge, and 𝑡  the time. This coherent ionic conductivity is directly 

related to experimental measurement. 

The other method is based on the Green-Kubo (GK) formula  

𝐾𝐺𝐾 = ∫ 〈�̇�(0) ∙ �̇�(𝑡)〉
∞

0
dt 

which is mathematically equal to the 𝐾𝐸𝐻  formula[24]. Figure 10c illustrates the incoherent 

velocity autocorrelation function (VACF) as a GK formula, which yields the self-diffusivity of 

species 𝛼 as   

𝐷 =
1

3𝑁𝛼
∫ ∑〈𝒗𝑖

𝛼(𝑡) ∙ 𝒗𝑖
𝛼(0)〉𝑑𝑡

𝑁𝛼

𝑖=1

∞

0

 

where 𝑁𝛼 the number of atoms of species 𝛼 and 𝒗𝑖
𝛼 is the velocity of the 𝑖th atom of species 𝛼. 

Similarly, the coherent charge current correlation function  

𝜎 =
1

3𝑘𝐵𝑇𝑉
∫ 〈∑𝑧𝑖𝑒𝒗𝑖(𝑡)

𝑁

𝑖=1

∙∑𝑧𝑖𝑒𝒗𝑖(0)

𝑁

𝑖=1

〉
∞

0

𝑑𝑡 
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where 𝑁 the number of total atoms in the simulation cell and 𝒗𝑖 is the velocity of the 𝑖th atom. It 

can be separated into two parts: the longitudinal component 

𝐶𝐿,𝑐(𝒌, 𝑡) =
𝑒2

𝑉𝑘𝐵𝑇

1

𝑘2
〈(𝒌 ∙ 𝑱(𝒌, 0))(𝒌 ∙ 𝑱(−𝒌, 𝑡))〉 

and the transverse component 

𝐶𝑇,𝑐(𝒌, 𝑡) =
𝑒2

𝑉𝑘𝐵𝑇

1

2𝑘2
〈(𝒌 × 𝑱(𝒌, 0)) ∙ (𝒌 × 𝑱(−𝒌, 𝑡))〉 

where 

𝑱(𝒌, 𝑡) =∑𝑧𝑖𝒗𝑖(𝑡)𝑒
−𝑖𝒌∙𝒓𝑖(𝑡)

𝑁

𝑖=1

 

is the collective charge current, 𝑒 the elementary electron charge, 𝑉 the volume of the simulation 

cell, 𝑘𝐵 the Boltzmann constant, 𝑇 the temperature, 𝑞𝑛 and 𝒗𝑛 are the charge and velocity of the 

𝑛 th atom, respectively. The coherent charge current correlation can be transformed to the 

frequency domain through the Fourier Transform (FT)  

𝑆𝐿,𝑇(𝒌, 𝜔) = ∫ 𝐶𝐿,𝑇(𝒌, 𝑡)𝑒𝑖𝜔𝑡𝑑𝑡
∞

0

  

where 𝜔 is the frequency. The ionic conductivity can be extrapolated at the long wavelength and 

zero frequency 

𝜎 = lim
𝜔→0

𝑆𝑇(𝒌, 𝜔) 

Even though the ionic conductivity calculated through the GK formula is mathematically 

equivalent to that from the EH formula, it can be seen that GK starts with a strong oscillation and 

drop to 0 in a few picoseconds, which suggests that the MD trajectory should be saved more 

frequently to capture the oscillation features while eliminating or reducing the dependence of the 

saving frequency of integral.  
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 In order to illustrate that the ionic motion is positively cooperated instead of uncorrelated, 

we also compared the coherent ionic conductivity with the Nernst-Einstein (NE) ionic conductivity 

that calculated from self-diffusivity 

𝜎𝑁𝐸 = (𝑧𝐿𝑖𝑒)
2
𝐷𝐿𝑖
𝑘𝐵𝑇

(𝑐𝐿𝑖) 

where 𝑐𝐿𝑖 the lithium concentration. The ratio of 𝜎𝑁𝐸 to 𝜎 is known as the Haven ratio: 

𝐻𝑅 = 
𝜎𝑁𝐸
𝜎

 

The Haven ratio is 1 for ideal solutions where the motion of ions is independent and uncorrelated. 

2.5.3 Dielectric constant 

Since the conductivity is related to dielectric function as 

𝜔𝜀0[𝜀𝐿,𝑇(𝒌, 𝜔) − 1] = 𝑖𝜎𝐿,𝑇(𝒌, 𝜔) 

where 𝜀0 is the vacuum permittivity, 𝜔 is the frequency, and 𝜀𝐿,𝑇(𝒌, 𝜔) is the dielectric constant. 

Therefore, the real part of the dielectric function can be obtained through the imaginary part of 

conductivity as 

𝑅𝑒[𝜀𝑇(𝒌, 𝜔) − 1] = −𝐼𝑚[𝜎𝑇(𝒌, 𝜔)]/(𝜔𝜀0) 

2.5.4 Elastic modulus 

The elastic moduli were investigated by the momentum correlations that can be separated 

into the longitudinal and transverse components as  

𝐶𝐿,𝑚(𝒌, 𝑡) =
1

𝑘2
〈(𝒌 ∙ 𝑱(𝒌, 0))(𝒌 ∙ 𝑱(−𝒌, 𝑡))〉 

𝐶𝑇,𝑚(𝒌, 𝑡) =
1

2𝑘2
〈(𝒌 × 𝑱(𝒌, 0)) ∙ (𝒌 × 𝑱(−𝒌, 𝑡))〉 

where 
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𝑱(𝒌, 𝑡) = ∑𝑚𝑛𝒗𝑛𝑒
−𝑖𝒌∙𝒓𝑛(𝑡)

𝑁

𝑛=1

 

is the collective momentum, 𝑚𝑛 the atomic mass of the 𝑛th atom, 𝒗𝑛 the velocity of the nth atom. 

The Fourier Transform (FT) of longitudinal and transverse forms are 

𝑆𝐿,𝑇(𝒌, 𝜔) = ∫ 𝐶𝐿,𝑇(𝒌, 𝑡)𝑒𝑖𝜔𝑡𝑑𝑡
∞

0

 

where 𝜔 is the frequency. Figure 11 gives an example of the momentum correlations of both 

longitudinal and transverse components of Li7La3Zr2O12 using the induced dipole (ID) model at 

1100 K. 

 

Figure 11 (a) Time domain and (b) frequency domain of momentum correlation function of the 

induced dipole (ID) model at 1100 K. Black lines are Lorentz fit to locate the peak position (dash 

lines). 

We located the peaks (𝜔) of 𝑆𝐿,𝑇(𝒌, 𝜔) and assumed linear dispersion of 𝜔 on 𝑘 to obtain 

longitudinal and transverse sound velocities 𝑣𝐿 and 𝑣𝑇. For the cubic phase, the elastic constants 

𝐶11, 𝐶44 and 𝐶12 were calculated by the following formulas[99]: 

(𝑣𝐿
2𝜌)[100] = 𝐶11 

(𝑣𝑇
2𝜌)[001] = 𝐶44 
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(𝑣𝑇
2𝜌)[110] =

1

2
(𝐶11 − 𝐶12) 

Note that the (𝑣𝑇)[110] was averaged from the two peaks. For the tetragonal phase, 𝐶11, 𝐶44 and 

𝐶12 were calculated in the same way as in the cubic phase, while  𝐶33 and 𝐶66 were calculated by 

the following formulas[99]: 

(𝑣𝐿
2𝜌)[001] = 𝐶33 

(𝑣𝑇
2𝜌)[100] = 𝐶66 

We assumed that 𝐶12 = 𝐶23 as they differ by only 2% from Deng et al[100]. The bulk and 

shear modulus were calculated according to [100] 

𝐵 =
1

9
[(𝐶11 + 𝐶22 + 𝐶33) + 2(𝐶12 + 𝐶23 + 𝐶31)] 

𝐺 =
1

15
[(𝐶11 + 𝐶22 + 𝐶33) − (𝐶12 + 𝐶23 + 𝐶31) + 3(𝐶44 + 𝐶55 + 𝐶66)] 

In the cubic phase, 𝐶11 = 𝐶22 = 𝐶33, 𝐶12 = 𝐶23 = 𝐶31, and 𝐶44 = 𝐶55 = 𝐶66. In the tetragonal 

phase, 𝐶11 = 𝐶22, 𝐶44 = 𝐶55, and 𝐶23 = 𝐶31.  

2.5.5 Grain boundary formation energy 

Grain boundary (GB) formation energy, 𝛾𝐺𝐵 , is the energy needed to form the grain 

boundary from the bulk material per unit area according to  

𝛾𝐺𝐵 =
1

2𝐴
(𝐸𝐺𝐵 − 𝑛𝐸𝑏𝑢𝑙𝑘) 

where 𝐴 the area of GB plane, 𝐸𝐺𝐵 the total energy of the GB structure, 𝑛 the number of a unit cell 

of the bulk material in the GB structure, and 𝐸𝑏𝑢𝑙𝑘 is the energy of the unit cell of the bulk material. 
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CHAPTER 3  Model comparison  

3.1 Motivation 

As introduced in Chapter 2, Li7La3Zr2O12 (Li7) is a special member of the lithium garnet 

family LixLa3Zrx-5Ta7-xO12 (x=5-7) due to the phase transition at high temperatures. Hence, it has 

been widely studied using interatomic potential (IP) models. For example, Adams et al.[101] 

performed MD simulation on Li7 with the core model and Morse potential. Chen et al.[102] used 

the core model to study the diffusion characteristics of Li7 based on the Buckingham potential. In 

the previous work of our group[85, 103], we used the core model to study the size effect on the 

MD simulation of Li7 and used a polarizable core-shell (CS) model to study the local structure and 

dynamics of Li7. Burbano et al.[104] used the polarizable induced dipole (ID) model to perform 

an MD simulation of Li7 to study the mechanism of its low ionic conductivity. However, no work 

has been done to compare these models. In this chapter, we compared the accuracy of three models, 

i.e., Core, CS, and ID models in reproducing the phase transition, residence time, jump length, 

self-diffusivity, ionic conductivity, dielectric constant, and elastic moduli of fast ion conductor Li7. 

3.2 Computational details  

3.2.1 Potential parameters 

In the Core model, ionic interactions include the long-range Columbic potential and short-

range Buckingham potential. The charges and potential parameters of the Core model were taken 

from our group’s previous study[85]. CS model interactions include the long-range Columbic 

potential, short-range Buckingham and Morse potential, as well as the Dick-Overhauser core-shell 

polarizable potential for the O atom[105]. The harmonic spring constant between the oxygen core 

and shell is 19.64 eV Å-2. The O shell (OS) mass was set to 0.2 a.u. The charges of each species 

were set as 80% of their formal charges.  
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In the ID model, we assigned the electronic polarizability to the O, La, and Zr species. 

Potential parameters were derived from the force-matching method. The force-matching was 

carried out using the FIST code as implemented in CP2K[106, 107]. The training set was from the 

first-principles MD simulations based on DFT, which were performed using the generalized 

gradient approximation (GGA-PBEsol)[108] and the projector augmented wave (PAW)[109] 

method as implemented in the Vienna Ab Initio Simulation Package (VASP)[110]. The unit cell 

was simulated using the NPT ensemble at 1200 K. The energy cutoff of 500 eV was used for the 

plane wave and the Brillouin zone was sampled at the Γ-point only. The production time was 3 ps 

with a time step of 1 fs. The trajectories after the first 0.15 ps were used to perform the force-

matching. We extracted 190 configurations, i.e. one configuration every 15 fs. The obtained 

average structure was used for the subsequent static calculation. The average charge for each atom 

species was obtained using the Density Derived Electronic and Chemical (DDEC) approach [89-

91]. The charge of each species and the potential parameters of the Core, CS, and ID model are 

listed in Table 3, Table 4 and Table 5, respectively. 

Table 3 Interatomic potential parameters for the Core model. 
  

Buckingham pair interaction with O 

Species q (e) A (eV) ρ (Å) C (eV Å6) 

La 2.50 2075.26 0.326 23.25 

Li 2.65 1087.29 0.260 0.00 

O 1.00 4870.00 0.267 77.00 

Zr -1.65 1650.32 0.311 5.10 

Table 4 Interatomic potential parameters for the CS model. 

   Buckingham potential Morse potential 

Species q (e) Interaction pair A (eV) ρ (Å) C (eV Å6) E0 (eV) k (Å-1) r0 (Å) 

La 2.4 La-OS 1828 0.328 0 0.066 1.471 2.423 

Zr 3.2 Zr-OS 2135 0.302 0 0.241 2.742 2.016 

Li 0.8 Li-OS 370 0.291 0 0.081 0.870 1.937 

O -2.116 Li-Li 1470 0.239 0    

OS 0.516        
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Table 5 Interatomic potential parameters for the ID model. 

  Polarization potential Buckingham pair interaction with O 

Species q (e) α (Å3) Ion-pair bij (Å-1) cij (Å-1) A (eV) ρ (Å) C (eV Å6) 

La 2.54 1.71 La-O 3.344 2.315 2512.92 0.314 0 

Zr 2.93 0.76 Zr-O 3.155 1.233 3034.17 0.282 0 

Li 1 - Li-O 3.772 1.729 507.79 0.298 0 

O -1.71 1.74       

 

3.2.2 Molecular Dynamics simulations 

MD simulations were performed with the DL_POLY Classic package[111] for both Core 

and CS models, while for the ID model, it was carried out using the FIST code as implemented in 

CP2K[106, 107]. A 2×2×2 supercell of Li7La3Zr2O12 was used for all three models. There are 1536 

atoms in the Core and ID model and 2304 atoms (including O shell) in the CS model.  

For Core and CS modes, the velocity-Verlet integration was employed with a time step of 

1 and 0.25 fs, respectively. The constant number, stress, and temperature (NσT) ensemble 

(Berendsen thermostat and barostat relaxation times were set to be 0.1 and 0.5 ps, respectively) 

simulations were performed for 75 ps and the last 35 ps were averaged to obtain the lattice 

parameters. The equilibration time of the constant number, volume, and energy (NVEe) ensemble 

was set to 100 ps with the atomic velocities rescaled every 0.1 ps. Subsequent NVE ensemble 

simulations were performed from 500 ps at high temperatures and to 70 ns in the case of low 

mobility of Li+ in the tetragonal phase at 800 K.  

For the ID model, the constant number, pressure, and temperature (NPT) ensemble was 

performed for 50 ps and the average lattice parameters were extracted from the last 40 ps. The 

Nose thermostat and barostat relaxation times were set to 0.05 and 0.25 ps, respectively. The NVE 

equilibrium (NVEe) process was 50 ps and the maximum accepted deviation of the temperature 
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from the desired target temperature was 50 K. The NVE process was set from 200 ps to 10 ns for 

different temperatures. The time step was 1fs for NPT, NVEe, and NVE process.  

3.3 Results and discussion 

3.3.1 Lattice parameters 

First, we checked if all three IP models could reproduce the tetragonal to the cubic phase 

transition of Li7 observed experimentally. A wide variety of transition temperatures were reported 

for Li7 experimentally ranging from 373 to 923 K[23, 53, 112-114]. The difference could be 

resulting from the impurity/dopant (i.e., Al3+) incorporation and/or H2O or CO2 exposure during 

material synthesis and characterization. For example, Matsuda et al.[53] found that the phase 

transition temperature of Li7 decreases as the Al content increases and the reversible phase 

transition between the tetragonal phase and cubic phase occurs at 640 °C (913 K) for pure Li7 

without Al. Larraz et al.[115] reported that the presence of H2O could induce the tetragonal to 

cubic phase transition due to the H+/Li+ exchange mechanism. On the other hand, undoped Li7 not 

exposed to humidity at any moment undergoes a reversible tetragonal to cubic phase transition at 

about 645 °C (918 K).  Given these observations, we only plotted the experimental values from 

Matsuda et al.[53] that applies to pure Li7 in Figure 12, along with lattice parameters obtained 

from the Core, CS, and ID models.  Lattice parameters of all three models increase with increasing 

temperature as expected in both tetragonal and cubic phases, with the phase transition occurring 

at about 900 to 1000 K. Both Core and ID models show thermal expansion and phase transition 

behaviors consistent with experiments while the CS model shows lower lattice parameters in 𝑎. 



40 

 

 

Figure 12 Lattice parameters from Core, CS, and ID models as a function of temperature. XRD 

experimental values from Matsuda et al. [33] are shown for comparison. 

3.3.2 Self-diffusivity, jump length, and residence time 

Next, we compared the long-range diffusion parameter, i.e., self-diffusivity, and short-

range parameters such as jump length and residence time. Figure 13 gives an example of the 

incoherent density correlation function of the ID model at 1100 K for selected 𝑘. It can be seen 

that for species La, Zr, and O, there is a rapid decrease in the ps range followed by a stable non-

zero plateau, which suggests that these species only vibrate in their sites and provide a framework 

for Li atoms. In contrast, species Li exhibits an exponential decay from 1 to 0, especially faster at 

high k values, suggesting Li atoms diffuse in the structure. Ignoring data for the first 5 ps that 

undergo short-time dynamics, we fit the 𝐼𝑖𝑛𝑐
𝛼 (𝑘, 𝑡) curve of Li species using stretched exponential 

Kohlrausch-Williams-Watts function. Figure 14 shows an example of the stretching parameters 𝛽 

and mean relaxation rate as a function of 𝑘2 of ID model at 1100 K. 

The behavior of  𝛽 reveals that the Li transport in the material is a complex cooperative 

dynamic. As shown in  Figure 14a,  𝛽 decays from ~1 at small 𝑘 values and converges at high 𝑘 

values. Similar behavior can also be found at all the other temperatures we studied. At small 𝑘 
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(longer distance), the interaction between any pair of atoms is weak so their motion is 

uncooperative or not coupled. At higher 𝑘 (shorter distance), the interaction is cooperative or 

coupled. The plateau starts at 𝑘2 ~2.0 Å−2, corresponding to a cooperative length of ~4.4 Å, which 

is the approximate distance between octahedral sites across the tetrahedral site[44]. Figure 14b 

exhibits the fit of the Fickian diffusion model and Singwi-Sjolander (SS) jump-diffusion model to 

the MD data.  

 

Figure 13 Incoherent density correlation function of species La, Zr, O, and Li for selected 𝑘 values 

of the ID model at 1100 K. 

 

Figure 14 (a) The stretching parameter 𝛽 and (b) the mean relaxation rate 〈Γ〉 as a function of 𝑘2 
of ID model at 1100 K.  
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The residence time (𝜏) and jump length (𝑙 ) obtained from the SS model at different 

temperatures are shown in Figure 15. All Core, CS, and ID models show a sharp increase in 

residence time (Figure 15a) at the phase transition temperature. CS and ID models have close 

values in the cubic phase. Activation energies obtained from an Arrhenius fit for Core, CS, and ID 

models are 0.26, 0.26, and 0.31 eV, respectively. In the tetragonal phase, all three models show 

high activation energy values above 1.7 eV. The mean jump length (Figure 15b) obtained from 

Core, CS, and ID models at higher temperatures (cubic phase) are very close, i.e., 1.4~1.7 Å, which 

is roughly the distance between 24d (tetrahedral) and 48g (octahedral) sites in the cubic phase[103]. 

The jump length exhibits a significant increase at the phase transition temperature. In the tetragonal 

phase (800 K), the jump lengths for CS and ID models are about 2~2.5 Å, which is roughly the 

distance between 8a (tetrahedral) and 32g (octahedral) sites[45, 103]. 

 

Figure 15 (a) Mean residence time (𝜏) of Li diffusion in LLZO obtained from Core, CS, and ID 

models in both cubic (c-Li7) and tetragonal (t-Li7) phases. Solid lines are an Arrhenius fit. (b) Mean 

jump length of Li diffusion obtained from Core, CS, and ID models. 

Figure 16 compares Li-ion self-diffusivity in Li7 of the Core, CS, and ID models along 

with other MD simulation results from the literatures. Our calculated values from the Core model 

are close to those from Jalem et al. using first-principles molecular dynamics (FPMD) simulation 
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with 1×1×1 cell size[116], while values from the CS and ID models are a few times higher. The 

activation energy of the Core model for the cubic phase is 0.24 eV, which is also close to that from 

Jalem et al. at the temperature range of 873 to 1473 K, 0.26 eV. The activation energy of CS and 

ID models for the cubic phase are 0.18 and 0.20 eV, respectively. The self-diffusivity obtained 

from the CS model at high temperatures is close to that from Burbano et al. also using an ID model 

but with a smaller activation energy of 0.14 eV[104].  The difference is likely to result from the 

lower phase transition temperature of 623 K, as opposed to 900-1000 K, in their work. 

Experimentally, the Li self-diffusivity at ambient temperature from Kuhn et al. using the spin-

lattice relation Nuclear Magnetic Resonance (NMR) measurement is on the order of 10-14 

cm2/s[117]. Although our simulation was unable to calculate Li self-diffusivity at room 

temperature, extrapolation of our data to the room temperature yields values on the order of 10-25 

~10-20 cm2/s, which are much lower than the experimental result. 

 

Figure 16 Self-diffusivity as a function of temperature for Core, CS, and ID models in both cubic 

(c-Li7) and tetragonal (t-Li7) phases. Solid lines are Arrhenius fit. The FPMD simulation data by 

Jalem et al.[116] and classic MD simulation data by Burbano et al.[104] are shown for comparison. 
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3.3.3 Ionic conductivity and dielectric constant 

Figure 17a gives an example of the transverse component of coherent charge current 

density correlation function 𝐶𝑇,𝑐(𝒌, 𝑡) of the ID model at 1000 K for the three smallest 𝑘. It was 

found that the Fourier transform of the longitudinal component is a peak that goes to zero at zero 

frequency (not shown) but the transverse component, 𝑆𝑇(𝒌, 𝜔) shown in Figure 17b, has a non-

zero intercept suggesting that Li7 is an ionic conducting material. The ionic conductivity was 

extrapolated from the transverse component. To manifest that 𝑆𝑇(𝒌, 𝜔) is 𝑘 independent, it is 

important to separate out all transverse outputs as shown in Figure 17c. The first number in the 

legend denotes the 𝑘 value in Å−1 while the second and third series of three digits denote the 𝑘 

direction and its transverse direction. For example, the transverse polarization of vector [100] has 

two directions, i.e., [010] and [001]. It is apparent that the outputs of the two 𝑘 vectors are similar 

to each other, which indicates that 𝑆𝑇(𝒌, 𝜔) is independent of 𝑘 vector. Thus, we averaged all six 

values of the first 𝑘 vector and took the result of the smallest frequency as the ionic conductivity. 

 

Figure 17 (a) Time and (b) frequency domain of the transverse coherent charge current density 

correlation function for the first three 𝑘 values of the ID model at 1000 K. (c) All transverse outputs 

for first two 𝑘 vectors at low frequencies. 

Figure 18 compares the ionic conductivities of Core, CS, and ID models at different 

temperatures along with the experimental results from the literatures. It is obvious that all three 

models have a kink at about 900 K corresponding to the phase transition temperature. The 
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experimental measured ionic conductivities from Wang et al.[23] and Matsui et al.[118] also 

exhibit a sharp decrease at phase transition temperature between 600 °C (873 K) and 650 °C (925 

K). Activation energies of the cubic phase for Core, CS, and ID models, i.e., Core-c, CS-c, ID-c, 

are 0.28, 0.13, and 0.17 eV, respectively, while values from Wang et al.[23] and Matsui et al.[118] 

are 0.13 and 0.12 eV, respectively.  For the tetragonal phase, our simulations are unable to reliably 

calculate the ionic conductivities at lower temperatures due to the low Li+ mobility. A simple 

extrapolation of our data will yield lower values than those from Wang et al.[23],  Matsui et 

al.[118], and J. Awaka et al.[45]. 

 

Figure 18 Ionic conductivity as a function of temperature for Core, CS, and ID models. Literature 

data from experimental measurements by Wang et al. [4], Matsui et al. [37], and Awaka et al. [6] 

are shown for comparison. 

 Figure 19a gives an example of the imaginary part of transverse conductivity 𝜎𝑇(𝒌, 𝜔) 

over 𝜀0 for the first 𝑘 value (0.24 Å-1) as a function of frequency for the ID model at 800 K. The 

linear fit (inset of Figure 19a) yields a slope of 𝜀𝑟(0) − 1 where 𝜀𝑟(0) is the static (zero frequency) 

dielectric constant. The results of 𝜀𝑟(0)  of all three models at different temperatures are 

summarized in Figure 19b. In the tetragonal phase, the dielectric constants of the three models 
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decrease with increasing temperatures, as expected for typical materials due to thermal agitation.  

On the other hand, the dielectric constants of the three models increase with increasing 

temperatures and we believe this is due to mobile Li ions. The dielectric constant of tetragonal and 

cubic Li7 is not known but S. Narayanan et al.[119] reported that Li5+2xLa3Nb2-xYxO12 (x=0.25, 

0.5, and 0.75) have dielectric constants around 60 below room temperature. 

 

Figure 19 (a) The imaginary part of transverse conductivity 𝜎𝑇(𝒌, 𝜔) over 𝜀0 as a function of 

frequency for the ID model at 800 K. The inset shows details at low frequencies, and the solid line 

is a linear fit. (b) The dielectric constant at zero frequency 𝜀𝑟(0) as a function of temperature for 

Core, CS, and ID models. 

3.3.4 Bulk modulus and shear modulus 

Last but not the least, the mechanical properties of solid-state electrolytes (SSEs) also play 

an important role in the fabrication and operation process of all-solid-sate LiBs. According to 

Monroe and Newman, the shear modulus of SSEs that are two times higher than that of Li metal 

would suppress Li dendrite growth in the SE/Li metal interface[120]. For this reason, we also 

calculated and compared the bulk modulus (𝐵) and the shear modulus (𝐺) of the three models, as 

shown in Figure 20. It can be seen that Li7 exhibits a high shear modulus, which is way higher 

than that of Li metal (~8.5 GPa). Both 𝐵 and 𝐺 decreases with increasing temperature, suggesting 
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the material softens upon heating. The Core model has the highest values of both 𝐵 and 𝐺, while 

the CS and ID models have similar elastic moduli. Experimental values at 300 K from Ni. et al.[121] 

are presented in Figure 20 and they are similar to our computational values. 

 

Figure 20 Elastic modulus as a function of temperature for Core, CS, and ID models. Experimental 

values from Ni et al. [39] are shown for comparison. 

3.4 Conclusions 

In this chapter, we compared one non-polarizable (core/Core) and two polarizable (core-

shell/CS and induced-dipole/ID) models for the molecular dynamics simulation of a fast-ion 

conductor, Li7La3Zr2O12 (Li7). Overall, we think it is difficult to explicitly point out which model 

is the best, as all three models can reproduce various structural and dynamic properties (lattice 

parameters, diffusivity, conductivity, dielectric constants, and elastic moduli) of Li7 reasonably 

well. Due to various limitations of existing codes, we used different methods to obtain potential 

parameters, e.g., arbitrary vs first-principles charge, Buckingham vs Buckingham+Morse short-

range interaction, empirical fit vs force-matching, etc. We believe this also complicates the direct 

comparison of different potential models. On the other hand, we think the ID model combined 

with the force-matching approach is the most advanced one as it includes the polarization through 
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atomic polarizability and takes from first-principles results as the input. The CS model includes 

the polarization through a spring-connected shell where parameters of shell charge and spring 

constant are almost entirely empirical. Looking forward, we think that the ID model can be 

improved by incorporating the anisotropy in the atomic polarizability and fluctuating charges, 

where the charge will vary with the local chemical environment. Furthermore, only pair potentials 

were considered in these three models while many-body potentials will be more accurate to 

describe the mixed metallic/covalent nature of the bonding. 
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CHAPTER 4  Study of diffusion and conduction in lithium garnet oxides LixLa3Zrx-5Ta7-

xO12 (x=5-7) by machine learning interatomic potential 

4.1 Motivation 

As ionic conductivity is one of the most important properties of solid electrolytes, many 

experimental results have been reported for various compositions of LixLa3Zrx-5Ta7-xO12 (x=5-7), 

including both Al contaminated (through alumina crucibles), Al-doped, and nominally Al-free 

phases. Figure 21 summarized some work of Al-free and Al-contaminated experiments. For 

example, Wang et al.[22] and Li et al.[52] used alumina crucibles and found that ionic conductivity 

reaches a maximum at x=6.7 (0.96×10-3 S/cm) and x=6.4 (1.0×10-3 S/cm), respectively. The 

difference between these two is that the former is for the bulk and the latter for the total. On the 

other hand, Buschmann et al.[46], Inada et al. [48], Matsuda et al. [54] and Yi et al.[51] synthesized 

Al-free compositions of LixLa3Zrx-5Ta7-xO12 and found that ionic conductivity reaches a maximum 

at x=6 (2.6×10-4 S/cm), x=6.5 (6.1×10-4 S/cm), x=6.6 (4.7×10-4 S/cm), and x=6.7 (1.03×10-3 S/cm), 

respectively. Furthermore, Kataoka et al.[19] synthesized single crystals and found x=6.6 has the 

highest ionic conductivity of 1.1×10-3 S/cm. Thus, it appears that it is controversial as to what is 

the composition for the maximum conductivity in LixLa3Zrx-5Ta7-xO12 even in Al-free samples.  

In recent years, the machine learning interatomic potentials (MLIP) based on the artificial 

neural network (NN) model has received considerable attention as they show a combination of 

DFT accuracy and IP efficiency[79, 122-124]. In this chapter, we applied MLIP-based MD 

simulations to investigate lithium garnet series LixLa3Zrx-5Ta7-xO12 (x=5, 6, 6.5, 6.75, and 7), 

named Li5, Li6, Li6.5, Li6.75, and Li7 afterward. First, we compare the force/virial errors of MLIP, 

along with other commonly applied methods such as Core, ID, and DFTB, and check how well 

they can reproduce the self-diffusivity and ionic conductivity of Li6. Second, we present the MLIP 
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error against DFT for all compositions of Li5, Li6, Li6.5, Li6.75, and Li7 and show how this MLIP is 

approaching DFT accuracy. Third, we examine the temperature dependence of diffusion and 

conduction of various compositions including the defect structure. Finally, we turn to composition 

dependence and focus on the question of what composition gives the highest ionic conductivity, 

by considering both experimental literature and present computational results. 

 

Figure 21 Summary of composition dependence of ionic conductivity of LixLa3Zrx-5Ta7-xO12 (x=5-

7) from the literature [19, 22, 46, 48, 51, 52, 54]. SC: single crystal. 

4.2 Construction of MLIP, Core, ID, and DFTB potentials 

4.2.1 Construction of machine learning interatomic potential 

The MLIP potential of lithium garnet series LixLa3Zrx-5Ta7-xO12 was trained with the DFT-

MD trajectories of Li5, Li6, and Li7 with energy, force, and cell-virial included in the training. 

DFT-MD simulations for all compositions were performed using the Vienna ab initio simulation 

package (VASP)[110] within the projector augmented-wave (PAW)[109] approach using the 

PBEsol[108] exchange-correlation functional. The plane-wave energy cutoff was 500 eV and a 
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single Γ point was sampled. First, we performed MD simulations, using an NPT ensemble, at 1200 

K for 3 ps with a 1fs time step. For each composition, configurations were sampled every 4 fs after 

skipping the first 100 fs.  90% of this DFT dataset was used for training and 10% was used for 

validation. In the meanwhile, we used the average structure of the DFT-MD trajectory to obtain 

the atomic charges in the DDEC6 scheme[91], which are listed in Table 6, to be used in the 

calculation of the ionic conductivity for the MLIP model. 

Table 6 DDEC6 charge of each composition. 

 Li5 Li6 Li6.5 Li6.75 Li7 

La 1.87 1.88 1.88 1.84 1.89 

Ta 2.32 2.33 2.33 2.23 — 

Zr — 2.23 2.23 2.18 2.25 

O -1.20 -1.26 -1.29 -1.28 -1.32 

Li 0.83 0.82 0.82 0.81 0.81 

 

MLIP potential was trained with the SNU Interatomic Machine-learning PotentiaL 

packagE-version Neural Network (SIMPLE-NN) package[122], with atom-centered symmetry 

functions (ACSF)[79] as a descriptor and neural network (NN) (two hidden layers with 30 nodes 

in each layer) as the regressor. To develop the ideal potential for the Li garnet series LixLa3Zrx-

5Ta7-xO12, we started by studying the potential parameter effect on Li5, weighting factors, learning 

rate, and transfer functions. The criterion of the fitting is based on the loss function or the root 

mean square error for energy, force, and stress, which can be defined as (angle bracket represents 

the average over all frames):  

𝐹𝐿𝑜𝑠𝑠 = 𝑤𝐸 〈(
𝐸𝐷𝐹𝑇−𝐸𝐼𝑃

𝑁
)
2
〉 + 𝑤𝑓 〈

(𝑓𝐷𝐹𝑇−𝑓𝐼𝑃)
2

3𝑁
〉 + 𝑤𝑆 〈

(𝑆𝐷𝐹𝑇−𝑆𝐼𝑃)
2

6
〉, 

where 𝑤𝐸, 𝑤𝑓, and 𝑤𝑆 are the weighting factors of energy, force, and stress. In simple-NN, the 

weighting factors of energy and force were set as default, i.e.,  𝑤𝐸 = 1 and 𝑤𝑆 = 0.00001. In other 

words, the goal of the fitting is to minimize the force term,  



52 

 

(𝑓𝐷𝐹𝑇 − 𝑓𝐼𝑃)
2

3𝑁
=
1

3𝑁
∑∑[𝑓𝐷𝐹𝑇(𝑖, 𝑘) − 𝑓𝐼𝑃(𝑖, 𝑘)]

2

3

𝑘=1

𝑁

𝑖=1

 

where 𝑁 is the number of atoms, and 3 means x, y, and z in three directions. First, we compared 

different values of 𝑤𝑓 (i.e., 0.05, 0.1, and 0.5) and finally decided to set 𝑤𝑓 to 0.1. 

We also compared two different activation functions used in the hidden layers, i.e., the 

hyperbolic tangent 𝑓(𝑥) = 𝑡𝑎𝑛ℎ(𝑥)  and the sigmoid function 𝑓(𝑥) =
1

1+𝑒𝑥𝑝(−𝑥)
.  Figure 22 

shows the root mean squared error (RMSE) of atomic forces and cell virials. It is found that the 

sigmoid function has a smaller RMSE compared to tanh function.  

 

Figure 22 The comparison of atomic forces and cell virials between MLIP (scatter points) against 

DFT (black lines) for Li5La3Ta2O12 using tanh (top) and sigmoid (bottom) activation functions 

with the same learning rate and 𝑤𝑓. 

The NN potential parameters were optimized through the loss function for the training set 

i.e., configurations of DFT-MD). However, these structures contain various deformations, surfaces, 

and defects, meaning the descriptor is highly inhomogeneous and biased. This unbalanced training 

could significantly undermine the accuracy and reliability of NN potential, and therefore the 

Gaussian density function (gdf) has been added to cure the training bias and increase the 
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transferability of the potential[122, 125]. Figure 23 compared the lattice parameters of Li5 from 

MLIP-MD using sigmoid and sigmoid+gdf activation functions in the training, it can be seen that 

the lattice parameters calculated from sigmoid+gdf exhibit a linear dependence of temperature.  

 

Figure 23 Lattice parameter of Li5La3Ta2O12 using different activation functions, i.e., sigmoid and 

sigmoid+gdf. 

4.2.2 Construction of Core, ID, and DFTB potentials 

The Core model potentials were taken from the work of Chen et al.[126], which was fitting 

from the experimental data. ID model (80 % of formal charge) of Li6 was trained with CP2K[106, 

107] on the DFT-MD trajectory including only forces but all configurations, as we did previously 

in Chapter 3 for Li7. DFTB parameterization for the Li-La-Zr-Ta-O chemical space was obtained 

with the Tight-binding Approximation-enhanced Global Optimization (TANGO) method[127] 

with CP2K as the DFT package including both energy and force.  

4.3 Computational and experimental details 

4.3.1 Molecular Dynamic Simulations  

As mentioned in the Motivation, there was Li loss during the high-temperature synthesis 

and arbitrary amounts of lithium precursor were often added to compensate for this. It is thus 

worthwhile comparing the normal (nominal composition) to defect structures with Li loss. In this 
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work, in addition to Li5, Li6, Li6.5, Li6.75, and Li7, we also added the Li5.88La3Zr1.5Ta0.5O11.69 (10 

mol% Li2O off of Li6.5, named Li6.5defect afterward). 

MD simulations of the Core and MLIP models were performed using Large Scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS)[128] with 2×2×2 supercells. MD 

simulations of the ID and DFTB models were performed using CP2K with 2×2×2 and 1×1×1 

supercells, respectively. Details of MD simulations including the ensemble, thermostat, barostat, 

etc. are listed in Table 7, along with the approximate simulation cost. DFT-MD simulation of 

2×2×2 supercells is expected to be 5 or 6 orders of magnitude slower than MLIP. 

Table 7 MD simulation details. The approximate simulation time of four models for 1 ns of 

trajectory is shown (Core, ID, and MLIP models were using 64 CPUs while the DFTB model was 

using 28 CPUs).  It is worth noting that the DFTB model is using 1×1×1 while other models are 

using 2×2×2 supercells. 

Ensemble  Parameters Core ID DFTB MLIP 

NPT 

thermostat (ps) 0.05 0.1 0.1 0.1 

barostat (ps) 0.25 0.5 0.5 0.5 

timestep (fs) 1 1 1 1 

lattice parameter average range (ps) 30 – 50 30 – 50 30 – 75 30 – 50 

NVT 

thermostat (ps) — — 1 — 

timestep (fs) — — 1 — 

trajectory length (ns) — — 0.5 – 3 — 

NVE 

equilibration 

thermostat (ps) 0.1 0.1 — 0.1 

trajectory length (ps) 50 50 — 50 

NVE 
timestep (fs) 1 1 — 1 

trajectory length (ns) 0.5 – 300 0.5 – 8 — 0.5 – 40 

NVT/NVE 
approximate simulation time per ns 

trajectory (h) 
0.3 40 170 20 

 

4.3.2 Experiments  

Powders of Li6 and Li6.5 were prepared with a solid-state reaction where stoichiometric 

quantities of LiOH·H2O (Alfa Aesar, 98%), La2O3 (Alfa Aesar, 99.9%), ZrO2 (Alfa Aesar, 99.7%) 

and Ta2O5 (Alfa Aesar, 99.85%) were used as raw materials. La2O3 powders were heated at 900 °C 

for 12 h in a MgO crucible (all crucibles and lids used in this work were MgO to avoid Al 
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contamination). An extra 10 wt% LiOH·H2O was added to compensate for lithium loss during 

calcination. The powders were wet-milled in a roller mixer for 12 h in polyethylene jars filled with 

2-propanol and then the slurry was dried by infrared heating. The mixed powders were calcined at 

1000 °C for 12 h with a heating and cooling rate of 2 °C/min in MgO crucibles covered by MgO 

lids. Afterward, another extra 10 wt% or 5 wt% LiOH·H2O were added into the calcined powders 

of Li6 and Li6.5, respectively and ball-milled again, and finally pressed into 13mm diameter pellets 

and sintered at 1150 °C for 12 h. The silver paste was applied to both sides of the pellets as blocking 

electrodes and heated at 700 °C. Impedance tests at a temperature range of 22 – 700 °C were 

performed using the same setup as in our previous work[23] with airflow. A sinusoidal voltage 

with an amplitude of 10 mV was applied for the frequency range of 3 MHz to 1 Hz.  

4.4 Results and discussion 

4.4.1 Comparing Different Models for Li6 

Before studying the whole series of Li5, Li6, Li6.5, Li6.75, Li7, and Li6.5defect, we want to 

compare the results of MLIP vs other commonly utilized models, using a representative 

composition of Li6.  We will compare the model force/virial against DFT values, and lattice 

parameters, self-diffusivity, and ionic conductivity against experimental values. 

4.4.1.1 Force and virial  

Atomic force (3 for each atom) and cell-virial (6 for each structure) values from the trained 

MLIP, ID, and DFTB models against DFT values out of 145 structures are shown in Figure 24. 

Deviation from DFT results is assessed by the root mean squared error (RMSE). RMSE of force 

and virial for the MLIP model are 0.14 eV/Å and 0.20 GPa, respectively, which are lower than 

that of Core, DFTB, and ID models. 
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Figure 24 The comparison of (a) atomic forces and (b) cell virials of Core, DFTB, ID, and MLIP 

(scatter points) against DFT (black lines) for Li6La3ZrTaO12. 

4.4.1.2 Lattice parameters of Li6La3ZrTaO12 using different models 

We first checked the temperature dependence of lattice parameters, shown in Figure 25 to 

see if these four models could reasonably predict the thermal expansion of Li6La3ZrTaO12 (Li6). 

We include diffraction results from various works of literature [46, 54, 86, 129] in the figure for 

comparison. Most experimental measurements of lattice parameters were performed at room 

temperature. At room temperature, the lattice parameters of MLIP, Core, and ID models have an 

error between 0.1 - 0.3 %, while the DFTB model’s error is ~0.6 %.  If we use the 10 K and 300 

K measurement results from Wang et al.[86] as a reference, we see that all four models predict a 

nearly constant thermal expansion and similar expansion coefficients. Specifically, the thermal 

expansion coefficients for the MLIP, Core, ID, and DFTB models are 1.74×10-5, 1.51×10-5, 1.57

×10-5, and 1.91×10-5 K-1, respectively. 
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Figure 25 Lattice parameter as a function of the temperature of Li6La3ZrTaO12 from different 

models. Literature values of Al-free samples at room temperature[46, 54, 86, 129] are shown for 

comparison. XRD: X-ray diffraction; ND: neutron diffraction. Solid lines are linear fit. 

4.4.1.3 Diffusion and conduction properties comparison among different models 

Self-diffusivity and ionic conductivity from the four models are plotted in Figure 26, along 

with experimental results from single crystal measurements. All four models predict similar self-

diffusivity and conductivity at high temperatures. However, if we examine the whole temperature, 

the MLIP model agrees with experiments the best, while the ID and Core models significantly 

over- and under-estimates, respectively, the low-temperature diffusion and conduction. While it is 

understandable that the Core model did not perform well due to the very large force error (Figure 

24), it is surprising to see the prediction from the ID model, as its force error is comparable to that 

of MLIP. We believe that this indicates that the ID model lacks transferability. The DFTB model 

predicts diffusion and conduction similar to those of MLIP, but its force error is much higher.  

Thus, it is possible some self-cancellation leads to its reasonable performance. In addition, the 

DFTB model is much more computationally expensive compared with other three models. As 

shown in Table 7, the simulation time for a 1 ns trajectory is approximately 170 hours for a 1×1×1 

supercell, while the other models take less than 40 hours for supercells that are 8 times bigger.     
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Figure 26 (a)Self-diffusivity and (b) ionic conductivity of Li6La3ZrTaO12 as a function of inverse 

temperature from different models.  Single crystal (SC) data from Stanje et al.[129] are shown for 

comparison. 

Self-diffusivity from MLIP is slightly higher than experimental values at low temperatures. 

It is worth noting that the work of Stanje et al.[129] only measured the relaxation time from nuclear 

magnetic resonance experiments and assumed a jump length of 2 Å.  As will be shown later in 

Figure 28b, we found the jump length is 2.3 Å at 400 K. If 2.3 instead of 2 Å was used, the 

agreement of MLIP to experiment will be even better. 

4.4.2 Force/virial Error and Lattice Parameter 

Force and virial error against DFT (i.e., PBEsol) for the whole series studied in the present 

work are shown in Table 8. To understand the meaning of these numbers, we also compared the 

error between two different exchange-correlation functional, i.e., PBE vs PBEsol, and found the 

force error was about 0.1 eV/Å. In other words, we can argue the DFT error might be around 0.1 

eV/Å and our MLIP model is approaching DFT accuracy but much faster (DFT will be 5 to 6 

orders of magnitude slower based on our estimate). Furthermore, it is transferable as it shows 

similar errors for different compositions, i.e., Li5 to Li7. 
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Table 8 The root mean squared error (RMSE) values of atomic forces, and cell virials between 

MLIP and DFT for all the compositions studied. RMSE between PBE and PBEsol are shown for 

comparison. 

 Force (eV/Å) Virial (GPa) 

Li5 PBE vs Li5 PBEsol 0.10 2.57 

MLIP vs Li5 PBEsol 0.15 0.23 

MLIP vs Li6 PBEsol 0.14 0.20 

MLIP vs Li6.5 PBEsol 0.12 0.21 

MLIP vs Li6.75 PBEsol 0.12 0.22 

MLIP vs Li7 PBEsol 0.11 0.22 

 

Before applying this MLIP model to study the diffusion and conduction properties, we 

want to check if it can reproduce the structure of different compositions in terms of lattice 

parameters.  The temperature dependence of lattice parameters is shown in Figure 27a. For cubic 

phases such as Li5, Li6, Li6.5, and Li6.5defect, lattice parameters increase linearly with increasing 

temperatures with similar thermal expansion coefficients. The lattice parameter of Li6.5 and 

Li6.5defect are almost the same. For Li7, the tetragonal to cubic phase transition takes place at a 

temperature range between 1000 and 1100 K, which is slightly higher than the experimental value 

of 913 K[53]. For Li6.75, the tetragonal to the cubic phase transition is around 700-800 K. 

Figure 27b shows calculated lattice parameters at room temperature as a function of x (Li 

content) in LixLa3Zrx-5Ta7-xO12. Experimental data of single crystals from Kataoka et al.[19], Al-

free powder samples from Buschmann et al.[45], Matsuda et al.[46], Awaka et al.[54], and 

Thompson et al.[130] are shown in the plot for comparison. For cubic phases, the lattice parameter 

increases linearly with increasing Li content. Our simulation data agree very well with 

experimental values reported in the literatures. Both simulation and experimental results suggest 

that the cubic to tetragonal transition takes place at around x=6.6 at room temperature, except for 

Kataoka et al.[19] where it was cubic even at x=6.8. 
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Figure 27 (a) Lattice Parameters as a function of the temperature of Li5La3Ta2O12 (Li5), 

Li6La3ZrTaO12 (Li6), Li6.5La3Zr1.5Ta0.5O12 (Li6.5), Li6.75La3Zr1.75Ta0.25O12 (Li6.75), Li7La3Zr2O12 

(Li7), and Li5.88La3Zr1.5Ta0.5O11.69 (Li6.5defect). Solid lines are a guide to the eye. (b) Lattice 

parameters from MLIP-MD at room temperature versus x (Li content). Literature values of single 

crystals (SC)[19] and Al-free powders[45, 46, 54, 130] are shown for comparison. 

4.4.3 Temperature Dependence of Self-diffusion 

Li diffusion was investigated by the incoherent density correlation function as introduced 

in Chapter 2.2, from which the residence time, jump length, and self-diffusivity (𝐷𝐿𝑖) could be 

extracted. Figure 28a-c summarizes the residence time, jump length, and self-diffusivity of Li5, 

Li6, Li6.5, Li6.75, and Li7 at the temperature range of 400 – 1200 K. In terms of self-diffusivity 

(Figure 28c), temperature dependence is roughly Arrhenius with activation energies (0.26 - 0.33 

eV), except for Li7, where the cubic (0.27 eV) and tetragonal (1.33 eV) phase have very different 

activation energies. Li5 has the highest diffusivity at high temperatures while Li6.5 has the highest 

diffusivity at low temperatures. Self-diffusivity is related to residence time (𝑡) and jump length (𝑙) 

as 𝑙2/(6𝑡). Figure 28b indicates that jump lengths have a narrow range of 1-3.5 Å, with shorter 

jumps at higher temperatures. The nearest neighbor tetrahedral and octahedral sites in lithium 

garnets are 1.5-2.5 Å[44]. The plot of residence time, the average time a Li spends on a site before 



61 

 

jumping to the next site, largely follows Figure 28c, as the jump length is relatively temperature 

insensitive.  

 

Figure 28  Inverse temperature dependence of (a) residence time, (b) jump length, and (c) self-

diffusivity of Li of Li5La3Ta2O12 (Li5), Li6La3ZrTaO12 (Li6), Li6.5La3Zr1.5Ta0.5O12 (Li6.5), 

Li6.75La3Zr1.75Ta0.25O12 (Li6.75), and Li7La3Zr2O12 (Li7). Solid lines are a guide to the eye and 

shades in (b) are the range of error. (d-e) Self-diffusivity as a function of inverse temperature for 

Li5 and Li6.5. Experimental data from pulse-field gradient NMR measurements of single crystal 

(SC)[21, 131, 132] and QENS measurements [44] are shown for comparison. 

To show a comparison of self-diffusivities between the results calculated from our MD 

simulations and that from the experiments, we plotted the results of Li5 and Li6.5 separately in 

Figure 28(d-e). A comparison for Li6 was shown previously in Figure 26a. Computed self-

diffusivity values are slightly lower than those from quasi-elastic neutron scattering (QENS) 

measurements[44] for Li5, while they are slightly higher than those from pulse-field NMR 

measurements[21, 131, 132] for single crystals of Li6.5. In Figure 28e, we also compared the 

normal and defect structure of Li6.5. Self-diffusivities of these two structures are almost the same 
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at high temperatures, e.g., 900 -1200 K, while the defect structure has noticeably lower diffusivity 

at low temperatures. 

4.4.4 Temperature Dependence of Ionic Conductivity 

Similar to the self-diffusivity plot, we present in Figure 29a the ionic conductivity of Li5, 

Li6, Li6.5, Li6.75 and Li7, and in Figure 29d-f the comparison to experiments. It is usually assumed 

an Arrhenius relation between ionic conductivity and reverse temperature from a limited 

temperature range, however, examination of our wide-temperature experimental measurement of 

ionic conductivities of Li6 and Li6.5 from this work, along with that from Stanje et al.[129] and Jin 

et al.[133] as in Figure 29d/e, clearly suggests a non-Arrhenius behavior.  Given this, we chose a 

common non-Arrhenius model, Vogel-Tammann-Fulcher (VTF) equation[134-136] with 𝜎 = 𝐴 ∙

𝑒𝑥𝑝 [−
𝐵

𝑇−𝑇0
], where 𝐴 is a pre-exponential factor, 𝐵 the artificial activation energy, 𝑇0 the Vogel 

temperature below which ions are not mobile. We applied the VTF fit to our MD data, except for 

Li7 where we applied the Arrhenius fit for the cubic (0.13 eV) and tetragonal (1.15 eV) phase 

separately. The transition temperature 𝑇0 is plotted in Figure 29b. Its values are below 200 K and 

decrease with increasing Li content, which suggests that higher Li content might lead to higher 

conductivity at low temperatures. If we extrapolate MD data through the VTF fit to lower 

temperatures, we can see they agree well with single crystal data from experiments, except for 

Li6.75. 
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Figure 29 (a) Ionic conductivity as a function of inverse temperature for Li5La3Ta2O12 (Li5), 

Li6La3ZrTaO12 (Li6), Li6.5La3Zr1.5Ta0.5O12 (Li6.5), Li6.75La3Zr1.75Ta0.25O12 (Li6.75), and 

Li7La3Zr2O12 (Li7). Solid lines are fitted to the VTF equation (except for Li7 where two Arrhenius 

fits are applied to the high and low temperatures). Error bars of Li6.75 and Li7 represent the ionic 

conductivity in the ab and c directions.  (b) Vogel temperature (T0) of different Li content. (c) 𝐻𝑅 

for the composition series. Solid lines are a guide to the eye. (d-f) Comparison of results from (a) 

and experimental values for Li6, Li6.5/Li6.5defect (Li5.88La3Zr1.5Ta0.5O11.69), Li6.75. Experimental 

values include  single crystal (SC)[19, 21, 129, 131], Al-free[51], and Al contaminated powders 

(through alumina crucibles)[133]. 

In Figure 29d, we also compared the Nernst-Einstein conductivity (𝜎𝑁𝐸) and (coherent) 

ionic conductivity of Li6. It shows that the coherent ionic conductivity is higher than the Nernst-

Einstein conductivity, which indicates the ionic motion is positively cooperated, i.e., ions moving 

together is faster than moving alone. This positive cooperation was called concerted in the studies 

of Li7[116, 137]. The Haven ratio is plotted in Figure 29c for all compositions, with values 

between 0.1 and 0.4. A Haven ratio of ~0.3 was reported by He et al.[137] (900 K) and Mottet et 

al.[138].  Temperature dependence of Haven ratio indicates a higher value (less cooperation) at 

higher temperatures. This is intuitive as it is expected that the thermal agitation tends to break the 
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atomic cooperation, which makes the atomic motion more independent. In Figure 29e, we 

compared the ionic conductivity of Li6.5 and Li6.5defect. Similar to the self-diffusivity comparison 

in Figure 28e, the ionic conductivity of normal structure is higher. 

4.4.5 Finite-size effects on Li-ion transport  

We further investigated the finite-size effect on self-diffusivity and ionic conductivity of 

Li6.5La3Zr1.5Ta0.5O12 at a temperature range of 800 -1200 K to examine if the results converged 

with respect to the supercell size. The initial cells of 1×1×1 (188 atoms) and 3×3×3 (5076 atoms) 

were adopted to compare with the current 2×2×2 (1504 atoms) structures. The comparison of the 

finite-size effect is displayed in Figure 30. It is found that 1×1×1 cell has higher values of ionic 

conductivity at 900 and 1200 K. The difference between 2×2×2 and 3×3×3 supercells at high 

temperatures is ignorable. Note that, the simulation time of 3×3×3 supercells are more than three 

times of 2×2×2 supercells, hence, considering the computational cost, we believe that the 2×2×2 

supercell is the best option. 

 

Figure 30 Finite-size effect on (a) self-diffusivity and (b) ionic conductivity for 1×1×1, 2×2×2, 

and 3×3×3 cells of Li6.5La3Zr1.5Ta0.5O12. 
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4.4.6 Composition Dependence  

To examine the composition dependence of diffusion, we plotted in Figure 31a the self-

diffusivity at 1200 K and 400 K to represent high and low temperatures, respectively. At 1200 K, 

the self-diffusivity decreases with increasing Li content, suggesting a vacancy mechanism. At high 

temperatures, each Li-ion has enough thermal energy to move around. However, as Li ions must 

move through a network of interconnected tetrahedral and octahedral sites, they will be competing 

for the vacant sites. At low temperatures, e.g., 400 K, Li ions do not have sufficient thermal energy 

so only some of them are moving around. Adding more Li will increase the overall Li-Li repulsion 

and initiate more Li to move, leading to overall increasing diffusivity with increasing composition. 

The composition dependence of ionic conductivity is shown in Figure 31b. It is worth 

noting that we could not detect Li conduction at 400 K for Li7 so MD simulation suggests the 

maximum conductivity at 400 K occurs at Li6.75. If we compare Figure 31b with Figure 21 

presented in the motivation for room temperature experimental values from various works of 

literature, we can see the overall composition dependence looks similar. The difference is the peak 

composition. For example, results from Buschmann et al.[46] indicate the peak composition is Li6. 

Yi et al.[51] showed that Li6.7 has the highest ionic conductivity. Inada et al.[48] found Li6.75 to be 

cubic and its ionic conductivity is lower than that of Li6.5. Matsuda et al.[54] reported the peak at 

Li6.6 and Li content 6.625 to 7 to be tetragonal. While these reports are all on polycrystalline 

samples, Kataoka et al.[19] synthesized single crystals and found Li6.2 to Li6.8 to be cubic with a 

peak conductivity at Li6.6. From the perspective of experiments, single crystals are probably 

preferred over polycrystals as they are less susceptible to the influence of density and grain 

boundary segregation (e.g., space charge layer). However, an arbitrary amount of Li excess had to 

be added to all these samples, which makes the composition used for conductivity measurement a 



66 

 

little ambiguous after an arbitrary amount of Li loss during the high-temperature processing. Our 

MD results suggest that Li loss, e.g., Li6.5defect, will decrease the ionic conductivity. Finally, 

experimental samples are also subjected to H2O and CO2 contamination to form LiOH and Li2CO3 

and it is reasonable to expect such contamination will be more severe when Li is more mobile, i.e., 

high Li content. Nonetheless, it is probably reasonable to argue the maximum conductivity occurs 

somewhere between 6.6 and 6.8 based on combined experimental and computational results. 

 

Figure 31 Composition dependence of (a) self-diffusivity and (b) ionic conductivity at 1200 and 

400 K. 

4.5 Conclusions 

In this chapter, we studied the diffusion and conduction of lithium garnet oxides LixLa3Zrx-

5Ta7-xO12 (x = 5, 6, 6.5, 6.75, and 7) with MD simulations based on a machine learning interatomic 

potential (MLIP). We found that this MLIP is approaching DFT accuracy in force error. It is more 

accurate than other commonly applied models such as Core, induced dipole (ID), and DFTB and 

predicts diffusion and conduction properties that agree with single crystal experimental data much 

better than the other three models, when using Li6La3ZrTaO12 as a model material. This MLIP also 

produces self-diffusivity and ionic conductivity values agreeing with experimental data across the 
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x composition range. Examination of computational and experimental ionic conductivities suggest 

that the temperature dependence is non-Arrhenius which can be fitted to a Vogel-Tammann-

Fulcher equation with Vogel temperature below room temperature. Examination of computational 

and experimental values together also suggests that the maximum room-temperature conductivity 

occurs between x=6.6 to 6.8 with the precise composition depending on Al/H2O/CO2 

contamination, Li loss, grain boundary, density, etc. 
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CHAPTER 5  Grain boundary contributions to Li-ion transport in Li7La3Zr2O12 

5.1 Motivation 

Like other oxide-based solid electrolytes, most of the synthesized lithium garnet samples 

are generally polycrystalline consisting of a large number of grains separated by grain boundaries 

(GBs). Although Li garnet oxides have been considered as one of the most promising solid 

electrolytes due to their chemical stability and high ionic conductivity, their practical application 

has been hindered by the GBs. After the first report of lithium garnet oxide Li5La3M2O12 (M=Nb, 

Ta)[39], there has been extensive research to improve its ionic conductivity.  

Experimentally, the ionic conductivity of Li garnet oxides is commonly measured using 

electrochemical impedance spectroscopy (EIS). Figure 32 shows a typical Nyquist plot of 

Li7La3Zr2O12 (named Li7 afterward) at 18 °C[139]. The left depressed semicircle in high frequency 

represents the bulk resistance (𝑅𝑏), the right one represents the GB resistance (𝑅𝑔𝑏), and the slope 

line represents the blocking effect of Au paste on the Li+ motion. The solid line represents the 

fitted data based on an equivalent circuit model of (𝑅𝑏𝑄𝑏)(𝑅𝑔𝑏𝑄𝑔𝑏)(𝑄𝑒𝑡), where  𝑄𝑏, 𝑄𝑔𝑏, and 

𝑄𝑒𝑡 are the constant phase element (CPE) contributions of 𝑅𝑏, 𝑅𝑔𝑏, and electrode. It is observed 

that the contribution of GB to the ionic conductivity is about 44 %, which highly reduces the total 

ionic conductivity of the material. This characteristic has also been found in some other oxide 

SEs[140-143].  

Even though only a few works have been done to study the effect of the GBs on the 

transport in Li7, there are some conflicting conclusions. Yu et.al. first performed MD simulations 

of three symmetric tilt GB structures using a Core model with IP based on Morse-type interactions 

derived from softBV bond valence[144]. Shiiba et al. also performed Core model MD simulations 

using Buckingham potential with partial charge[145]. In addition to the symmetric GBs, they also 
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studied GBs with mixed GB planes. Both of these two research groups found that GBs retard the 

Li+ diffusion. The difference is Yu et al. et al believe that higher energy GBs penalize the ionic 

conductivity to a greater degree whereas Shiiba et al. proposed the opposite conclusion. Recently, 

Gao et al. studied the GB effects via DFT-MD[146]. In contrast to both Yu and Shiiba et al., Gao 

et al. found that GB can also increase ionic conductivity. Based on the discrepancy, it is important 

and meaningful to employ our newly developed MLIP to study the GB contribution in the transport 

of lithium garnet oxides. 

 

Figure 32 Impedance plot of Li7La3Zr2O12 measured in air at 18 °C. The open circles are 

experimental values and the solid line represents the fitted data based on the equivalent circuit of 

(RbQb)(RgbQgb)(Qel)[139]. 

5.2 Computational details 

5.2.1 MLIP potential 

After comparing our MLIP-MD results with the experiments from the works of literature 

in Chapter 4, we have found that our newly developed MLIP provides reliable predictions for the 

properties of lithium garnet oxides, making it a valuable tool for further research, e.g., GB effect 

in lithium garnet oxides. It should be mentioned that the MLIP used in this chapter was trained 

from Li7 to study the GBs of Li7, named MLIP-Li7. The force error of MLIP-Li7 for each species 
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and all the atoms and virial error for all the atoms against DFT are shown in Figure 33. The force 

error of La, Zr, O, and Li is 0.11, 0.17, 0.10, and 0.05 eV/Å, respectively, with an overall error of 

0.10 eV/Å. The virial error is 0.19 GPa. The force and virial error are slightly smaller than the 

values of MLIP (0.11 eV/Å and 0.22 GPa, see Table 8) obtained from the training set of Li5, Li6, 

and Li7, suggesting the potential is reliable.  

 

Figure 33 The comparison of atomic forces and cell virials between MLIP-Li7 (scatter points) 

against DFT (black lines) for Li7La3Zr2O12. 

To test the performance of MLIP-Li7, we used it to run MD simulations of Li7 within NPT 

ensembles and compared the lattice parameters with the results obtained from MLIP presented in 

Chapter 4, as shown in Figure 34a. There is a negligible difference in the values and the same 

tetragonal-cubic phase transition temperature, which is around 1000 K. Note that, in Chapter 4, we 

performed NVE instead of NVT ensemble, therefore we conduct NVT ensemble using both 

potentials and extracted the ionic conductivity of Li7, as shown in Figure 34b. It can be seen that 

the values are almost identical, the ionic conductivity decreases dramatically as a tetragonal phase, 
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and the activation energy of MLIP-Li7 is 1.24 and 0.15 for the tetragonal and cubic phases, 

respectively, which are very close to the values of MLIP. This confirms that MLIP-Li7 is reliable 

and appropriate to be applied to study the GB effect on the transport of Li7. 

 

Figure 34 (a) Lattice parameter and (b) ionic conductivity of Li7La3Zr2O12 extracted from MLIP 

and MLIP-Li7 based MD trajectories. 

5.2.2 GB structure construction 

The initial GB structures were constructed using the software Materials Studio. Three 

symmetric tilt grain boundary geometries with low-order coincidence site lattices (CSL), i.e., Σ

1(110), Σ3(112), and Σ5(310), have been studied for Li7. The selection of symmetric tilt GBs 

studied in this work was based on the low-energy GB orientation in BCC metals [147, 148]. As 

symmetric GB is a special case in the plane defect, for comparison, we have also studied the mixed 

GB structure formed by planes (110) and plane (211) (named mixGB(110)(211) afterward). The 

structural parameters of all the GB structures studied in this chapter are listed in Table 9. Figure 

35 illustrates the initial structures of the GB models using relatively smaller structures. As Zr 

occupies the BCC-type sublattice, each model was provided with a structure that only contains Zr 

atoms to illustrate the coincident-site nature of the GB model. It can be seen that there are two GB 
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planes in each GB structure, one is in the center of the structure along the a-axis, and the other one 

is at the a-axis’s boundary.  

Table 9 Lattice parameters, number of atoms, and number of formula units of each GB structure. 

Structure model a (Å) b (Å) c (Å) No. of atoms No. of unit cells of Li7 

Σ1(110)-4nm 73.95 26.21 18.54 3072 16 

Σ3(112)-3nm 64.13 37.07 22.70 4608 24 

Σ5(310)-4nm 84.94 26.21 41.44 7680 40 

mixGB(110)(211)-3nm 69.70 24.46 37.07 5376 28 

Σ3(112)-5nm 96.23 37.07 22.70 6912 36 

Σ3(112)-10nm 192.54 37.07 22.70 13824 72 

Σ1(110)-9nm 185.16 26.21 37.07 15360 80 

Σ5(310)-8nm 165.77 26.21 41.45 15360 80 

mixGB(110)(211)-9nm 191.00 24.46 37.07 14592 76 
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Figure 35 Initial structures of three symmetric tilt GBs, i.e., (a, c) Σ1(110), (b, d) Σ3(112), and (e, 

g) Σ5(310), and one mixed GB structure, i.e., (f, h) mixGB(110)(211). As Zr occupies the BCC-

type sublattice in Li7La3Zr2O12, (a, b, e, and f) show the GBs with only Zr atoms. The GB interfaces 

are guided by the dotted lines. There are two GB planes in each GB structure, one is in the center 

of the structure along the a-axis and one at the a-axis’s boundary. 



74 

 

5.2.3 MD simulations 

The training data is collected from DFT-MD trajectories of Li7 with energy, force, and cell-

virial, therefore the potential will be named MLIP-Li7 afterward to differentiate from the MLIP 

trained from the reference data set of Li5, Li6, and Li7 in Chapter 3. Details of training can be found 

in Chapter 4. Geometry optimization and MD simulations were both performed using LAMMPS. 

MD simulations were conducted in the temperature range of 700 - 1200 K. NPT ensemble 

simulation was performed to obtain the lattice parameters. The timestep was 1 fs, thermostat and 

barostat relaxation time were set to 0.1 and 0.5 ps, respectively. The NVT ensemble was performed 

to extract the transport behavior. The trajectory length is from 100 ps – 20 ns depending on the 

temperature. 

5.3 Results and discussions 

5.3.1 Grain boundary energy 

After the geometry optimization, we performed NPT of GB structures at a temperature 

range of 700 – 1200 K and calculate the GB formation energy. The evolution of the total energy 

of each GB structure at different temperatures is shown in Figure 36. The average of the 

equilibrate states was used to calculate the GB formation energy at this temperature.  

Figure 37 summarized the GB formation energies as a function of temperature for both 

symmetric and asymmetric GB structures. It can be seen that the fluctuation of each GB structure 

at different temperatures is very small. The mixed GB structures exhibit 2 – 3 times higher GB 

formation energy than the symmetric GB structures. For symmetric GBs, Σ3(112) has the lowest 

GB energy while Σ5(310) has the highest GB energy, which is consistent with the results from the 

classic IP model simulations[144, 145].  



75 

 

 

Figure 36 Total energy evolution of GB structures Σ1(110), Σ3(112), Σ5(310) and 

mixGB(110)(211) at a temperature range of 700 - 1200 K.  

 

Figure 37 GB energy as a function of the temperature for both symmetric and mixed GB structures. 

The literature values from Yu[144], Shiiba[145], and Gao[146] are shown for comparison.  
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5.3.2 Grain boundary composition 

In order to compare the properties between the GB and the bulk regions in the GB structures, 

we performed MD simulations using the larger cell for each GB structure shown in Table 9. 

Figure 38 compares the nominal composition and the average composition from NVT 800 K for 

each GB structure. We divided the supercells into several bins along the a-axis (normal to the GB 

plane) and calculated the number of each species in each bin. For symmetric GBs, the average 

number of Zr in each bin is still the same, whereas the average composition of La is different in 

different GBs, i.e., uniform in Σ3(112) but reduced in the GB region of Σ1(110) and Σ5(310). In 

addition, the number of Li and O reduces in the vicinity of the GB compared to the bulk region for 

all the GBs, forming an ‘M’, suggesting that there is a reduction of Li and O at the GBs. The 

reduction of Li population at the GBs suggests that Li deficient sites formed at the GB. This is 

consistent with the observation from Shiiba et al. [145] who also calculated the population of Li 

atoms at the GB and believed that the trapping Li vacancies formed at the GB[145]. However, it 

is different from the calculation from Yu et al.[144] as they found there is Li and O accumulation 

at the GBs and suggested that the cosegregation of Li and O forms a new phase of Li2O[144].  Gao 

et al. calculated the Li interstitial formation energy using DFT-MD and also found there is Li 

accumulation at the GBs[146]. On the other hand, for mixed GB structure mixGB(110)(211), Li 

and O atoms tend to accumulate in the bulk of grain (211).  
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Figure 38 Atom numbers of Li, La, Zr, and O as a function of position normal to the GB plane (a-

axis). The light solid gray lines represent the nominal composition and the colorful dashed lines 

with symbols represent average structures at 800 K.  

5.3.3 Charge 

With the obtained composition in Figure 38 and the DDEC6 charge in Table 6, we 

calculated the average charge in each bin for GB structures at 800 K. Both Σ3(112) and Σ5(310) 

exhibit charge accumulation at the GBs, the width of this space charge area is around 3 nm. 

However, this characteristic has not been found in Σ1(110) and mixGB(110)(211), where the space 

charge region spans the whole cell. 
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Figure 39 Average charge as a function of position normal to the GB plane (x-axis) of MD 800 K 

for GB-containing structures. 

5.3.4 Ionic conductivity 

For ionic conductivities, we first studied the grain size effect by comparing three different 

grain sizes of the Σ3(112) model. The grain length along the b and c axis (along the GB plane) are 

the same, whereas it is different along the a-axis (normal to the GB plane), which are 3.21, 4.81, 

and 9.63 nm named as 3, 5, and 10 nm, respectively (see Table 9). Figure 40 compares the ionic 

conductivity of these three models with the bulk Li7 in two perpendicular directions separately. 

Again, crystal Li7 has a tetragonal-cubic phase transition at 1000 K. Above this temperature, the 

ionic conductivities of the GB structures are lower than that of the bulk, while under this 

temperature, it is vice versa. Based on the width of GB area (as shown in the density map later) 

and the ionic conductivity of bulk Li7 from Figure 34, we calculated the local ionic conductivity 
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of Σ3(112) of different grain size at 1000 K, as shown in Figure 40c. It indicates that the grain size 

has a significant effect on the behavior of GBs with respect to Li-ion transport. The GB structure 

with the biggest grain size behaves more like the bulk material in both directions, confirming that 

GB models with small grain sizes overestimate the GB effect of the Li-ion transport in the material. 

 

Figure 40 Ionic conductivity as a function of the temperature of different grain sizes of Σ3(112). 

(a) normal to and (b) along the GB plane. (c) ionic conductivity as a function of grain size.  

Figure 41a-d shows the ionic conductivity of different GB structures along and normal to 

the GB plane. The smallest cell size for each GB structure in Table 9 was used to clearly see the 

GB effect. It can be seen that Σ3(112) exhibits obvious anisotropic characteristics especially when 

temperature decreases. The ionic conductivity normal to the GB plane is much lower than that 

along the GB plane, and it is almost four times lower at 700 K. This observation is consistent with 

the analysis from Yu et al.[144] and Shiiba et al.[145] while completely opposite to the conclusion 

from Gao et al. where Σ3(112) exhibits a high intergranular diffusion[144]. Σ1(110) exhibits 

similar behavior with a small difference between these two perpendicular directions. However, 

Σ5(310) shows an almost isotropic characteristic at high temperatures, and interestingly, the ionic 

conductivity normal to the GB plane is even slightly lower. For the mixGB(110)(211), it shows an 

anisotropic behavior with lower ionic conductivity normal to the GB plane. Figure 41e-f compared 

the ionic conductivity of each GB structure normal to the GB plane and along the GB plane, 
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respectively. First, the mixGB(110)(211) exhibits an obviously lower ionic conductivity at high 

temperatures in both directions, and it is vice versa at low temperatures. For symmetric GBs, the 

conductivity normal to the GB plane increases with increasing GB energy, i.e., Σ3(112) to Σ1(110) 

and to Σ5(310).  There is no direct correlation between conductivity along the GB plane with the 

GB energy, but Σ5(310) shows the smallest value. 

Figure 41g compared the average ionic conductivity of different GB structures with the 

bulk. For symmetric GBs, there is a kink between 900 and 1000 K. At the temperature range of 

1000 – 1200 K, the ionic conductivities of all the GB structures are smaller than the bulk, 

suggesting that the ionic conductivity degrades at the GBs in the cubic phase. At the temperature 

range of 700 – 900 K, the ionic conductivities of all the GB structures are higher than the bulk, 

suggesting that the existence of GB changes the transport properties in the tetragonal phase. The 

activation energies of Σ3(112), Σ1(110), and Σ5(310) at high temperatures are 0.26, 0.17, and 0.20 

eV, respectively, which are all higher than the bulk (0.15 eV), while activation energies at low 

temperatures are 0.63, 0.70, and 0.51 eV, respectively, which are lower than the bulk (1.24 eV). 

The activation energy difference between high and low temperatures is not observed in the 

literatures, and therefore only one value of activation energy was presented for each GB structure, 

as listed in Table 10. Interestingly, the ionic conductivity of mixGB(110)(211) shows an Arrhenius 

behavior with an activation energy of 0.29 eV. Overall, for symmetric GBs in the cubic phase, the 

higher the GB formation energy, the higher the ionic conductivity and smaller activation energy, 

and vice versa. This is consistent with the conclusion from Shiiba et al.[145] but opposite to that 

from Yu et al.[144, 145]. 
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Figure 41 Comparison of ionic conductivity between normal to and along the GB plane for GB 

structures (a-d) Σ1(110), Σ3(112), Σ5(310), and mixGB(110)(211). (e-f) Comparison of ionic 

conductivity among different GB structures normal to and along the GB plane, respectively. 

(g)Comparison of average ionic conductivity of each GB structure with bulk material. Solid lines 

are Arrhenius fit. Error bars of the bulk structure represent the ionic conductivity in the ab and c 

directions in the tetragonal phase. 

Table 10 Activation energy, Ea (eV), of current work and literatures [144-146]. Activation 

energies of high T are calculated from 1000 – 1200 K for all the structures, and of low T from 700 

– 900 K for the GB structures and 800 – 1000 K for the bulk. The GB energy was obtained by 

averaging over 700 – 1200K. 

Structures GB energy (J/m2) 

Current work 

Yu (Core) Shiiba (Core) Gao (DFT) 
High T Low T 

bulk — 0.15 1.24 0.52 0.18 0.25 

Σ1(110) 0.74 0.17 0.70 — 0.32 0.49 

Σ3(112) 0.63 0.26 0.63 0.52 0.41 0.20 

Σ5(310) 1.05 0.20 0.51 0.64 0.31 — 

mixGB(110)(211) 2.23 0.29 — — — 

 

5.3.5 Nuclear density map 

Figure 42 and Figure 43 show nuclear density maps of Li-ions with an isosurface level of 

0.2 Å-3 viewed from along the GB plane (i.e., along the b-axis) of different GB structures at 

temperatures of 1000 and 800 K, respectively. These maps provide a visualization of the pathway 
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of atoms by dividing the supercell into voxels with a length of roughly 0.1 Å and calculating the 

probability density of each type of atom in each voxel. The figures show that the GB structures 

exhibit different characteristics in the vicinity of the GB compared to the bulk area. The widths of 

the GB area of Σ1(110), Σ3(112), Σ5(310), and mixGB(110)(211) at 1000 K are approximately 

1.61, 1.22, 1.86, and 1.89 nm, respectively, as indicated by the black dash frame. These widths are 

consistent with the results from Tenheff et al.[149], who synthesized Li7 pellets using the hot-

pressed technique and observed a grain boundary width of ~2 nm in pellets with a relative density 

of 98% and a grain size of 5 μm. According to Figure 43, all the GB structures exhibit a more 

discontinuous network for Li in both GB and the bulk areas due to the lower thermal energy at 800 

K compared to 1000 K. Moreover, the width of the GB area at 800 K is slightly longer than that at 

1000 K, which is around 2 nm. 

The first two GBs, Σ1(110) and Σ3(112), show a clear discontinuity along the a-axis 

(normal to the GB plane), implying that the ionic conductivity in this direction is low, which could 

be attributed to the fact that Li-ions require high energy to diffuse across the GB plane. 

Consequently, the overall ionic conductivity in the GB region is reduced. This behavior is 

illustrated in Figure 41a-b and Figure 41d. On the other hand, Σ5(310) exhibits a discontinuity 

along both the a- and c-axes, which explains the relatively small difference in ionic conductivity 

along and normal to the GB plane, as shown in Figure 41c. Finally, mixGB(110)(211) also 

displays a discontinuity along the a-axis, which suggests that the ionic conductivity in this direction 

is low as well, leading to reduced overall ionic conductivity in the GB region, as shown in Figure 

41f. 
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Figure 42 Li nuclear density map of (a-d) Σ1(110), Σ3(112), Σ5(310), and mixGB(110)(211) 

derived from MD trajectories at 1000 K with an isosurface level of 0.2 Å-3.  
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Figure 43 Li nuclear density map of (a-d) Σ1(110), Σ3(112), Σ5(310), and mixGB(110)(211) 

derived from MD trajectories at 800 K with an isosurface level of 0.2 Å-3. 
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5.3.6 Self-diffusivity 

Figure 44 compares the self-diffusivity of Li-ions in bulk Li7 and GB-containing structures 

at 1000 K. The figure uses boxplots to illustrate the range, median, and quartiles of diffusivity 

values, with the boxes representing the interquartile range (IQR) and the whiskers extending to the 

minimum and maximum values that fall within 1.5 times the IQR. The black boxes represent the 

average diffusivity in the a, b, and c directions, while the green and orange boxes represent the 

diffusivity along and normal to the GB plane, respectively. Outliers beyond the range of 1-99% 

values are marked with open circles. 

 

Figure 44 Boxplots of Li-ion self-diffusivity of bulk Li7La3Zr2O12 and GB-containing structures 

at 1000 K.  

The figure shows that the bulk Li7 has the highest average self-diffusivity, which is 

expected since there are no GBs to hinder the movement of ions. In contrast, the mixGB(110)(211) 

structure has the lowest average self-diffusivity and a larger range of box and whisker compared 

to the symmetric GB structures. Among the symmetric GB structures, Σ3(112) shows a longer 

whisker than the other two, suggesting a wider range of self-diffusivity values. The diffusivity 
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normal to the GB plane has a larger range and longer whisker compared to that along the GB plane, 

and the average diffusivity normal to the GB plane is generally smaller than that along the GB 

plane, except for Σ5(310). This observation is consistent with the conclusion drawn from Figure 

41, which showed that Σ1(110) and Σ3(112) exhibit anisotropic diffusion, while Σ5(310) exhibits 

isotropic diffusion. 

Figure 45 shows the scatter plots of structures extracted from MD trajectories over a time 

period of 2 ns at a temperature of 1000 K for the fastest and slowest 0.5% Li ions in terms of 

average diffusivities shown in Figure 44. In the case of symmetric grain boundaries, the slowest-

moving Li-ions appear to be confined to the boundary itself, while the fastest-moving ions are 

located in the bulk area and move around freely. However, in the case of mixed GBs, the behavior 

of the Li-ions appears to be dramatically different. Specifically, the fastest-moving 0.5% of ions 

are found exclusively in one type of grain (211), while the slowest-moving 0.5% of ions are found 

exclusively in another type of grain (110). This is likely to be related to reduced Li content in the 

(110) grain shown in Figure 38.  

 

Figure 45 Scatter plots of structures extracted from the MD trajectories over 2 ns at 1000 K for 

the fastest and slowest 0.5% Li-ions. 
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5.4 Conclusions 

In this chapter, the effects of GB on lithium garnet oxide Li7La3Zr2O12 were 

comprehensively studied. It was found that the existence of GBs significantly affects the 

composition and Li+ transport behavior in the vicinity of GBs regardless of the grain orientation 

and GB types. Firstly, the GB effect is strongly associated with the grain size, the GB-contained 

structures act more like bulk materials as grain size increases. Secondly, it shows that the GB effect 

depends on the crystal phase of the lithium garnet oxide. At high temperatures the bulk of Li7 is a 

cubic phase, the structure with the high GB formation energy delivers lower ionic conductivity. 

Especially, the ionic conductivity is significantly reduced at randomly mixed GBs compared to 

symmetric GBs. However, at low temperatures the bulk of Li7 is a tetragonal phase, the existence 

of the GB changed the ordered structure in the bulk area and increased the total ionic conductivity 

of the structure.  



88 

 

CHAPTER 6  Dissertation conclusions and future work 

6.1 Dissertation conclusions 

Lithium garnet oxides are a family of promising candidates for all-solid-state Li-ion 

batteries. In this thesis, we studied Li-ion self-diffusion and coherent ionic conduction of 

LixLa3Zrx-5Ta7-xO12 (x=5-7) using MD simulations. We applied several IP models including Core, 

CS, ID, and MLIP models as well as a DFTB model. The DFTB model has high accuracy but is 

still too slow to study complex systems with thousands of atoms. Overall, we think the ID model 

combined with the force-matching approach is the most advanced physical IP model as it includes 

the polarization through atomic polarizability and takes from first-principles results as the input. 

On the other hand, MLIP is a pure mathematic model approaching DFT accuracy in force error. 

Both of these two models can study the lithium garnet oxides and even complex GB systems, in 

the meanwhile, they are 2 to 3 orders of magnitude faster than DFT. 

In terms of which composition has the maximum ionic conductivity, there are some 

different conclusions in experimental works, which could be induced by the contamination of the 

sample from the alumina crucible, low relative density, grain boundary defects in the 

polycrystalline, and uncertainty of the composition from arbitrarily amount of extra Li added to 

compensate for the Li loss in the preparation process. However, there is no such issue in 

computational simulations, which enables the accuracy of the results. Our MLIP-MD simulations 

reveal that the maximum room-temperature conductivity occurs between x=6.6 to 6.8. Besides, 

temperature-dependent ionic conductivity shows the Vogel-Tammann-Fulcher (VTF) equation 

should be used to fit the data and extract the ionic conductivity at room temperature instead of the 

Arrhenius fit.  
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As most of the samples are polycrystalline, the effect of grain boundary is significantly 

important, and in-depth research is imperative. According to the GB models we built, including 

both symmetric and mixed ones, the Li-ion migration is hindered at the GBs despite the type of 

GBs at high temperatures for Li7 where the bulk material is a cubic phase. Specifically, the mixed 

GB with higher GB formation energy penalizes Li-ion conduction more than the symmetric GBs 

with lower GB formation energies. Our model also reveals that the contribution of GB in Li-ion 

transport along and normal to the GBs is dependent on the type of grain orientation. Besides, the 

grain size plays an important role in the conductivity too, the bigger the grain size the higher the 

ionic conductivity.  

6.2 Future work 

Due to the cubic-tetragonal phase transition of Li7, it is virtually impossible to study the 

GB influence in Li7 at room temperatures through MD simulations directly. Based on our MD 

simulations, Li6.5 is a cubic phase and has relatively higher ionic conductivity in lithium garnet 

oxide families, thus it is essential to study the GB influence on the ionic conductivity of Li6.5 under 

the guidance of our preliminary work of Li7. 

In this thesis, we studied the diffusion and conduction in lithium garnet oxides at the 

temperature range of 400 – 1200 K through MD simulations and extrapolate the ionic conductivity 

at low temperatures using VTF equation. However, there is another method can be tried to 

investigate the dynamics of Li-ions at low temperatures directly, i.e., kinetic Monte Carlo, which 

approximates the transport of Li-ion as a sequence of discrete ‘hops’ between distinct lattice 

sites[150].   

As lithium garnet oxides are electrochemical stable with Li metal which enables the Li 

metal to be used as a negative electrode, the computational study of the interface between the 
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garnet/Li metal has attracted much attention[151-153]. However, as far as we know, there is no 

report of the study using MLIP, which makes it worth using our MLIP model to study the interface 

properties. 
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