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ABSTRACT

This work considers the computationally challenging problem of optimizing systems of

broadband electromagnetic (EM) devices fed by strongly non-linear circuits. Traditionally,

fine-tuning this system would require self-consistent fully coupled analysis of the EM-circuit

network in the time domain. Optimization is then dependent on the cost of repeatedly

evaluating the tightly-integrated broadband device and strongly non-linear connected

circuit.

A novel method for transient port parameter extraction enables a circumvention of

this computational cost. It constructs a reduced-order EM-circuit representation in which

the equivalent EM model is circuit-agnostic. This method of port extraction has been

demonstrated to produce equivalent results to that of self-consistent analysis. The circuit-

agnostic approach is amenable to any optimization framework given the EM system

is invariant. An optimization scheme is developed for application to tightly-coupled

broadband EM and non-linear circuit systems that is otherwise untenable with a self-

consistent coupled method.

This work demonstrates the use of a genetic algorithm to optimize such a system.

The optimization scheme is applied to both linear and non-linear circuit systems for

objectives including reflection coefficient minimization, reduction of distortion in a non-

linear amplifier feeding a broadband antenna, and reverse beam-steering for an array with

time-varying incident interference.
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CHAPTER 1

INTRODUCTION AND BACKGROUND

1.1 Introduction

Simulation of full-wave electromagnetic (EM) systems attached to non-linear circuits is

highly desirable for high-frequency radio frequency (RF) device design. As advances in RF

design permit fabrication of components with rapidly decreasing feature size and higher

operating frequencies along with tighter integration of components, characterization of

coupling effects early in the design process is essential [1, 2].

Combining broadband EM devices with strongly non-linear circuits necessitates ana-

lyzing the system in time domain. These tightly-coupled systems are traditionally solved

self-consistently. Using a frequency domain approach such as harmonic balance is not

feasible for these systems due to the broadband excitation and secondary as well as

higher-order harmonics generated due to the inclusion of strongly non-linear elements

in the circuit system. RC extraction is another method which may be considered, but it

does not sufficiently include the effects of EM and circuit systems that are tightly coupled

in their operating bands. A Schur complement approach can be used to extract port

parameters for analysis of linear and weakly non-linear circuits and EM systems [3]. The

Schur complement approach is circuit-agnostic and computationally efficient as the number

of ports is smaller than the number of spatial degrees of freedom. While this is usually

the case, this method is incompatible with strongly non-linear systems. A similar method

is desirable for tightly-coupled transient analysis. Computing the numerical impulse

response in time domain is known to have instabilities associated with deconvolution [4]. A

novel approach for transient port parameter extraction in time domain has been developed

which obtains results that are equivalent to the solution of a self-consistent method [5, 6].

In transient port parameter extraction, the EM system is circuit-agnostic. Given the
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EM domain remains unchanged, the port response remains unchanged and can be reused

within circuit solving methods while the circuit components and configurations are varied.

This system is amenable to optimization by modification of the circuit system feeding a

fixed EM device.

Self-consistent solution methods for a tightly-coupled broadband EM system fed by

non-linear circuits involves an iterative process to converge the non-linear components to a

desired tolerance. The iterative process involves multiple inversions of the fully coupled

EM-circuit matrix for each time-step. Optimization of these systems becomes prohibitively

expensive and is unrealizable when using a fully coupled method. With port extraction,

this becomes tenable as the matrix being inverted includes just the non-linear circuit system

and port response rather than the EM system (e.g., a much lower number of degrees-of-

freedom then the full-wave EM portion). Characterizing the broadband EM device in

terms of a port response with port extraction in time domain allows for investigation into

optimization of these systems. The key contributions of this thesis are as follows: (1)

the development and incorporation of an optimization scheme for tightly-coupled EM

and non-linear circuit systems is detailed, (2) the scheme is applied to both linear and

non-linear EM-circuit systems, and (3) optimization using port extraction is utilized for

a case of adaptive inference cancellation to demonstrate application to mitigation of EM

interference.

1.2 Problem Statement

A system consists of a radiating object contained within a computational domain

ΩEM ∈ R3, with 𝑁𝑝 ports each connecting to a lumped circuit system. The circuit system

consists of tunable components producing coupling currents JCKT(r, 𝑡) across the ports to

excite the EM system. Voltage sources within the circuit system are causal and band-limited

between some 𝑓𝑚𝑖𝑛 and 𝑓𝑚𝑎𝑥 . This analysis enables self-consistent solving for the electric

and magnetic fields as well as voltage and currents within each component of the circuit
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system.

Consider the definition of a vector of design variables 𝓔 which resides entirely within

the tunable circuit system, and some non-linear function 𝑓 (𝓔) dependent on the EM and

circuit systems. It is important to distinguish that the design space of this problem excludes

the EM system itself, which shall remain invariant. Using a problem-specific constraint 𝑑,

we define a cost function 𝐽(𝓔) to minimize:

𝐽(𝓔) = |𝑑 − 𝑓 (𝓔)| (1.1)

Our goal is to utilize this cost function to optimize behavior of EM-circuit networks

containing non-linear circuit components through exclusively modifying the circuit system.

1.3 Mixed Finite Element Method

The mixed finite element method (MFEM) is chosen for this work. MFEM is based

upon finite element approximations for a system of partial differential equations, where a

continuous domain is represented using a mesh containing a set of discrete points. Using

a method such as finite-difference time-domain (FDTD) requires using a step size limited

by the size of the mesh cells. For high-frequency simulations, this step size becomes very

short due to the minimum physical dimension. The advantage of utilizing MFEM and

the flexibility in usable time-step size will later contribute to the feasibility of this work.

Working with a large number of steps will become untenable, and using MFEM prevents

the time-step size from becoming an impediment.

The finite element method (FEM) was originally utilized outside of electrical engineering

applications [7]. The first uses of it for electromagnetic devices included investigations

into waveguides and cavities in the 1960s [8, 9]. Within FEM, a domain is divided into

non-overlapping cells to create a mesh. This mesh is defined by nodes, edges, faces, and

cells. To recreate some quantity within the domain, such as electric or magnetic fields, the

quantity must be discretized. This discretization is dependent on the number of nodes,

edges, faces, or cells, as well as a a basis set. Vector quantities can be approximated using
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equation (1.2a) for some vector basis set s𝑖(r), and scalar quantities with equation (1.2b) for

some scalar basis set 𝑔𝑖(r).

X(𝑡 , r) ≈
𝑁∑
𝑖=1

𝑥𝑖(𝑡)s𝑖(r) (1.2a)

𝑌(𝑡 , r) ≈
𝑁∑
𝑖=1

𝑦𝑖(𝑡)𝑔𝑖(r) (1.2b)

This discretization generates a sparse system of equations to work with based on

the defined mesh. For application to electromagnetic problems, relevant equations and

relations must first be defined. The electric field E(r, 𝑡) and magnetic flux density B(r, 𝑡)

obey Maxwell’s equations.

∇ × E(r, 𝑡) = −𝜕B(r, 𝑡)
𝜕𝑡

(1.3a)

∇ × H(r, 𝑡) = 𝜕D(r, 𝑡)
𝜕𝑡

+ J(r, 𝑡) (1.3b)

∇ · B(r, 𝑡) = 0 (1.3c)

∇ · D(r, 𝑡) = 𝜌(r, 𝑡) (1.3d)

The electric field and magnetic flux density are related through constitutive parameters

to the electric flux density and magnetic field.

D(r, 𝑡) = 𝜀E(r, 𝑡) (1.4a)

B(r, 𝑡) = 𝜇H(r, 𝑡) (1.4b)

The permittivity and permeability are 𝜀 = 𝜀0𝜀𝑟 and 𝜇 = 𝜇0𝜇𝑟 respectively, where 𝜇0 and

𝜀0 are defined as 1/√𝜇0𝜀0 = 𝑐 for 𝑐 being the speed of light. The relatively permittivity 𝜀𝑟

and relative permeability 𝜇𝑟 are assumed equal to one in this work unless otherwise noted

for dielectric substrates. The electric and magnetic fields obey the boundary conditions

between two distinct regions.
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𝑛̂ × (E1(r, 𝑡) − E2(r, 𝑡)) = 0 (1.5a)

𝑛̂ × (H1(r, 𝑡) − H2(r, 𝑡)) = J𝑠(r, 𝑡) (1.5b)

𝑛̂ · (D1(r, 𝑡) − D2(r, 𝑡)) = 𝜌𝑠(r, 𝑡) (1.5c)

𝑛̂ · (B1(r, 𝑡) − B2(r, 𝑡)) = 0 (1.5d)

The continuity equation must likewise be satisfied.

𝜕𝑡𝜌(𝑡 , r) = −∇ · J(𝑡 , r) (1.6)

Next, a FEM scheme is needed which can self-consistently solve for the fields within the

domain ΩEM. Initially, applications of FEM to do this used scalar basis functions defined

about the nodes of the mesh. Extending this to the vector wave equation results in spurious

modes due to not properly satisfying Gauss’ Law and boundary conditions [10]. A variety

of approaches were developed to remedy this [11, 12, 13]. One method incorporates

vector basis functions [14, 15]. The basis sets were proposed in [16] and satisfy tangential

continuity at element boundaries. This satisfies boundary conditions for fields in equation

(1.5a) without violating the boundary conditions for fluxes in equation (1.5d). This system

enables accurate results with the vector wave equation and Maxwell’s equations, opening

investigation into many EM applications [17, 18, 19, 20, 21]. By introducing an additional

basis function with normal continuity across cell faces to solve equations (1.3a) and (1.3b),

the mixed finite element method is created [22, 23, 24, 25]. This method is used throughout

this work.

1.4 Modified Nodal Analysis

MNA Formulation

The circuit system is solved using the SPICE-like Modified Nodal Analysis (MNA)

method [26]. The circuit is represented in a nodal matrix by applying Kirchoff’s current
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law to non-reference nodes and Kirchoff’s voltage law to independent loops. The sole

reference node is typically selected as ground. When applied to the corresponding nodes

and loops in the circuit, this generates a set of equations describing the system:

YXCKT(𝑡) = fCKT(𝑡) + fCKT
𝑛𝑙

(XCKT, 𝑡) (1.7a)

XCKT(𝑡) = ©­«
VCKT(𝑡)

ICKT(𝑡)
ª®¬ (1.7b)

where Y is the admittance matrix, and VCKT(𝑡) and ICKT(𝑡) refer to the nodal voltages and

branch currents respectively. These are contained within the forcing vector XCKT(𝑡), and

the excitations due to linear and non-linear components are represented by fCKT(𝑡) and

fCKT
𝑛𝑙

(XCKT, 𝑡). If there are no non-linear components, the non-linear contribution to the

right-hand side is zero and XCKT(𝑡) can be directly solved for at each time-step by inverting

the admittance matrix Y.

If non-linear components are present, an iterative method must be used to solve for

XCKT(𝑡) at each time-step. The MNA system can be solved using a method like the Newton-

Raphson method, as done in [27]. A non-linear solver tolerance is set before simulation

and an initial guess is made for XCKT(𝑡). The admittance matrix Y is inverted and the

dot product taken with the right-hand side vectors. The voltage across the non-linear

components is taken from the result, and the norm is calculated between this and the

corresponding voltage in the initial guess. The solution approximation is updated using an

appropriate non-linear iterator and the iterative process is repeated until the norm between

the approximation and the solve is below the set tolerance.

Within both a linear and non-linear MNA solve, Y is inverted. When non-linear

components are included and the solve is repeated within an iterative method until the set

tolerance is met, this inversion of Y is significant. It may take thousands of iterations, and

subsequently thousands of matrix inversions, to converge the non-linear values to the set

tolerance. A process reliant on many inversions of a large matrix Y within each time-step
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can quickly become computationally infeasible. This point is critical for later discussion of

EM-circuit simulation.

MNA Stamps

Applying the KVL and KCL conditions results in each lumped component in the circuit

adding to Y in the form of regular matrix ’stamps’. This name refers to the standardized

formatting approach to adding in, or ’stamping’, the contributions and relations for each

component into the nodal matrix. These can be derived for the specific time basis functions

used to evolve the system in time. Thus, if 𝑁𝑐 is the number of components in the system,

the admittance matrix Y can be written as

Y =

𝑁𝐶∑
𝑖=1

𝑀𝑖 (1.8)

where 𝑀𝑖 refers to the aforementioned stamp for the 𝑖th lumped element.

Constructing Y requires applying Kirchoff’s voltage law to independent loops. For each

component, the first and second rows of the stamp are set by the chosen current reference

direction. The last column of the first and second rows correspond to the ’positive’ and

’negative’ nodes based on the reference direction taken. The last row is comprised of

admittance information, which changes based on the component.

Determining stamps for circuit components with differential voltage-current relations,

such as capacitors and inductors, requires discretization of the differential relation. It is

necessary to start with the basic differential equations representing these components.

𝐼𝐶(𝑡) = 𝐶
𝑑𝑉𝐶(𝑡)
𝑑𝑡

(1.9a)

𝑉𝐿(𝑡) = 𝐿
𝑑𝐼𝐿(𝑡)
𝑑𝑡

(1.9b)

A third-order backwards differentiation formula is used to represent the differential

voltage-current relation. In this formula, ℎ is the step size, 𝑛 represents the step, 𝑡𝑛 is the

7



current time-step, and 𝑦𝑛 is the voltage or current value at time-step 𝑡𝑛 [28].

6
11 ℎ𝑦

′(𝑡𝑛+3) =
6
11 ℎ 𝑓 (𝑡𝑛+3, 𝑦(𝑡𝑛+3)) = 𝑦𝑛+3 −

18
11𝑦𝑛+2 +

9
11 𝑦𝑛+1 −

2
11𝑦𝑛 (1.10)

The resulting representation is included within the respective element stamps below.

The stamps corresponding to the components used in the rest of this work are specified

next. Consider 𝑀𝑉 , 𝑀𝐽 , and 𝑀𝑅 denote the stamps for a voltage source, current source,

and resistor respectively.

𝑀𝑉 =


0 0 1

0 0 −1

1 −1 0


(1.11a)

𝑀𝐽 =


0 0 1

0 0 −1

0 0 1


(1.11b)

𝑀𝑅 =


0 0 1

0 0 −1
1
𝑅

−1
𝑅 −1


(1.11c)

The respective right-hand side contributions for these components follow. The resistor

does not contain any independent voltage or current information, so its right-hand side

vector is null.

𝑓 𝐶𝐾𝑇𝑉 (𝑡𝑛) =


0

0

𝑉(𝑡𝑛)


(1.12a)

𝑓 𝐶𝐾𝑇𝐼 (𝑡𝑛) =


0

0

𝐼(𝑡𝑛)


(1.12b)
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𝑓 𝐶𝐾𝑇𝑅 (𝑡𝑛) =


0

0

0


(1.12c)

Applying this formula to the reactive component relations above, the following stamps

are produced for the capacitor and inductor. The factor 𝑑𝑡 comes as the time-step size.

𝑀𝐶 =


0 0 1

0 0 −1

1 −1 −6
11
𝑑𝑡

𝐶


(1.13a)

𝑀𝐿 =


0 0 1

0 0 −1
−11

6
𝑑𝑡

𝐿

11
6
𝑑𝑡

𝐿
1


(1.13b)

The corresponding right-hand side contributions are as follows.

𝑓 𝐶𝐾𝑇𝐶 (𝑡𝑛) =


0

0
18
11𝑉𝐶(𝑡𝑛−1) − 9

11𝑉𝐶(𝑡𝑛−2) + 2
11𝑉𝐶(𝑡𝑛−3)


(1.14a)

𝑓 𝐶𝐾𝑇𝐿 (𝑡𝑛) =


0

0
18
11 𝐼𝐿(𝑡𝑛−1) − 9

11 𝐼𝐿(𝑡𝑛−2) + 2
11 𝐼𝐿(𝑡𝑛−3)


(1.14b)

Next, we develop an ideal operational amplifier stamp for some of the system optimization

problems studied in this work. The ideal operational amplifier follows the constraints

of zero input potential difference, and zero input current into both positive and negative

terminals [29]. Forming these constraints into the MNA system creates the following ideal

operational amplifier stamp.
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𝑀𝑂 =



0 0 0 0

0 0 0 0

0 0 0 1

−1 1 0 0


(1.15)

The component does not contain any independent voltage or current relations beyond the

constraints, leading to a null right-hand side vector.

𝑓 𝐶𝐾𝑇𝑂 (𝑡𝑛) =



0

0

0

0


(1.16)

Lastly, a diode is established for use in non-linear circuit systems. The diode behavior

is modeled using the Shockley equation and its first derivative with respect to the diode

voltage. In the equation, 𝐼𝑆 represents the diode saturation current,𝑉𝐷 represents the diode

voltage, 𝜂 represents the ideality factor, and 𝑉𝑇 is the thermal voltage. In this notation, the

current is set equal to a placeholder 𝛼𝐷 and the derivative is likewise set to 𝛽𝐷 .

𝛼𝐷 = 𝐼(𝑡𝑛) = 𝐼𝑆𝑒
(
𝑉𝐷(𝑡𝑛)
𝜂𝑉𝑇

)
(1.17a)

𝛽𝐷 =
𝑑𝐼(𝑡𝑛)
𝑑𝑉𝐷

=
𝐼𝑆

𝜂𝑉𝑇
𝑒
(
𝑉𝐷(𝑡𝑛)
𝜂𝑉𝑇

)
(1.17b)

Using these equations, the diode stamp is then created. Fundamentally, the diode

behaves like a current-dependant resistor with resistance 1/𝛽𝐷 attached in parallel to a

current source of amplitude 𝛼𝐷 . This yields a stamp as follows

𝑀𝐷 =


𝛽𝐷 −𝛽𝐷
−𝛽𝐷 𝛽𝐷

 (1.18)
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The subsequent right-hand side contribution for the diode can be written as

𝑓 𝐶𝐾𝑇𝐷 (𝑡𝑛) =

−𝛼𝐷 + 𝛽𝐷𝑉𝐷(𝑡𝑛)

𝛼𝐷 − 𝛽𝐷𝑉𝐷(𝑡𝑛)

 . (1.19)

1.5 Transient Port Parameter Extraction

A method for finding self-consistent solutions to a MFEM EM-circuit system in time

domain allows for representing the EM-circuit system with a reduced-order model [5, 6].

Port extraction in time domain finds port responses which are equivalent to the numerical

impulse response at each port within the EM system. The response is incorporated into

the MNA solution method in place of the EM system. Given Ω𝐸𝑀 is unchanged, the port

response remains unchanged and can be reused within the MNA process while circuit

components and configuration are modified. The solution produced by port extraction is

equivalent to that of a self-consistent, fully coupled solution.

A Maxwell solver is formulated with port extraction in time domain. The solver is

used for the EM domain Ω𝐸𝑀 . This domain is bounded by a truncating surface 𝜕Ω𝐸𝑀 .

Boundary conditions must be satisfied within the domain. This is done by further defining

surfaces Γ𝐷 and Γ𝑁 as a subset of 𝜕Ω𝐸𝑀 to represent PEC and PMC regions of the boundary

respectively.

𝑛̂ × E(r, 𝑡) = 0 for r ∈ Γ𝐷 (1.20a)

𝑛̂ × H(r, 𝑡) = 0 for r ∈ Ω𝑁 (1.20b)

Within this work, Ω𝐸𝑀 is truncated using a perfectly matched layers (PML) region

[30, 31]. The exterior of the PML is defined as a PEC surface. The implementation of PML

regions follows a stretched coordinate system in which the convolutions resulting from

the system are directly evaluated. The stretched coordinate system is defined using the
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transformation

Λ(𝜔) =
©­­­­­«
𝑠𝑦 𝑠𝑧
𝑠𝑥

0 0

0 𝑠𝑥 𝑠𝑧
𝑠𝑦

0

0 0 𝑠𝑥 𝑠𝑦
𝑠𝑧

ª®®®®®¬
(1.21)

where 𝑠𝑖 = 1+ 𝜎𝑖
𝑗𝜔𝜖0

is used to match the absorbing layers to free space, and 𝜎𝑖 govern field

loss. This system alters Maxwell’s equations in frequency domain:

Λ(𝜔)−1 · ∇ × E(r, 𝜔) = −Λ(𝜔)−1 · 𝑗𝜔B(r, 𝜔)

∇ × 𝜇−1Λ(𝜔)−1 · B(r, 𝜔) = J(r, 𝜔) + 𝜖(r)Λ(𝜔) · 𝑗𝜔E(r, 𝜔)
(1.22)

These equations are inverse Fourier transformed to obtain a time-marching scheme,

resulting in

L2(𝑡) ∗ ∇ × E(r, 𝑡) = −L2(𝑡) ∗
𝜕B(r, 𝑡)

𝜕𝑡
(1.23a)

∇ × 𝜇−1L2(𝑡) ∗ B(r, 𝑡) = J(r, 𝑡) + 𝜖0L1(𝑡) ∗ E(r, 𝑡) (1.23b)

where ∗ represents temporal convolution and

L1(𝑡) = F−1 (𝑗𝜔Λ(𝜔)) (1.24a)

L2 = F−1
(
Λ(𝜔)−1

)
(1.24b)

To discretize this system, equation (1.23a) is tested with a W2(r) basis function and

(1.23b) is tested with W1(r).

PEC and PMC surfaces obey the respective boundary conditions (1.5a) and (1.5b). The

electric and magnetic fields likewise vary as (1.3a) and (1.3b) respectively.

Variational Formulation

Variational equations with appropriate function spaces are created to find solutions

to the equations in (1.3). The spaces 𝐻(𝑐𝑢𝑟𝑙;Ω) and 𝐻(𝑑𝑖𝑣;Ω) are suitable for E(r, 𝑡) and

B(r, 𝑡) respectively. 𝐻(𝑐𝑢𝑟𝑙;Ω) ensures the tangential components of the function are

12



continuous across cell faces, and 𝐻(𝑑𝑖𝑣;Ω) ensures normal continuity of the function

across cell faces.

𝐻(𝑐𝑢𝑟𝑙;Ω) = {u ∈ L2(Ω);∇ × u ∈ L2(Ω)}

𝐻(𝑑𝑖𝑣;Ω) = {u ∈ L2(Ω);∇ · u ∈ L2(Ω)}
(1.25)

The variational equations are constructed by taking the inner product of (1.3a) with

the Whitney edge basis function B∗ ∈ 𝐻(𝑑𝑖𝑣;Ω) and (1.3b) with the Whitney face basis

function E∗ ∈ 𝐻(𝑐𝑢𝑟𝑙;Ω) [22].

∫
Ω

𝑑𝑉𝜇−1(r)𝜕B
𝜕𝑡

· B∗ = −
∫
Ω

𝑑𝑉
1

𝜇(r)∇ × E · B∗

∫
Ω

𝑑𝑉𝜖(r)𝜕E
𝜕𝑡

· E∗ = −
∫
Ω

𝑑𝑉
(
∇ × 𝜇−1(r)B − JCKT

)
· E∗

(1.26)

The fields are incorporated into the MFEM scheme using Whitney edge and face basis

functions defined on the edges and faces of the mesh to represent E(r, 𝑡) and B(r, 𝑡). With

𝑁𝑒 representing number of edges and 𝑁 𝑓 the number of faces in the mesh, this takes form

as

E(r, 𝑡) =
𝑁𝑒∑
𝑖=1

𝑒𝑖(𝑡)W1
𝑖 (r) (1.27a)

B(r, 𝑡) =
𝑁 𝑓∑
𝑖=1

𝑏𝑖(𝑡)W2
𝑖 (r) (1.27b)

The vector e(𝑡) can be defined as a vector of 𝑒𝑖(𝑡) from 𝑒1(𝑡) to 𝑒𝑁𝑒 (𝑡), and likewise b(𝑡) as a

vector of 𝑏𝑖(𝑡) from 𝑏1(𝑡) to 𝑏𝑁 𝑓
(𝑡). Galerkin’s method is used to formulate the semi-discrete

Maxwell system from (1.26):

𝜕𝑡M𝜇−1b(𝑡) = − M𝑐e(𝑡),

𝜕𝑡M𝜖e(𝑡) =M𝑇
𝑐 b(𝑡) − M𝐼e(𝑡) + JCKT(𝑡)

(1.28)
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where the matrices are defined as

[M𝜖]𝑖 , 𝑗 =
∫
Ω

𝑑𝑉𝜖(r)W1
𝑖 (r) · W1

𝑗 (r)[
M𝜇−1

]
𝑖 , 𝑗

=

∫
Ω

𝑑𝑉
1

𝜇(r)W2
𝑖 (r) · W2

𝑗 (r)

[M𝑐]𝑖 , 𝑗 =
∫
Ω

𝑑𝑉
1

𝜇(r)W2
𝑖 (r) · ∇ × W1

𝑗 (r)

[M𝐼]𝑖 , 𝑗 =
∫
Γ𝐼

𝑑𝑉𝜂(r)𝑛̂ × W1
𝑖 (r) · 𝑛̂ × W1

𝑗 (r)[
jCKT(𝑡)

]
𝑖
=

∫
Ω

𝑑𝑉W1
𝑖 (r) · JCKT(r, 𝑡)

(1.29)

The Newmark-𝛽 time-marching scheme for solving second order differential equations

is used with this system [32, 33, 34]. Fixing 𝛾 = 0.5 and 𝛽 = 0.25 within the process forms

an unconditionally stable time-marching scheme [35], solving for e(𝑡) and b(𝑡) at uniform

steps in time. A testing function𝑊(𝑡) is defined as

𝑊(𝑡) =



𝑡𝑛−𝑡
Δ𝑡

𝑡 ∈ [𝑡𝑛−1, 𝑡𝑛]

𝑡−𝑡𝑛
Δ𝑡

𝑡 ∈ [𝑡𝑛 , 𝑡𝑛+1]

0 otherwise

(1.30)

Representing the vectors e(𝑡) and b(𝑡) in terms of second order Lagrange polynomials and

testing (1.28) with𝑊(𝑡) results in the recurrence relation

[0.5A1 + 0.25Δ𝑡A0] x𝑛+1

+ [0.5Δ𝑡A0] x𝑛

+ [−0.5A1 + 0.25Δ𝑡A0] x𝑛−1

= 0.25Δ𝑡f𝑛+1 + 0.5Δ𝑡f𝑛+1 + 0.25Δ𝑡f𝑛+1

(1.31)
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With matrix entries

A1 =
©­«
M𝜇−1 0

0 M𝜖

ª®¬
A0 =

©­«
0 M𝑐

−M𝑇
𝑐 M𝐼

ª®¬
f𝑛 =

©­«
0

jCKT(𝑡𝑛)
ª®¬

(1.32)

Incorporating the Circuit System with the Time-Marching Scheme

Returning to the circuit system described by (1.7a) and (1.7b), the system is discretized

by using fourth-order backward-looking Lagrange polynomials to represent nodal voltages

V(𝑡) in (1.7b) as

𝐿𝑖(𝑡) =
𝑖∏

𝑗=𝑖−3
𝑗≠𝑖

𝑡 − 𝑡 𝑗
𝑡𝑖 − 𝑡 𝑗

V(𝑡) =
𝑁𝑡∑
𝑖=4

xCKT
𝑖 𝐿𝑖(𝑡)

(1.33)

Testing this representation with a delta function centered at the 𝑡𝑛+1 time-step yields a

time-marching scheme for the circuit system.[
11
6 Y1 + Δ𝑡Y0

]
xCKT
𝑛+1 = 3Y1xCKT

𝑛 − 3
2Y1xCKT

𝑛−1

+ 1
3Y1xCKT

𝑛−2 + Δ𝑡fCKT (𝑡𝑛+1)

+ Δ𝑡fCKT
𝑛𝑙

(
𝑡𝑛+1, xCKT

𝑛+1

) (1.34)

Coupling the EM and Circuit Systems

The EM and circuit systems are coupled by the fields and current densities in the EM

system and the voltages and currents in each circuit system. Each EM-circuit connection
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spans a coupling edge l𝑘 . For the 𝑘th coupling edge of the EM system connecting to the 𝑗th

circuit system, the voltage across the edge 𝑉CKT
𝑗

(𝑡) at a time 𝑡𝑖 can be represented with a

coupling coefficient 𝐶 𝑗𝑘 which relates the EM system fields to the circuit system voltages.

⟨𝛿(𝑡 − 𝑡𝑖), 𝑉CKT
𝑗 (𝑡)⟩ = ⟨𝛿(𝑡 − 𝑡𝑖), 𝑒𝑘(𝑡)

∫
|l𝑘 |

l̂𝑘 · W1
𝑘
(r)𝑑r⟩

= ⟨𝛿(𝑡 − 𝑡𝑖), 𝑒𝑘(𝑡)𝐶 𝑗𝑘⟩
(1.35)

𝐼CP
𝑗

(𝑡) likewise represents the magnitude of the current impressed upon the EM system

over the coupling edge by a circuit system. For the 𝑘th edge connecting to the 𝑗th circuit

system, the current density JCKT can similarly be represented with a coupling coefficient

𝐶𝑘 𝑗 . This relates circuit system currents to the EM system current densities through testing

with the function𝑊(𝑡) from (1.30).

⟨𝑊(𝑡 − 𝑡𝑖), 𝐽CKT
𝑘

(𝑡)⟩ = ⟨𝑊(𝑡 − 𝑡𝑖), 𝐼CP
𝑗 (𝑡)

∫
|l𝑘 |

l̂𝑘 · W1
𝑘
𝑑r⟩

= ⟨𝑊(𝑡 − 𝑡𝑖), 𝐼CP
𝑗 (𝑡)𝐶𝑘 𝑗⟩

(1.36)

The edges in the FEM system are assumed to be infinitesimally thin, meaning the current

density seen by the EM system can be approximated with the current on the circuit port

edge. The feed model used within the system is a current probe. Additionally, the choice

of testing functions in (1.35) and (1.36) creates identical coupling coefficients. Applying

the coupling coefficients to (1.34) and (1.28) results in the following matrix system.


MEM 0 0.25C

0 MCKT B

CT BT 0


·


xEM

xCKT

ICP


=


bEM

bCKT

0


(1.37)

Within this system, MEM and bEM refer to the left- and right-hand sides of (1.28) respectively,

MCKT and bCKT refer to the left- and right-hand side of (1.34), ICP is a vector containing the

coupling currents, and B is a logical matrix connecting couplings edge to the respective

voltage nodes in the circuit system.
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Temporal Port Extraction

The objective of temporal port extraction is to find the response of the EM system due to

an excitation applied to each coupling edge. The response can then be convolved with the

current across the edge to solve for fields within Ω𝐸𝑀 . Consider a circuit port 𝑞 spanning

the set of FEM edges 𝑝(𝑞). A spatial excitation 𝑒𝑞,𝑘 is defined and used to further define a

temporal excitation e𝑞(𝑡).

𝑒𝑞,𝑘 =


1 if 𝑘 ∈ 𝑝(𝑞)

0 otherwise
(1.38a)

e𝑞(𝑡) =


e𝑞 if 𝑡 = 𝛿𝑡

0 otherwise
(1.38b)

Using the temporal excitation as the forcing function f within (1.28), the recurrence

relation (1.31) becomes

[0.5A1 + 0.25Δ𝑡A0] x𝑞
𝑛+1

+ [0.5Δ𝑡A0] x𝑞𝑛

+ [−0.5A1 + 0.25Δ𝑡A0] x𝑞
𝑛−1

= 0.25Δ𝑡e𝑞(𝑡𝑛+1) + 0.5Δ𝑡e𝑞(𝑡𝑛)

+ 0.25Δ𝑡e𝑞(𝑡𝑛−1)

(1.39)

From the vector 𝑥𝑞 solved from (1.39), the response matrix G can be constructed.

𝐺𝑘𝑞 = 𝑥𝑘,𝑝(𝑞) (1.40)

This allows for representation of 𝑉CKT
𝑗

(𝑡) in (1.35) in terms of the coupling coefficient 𝐶 𝑗𝑘

and the convolution of the response G with the coupling current 𝐼𝐶𝑃 .

𝑉CKT
𝑗 (𝑡𝑖) = ⟨𝛿(𝑡 − 𝑡𝑖), 𝐶 𝑗𝑘

𝑁𝑝∑
𝑞=1

𝐺𝑘𝑞(𝑡) ∗ 𝐼CP
𝑞 (𝑡)⟩ (1.41)
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By extracting the response at each port in this way, the EM-circuit network can be

represented using a lower-order model through characterizing the EM system in terms of

the responses. The constructed EM model is circuit-agnostic, allowing for modifications

to circuit configuration after port extraction. This model is therefore amenable to circuit

modification given the EM system and its subsequent port response are unmodified.

1.6 Optimization Using Port Extraction

General Optimization Framework

A general non-constrained optimization problem can be defined using input variables

𝑥𝑛 , objectives 𝑓𝑚 , and a convergence criterion such as minimization of the objectives [36].

The problem has 𝑁 input variables subject to lower bound 𝑥𝐿𝑛 and upper bound 𝑥𝑈𝑛 , used

to minimize 𝑀 objectives 𝑓𝑚 using a defined operation within the body of the optimization

problem. The input variables are defined within a space 𝑥 ∈ Ω.

minimizing 𝑓𝑚 , 𝑚 = 1, ..., 𝑀

𝑥𝐿𝑛 ≤ 𝑥𝑛 ≤ 𝑥𝑈𝑛 , 𝑛 = 1, ..., 𝑁

𝑥 ∈ Ω

When maximization is desired in place of minimization, the negative of the minimum

can be used as the objective. For 𝑀 = 1, the problem is single-objective and produces a

single minimum result. For 𝑀 > 1, the problem becomes multi-objective and produces a

set of viable solutions representing multiple minimums, requiring further processing to

isolate a desired solution. In the optimization scheme developed for this thesis, the cost

function 𝐽(𝓔) from (1.1) is used as the objective 𝑓𝑚 , with the 𝑁-size vector of input variables

𝓔 taking value as 𝑥𝑛 and the non-linear function 𝑓 (𝓔) found from the results of simulating

the EM-circuit system. Then, 𝑑 takes value as a desired objective value. Solutions to this

optimization scheme minimize distance between desired value 𝑑 and calculated system
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response 𝑓 (𝓔) to circuit inputs 𝓔. Throughout optimization, the EM system is unchanged.

Combining Port Extraction with a Genetic Algorithm

Optimization of a tightly-coupled broadband EM system fed by strongly non-linear

circuits is prohibitively expensive for large EM meshes. Each step in time requires an

iterative method to converge non-linear quantities within the circuit system to a desired

tolerance, and each evaluation within this iterative method involves inverting the fully

coupled EM-circuit matrix. Consider some EM device and surrounding radiation box

discretized with tetrahedral elements having average edge length 𝜆min/30, or thirty times

smaller than the minimum wavelength analyzed in the system; the size of the mesh

describing this discretized EM system can reach up to a million or more elements in

size. Inverting the resulting EM matrix many times within an iterative method, and

further repeating the iterative method for each time-step makes optimization by repeatedly

changing and resolving the coupled EM-circuit system unrealizable. Temporal port

extraction characterizes the EM system in terms of a response for each port in the system,

allowing for representation of the EM system in terms of these responses rather than

the discretized EM system matrix. This lower-order model finds solutions equal to a

self-consistent method. Furthermore, this allows for optimization of the circuit system

given the EM system and its port responses are completely unchanged. Optimization of

broadband antennas with strongly non-linear circuit feeds then becomes possible using

port extraction to optimize the total network by exclusively modifying circuit components

and configuration. A comparison of this concept using self-consistent fully coupled and

port extraction methods is compared in Figure 1.1. In this figure, the self-consistent

method shown on the left illustrates the fully coupled matrix inversion repeated within the

iterative method for non-linear components, which is then within the optimization process.

Comparatively, port extraction involves EM matrix inversion only to find port responses,

which is independent from the iterative method and circuit-modifying optimization
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process.

Figure 1.1: Comparison of non-linear circuit optimization tied to EM system using self-
consistent (denoted coupled) and port extraction methods

This scheme is amenable to any optimization method. For tightly-coupled systems of

broadband EM devices fed with strongly non-linear circuits, this work will investigate an

optimization scheme which can sample the input space between specified bounds, solve

the system using port extraction, and rank produced solutions compared to a desired value.

Successive iterations which repeat this process and bias future input selections towards

those which produced solutions closest to the desired value, converging towards the

desired outcome. Furthermore, choosing a non-gradient optimization method offers more

flexibility for strongly non-linear system responses, as gradient methods may converge to
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local minima within the response instead of the global minimum. The chosen method is

the genetic algorithm.

Pymoo is a multi-objective python optimization module which has a simple genetic

algorithm [36]. This algorithm will be used throughout this thesis.

The genetic algorithm selected begins with a sampled population from within the

provided input bounds. The body of the algorithm is then solved. In this application, the

circuit solver of port extraction and subsequent processing is used to calculate a desired

system characteristic, such as reflection coefficient. The solutions are then ranked by fitness.

For this simple genetic algorithm, this is taken as the solution yielding minimum cost

function. This requires setting an objective of (1.1) for which solutions are represented

using distance from the desired objective. A crossover method is then used to select fit

solutions for mating. This produces offspring within the next generation which carry on

successful traits from the previous generation. Next, a mutation method is applied to

increase diversity within the population. Finally, the algorithm iterates and repeats this

process until a termination condition is met.

The settings modified within the genetic algorithm include specifying a population

size, number of offspring per generation, total number of generations, method of sampling,

crossover method with probability and coefficient 𝜂𝐶 , mutation method with probability

and coefficient 𝜂𝑀 , and termination method.

Most of the settings remain unchanged throughout all applications in this thesis. The

termination method selected is to terminate after simulating a total number of generations.

The mutation method is set as polynomial mutation and the mutation probability is fixed

at 0.8 [37]. The crossover method is set as simulated binary crossover [38]. The crossover

coefficient 𝜂𝐶 is fixed at 15, and the crossover probability is fixed to the mutation probability.

The method of sampling the inputs between provided bounds is set as random float

sampling. This method generates a random floating point number between 0 and 1, and

scales it between the inputs of the most-fit and least-fit solutions within each generation.
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Mutation and crossover increase diversity in the post-sampled population before the next

generation is simulated. Mutation coefficient, population, offspring, and generations vary

case to case.

1.7 Goals and Outline

This thesis presents a method for using temporal port extraction for optimization of

tightly-coupled broadband EM devices fed by strongly non-linear circuit systems.

The principle contributions of this work include developing a scheme which utilizes

port extraction to create a circuit-agnostic EM system which is amenable to optimization by

exclusively changing circuit components. This is demonstrated in using a genetic algorithm

for single-objective and multiple-objective optimization of EM systems fed by non-linear

circuits, and applying this scheme to a case of adaptive interference cancellation for signal

to interference and noise ratio (SINR) maximization.

The outline of the thesis is as follows. Chapter 2 presents methodology and examples for

constructing these optimization cases with linear circuits. Validation of port extraction is

made in comparison to a measured device and to self-consistent simulation. Optimization

is performed for circuit-only configurations, single-objective EM-circuit systems, multi-

objective EM-circuit systems, and a linear circuit approach to the SINR case. Chapter 3

presents non-linear adaptions to the work of chapter 2, again validating port extraction

against self-consistent simulation as well as a non-linear circuit approach to the SINR case

and reduction of distortion in a non-linear amplifying circuit feeding a broadband antenna.

Chapter 4 presents conclusions and suggestions for future work.
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CHAPTER 2

PORT PARAMETER EXTRACTION AND OPTIMIZATION OF LINEAR SYSTEMS

2.1 Introduction

Port extraction in time domain produces a solution equivalent to that of self-consistent

analysis. Given the EM domain is invariant, the port responses remain unchanged and

can be reused with varying circuit configurations. The EM-circuit network can then be

optimized exclusively by circuit modification as shown in the right-hand side of Figure 1.1.

By representing the EM system in terms of port responses and reusing them with changing

circuit configurations, optimization of these systems becomes realizable whereas it is

untenable using self-consistent analysis. To validate the optimization scheme developed

in 1.6, linear cases are first investigated and the results are compared to the analytical or

known solution where applicable.

In this chapter, the results of port extraction for analysis of linear systems are compared

to that of a fabricated and measured monopole as well as self-consistent simulation of a

broadband Vivaldi antenna. An optimization scheme is developed starting with linear

circuit configurations and working towards a more complex case of adaptive interference

cancellation using an antenna array fed by linear circuits. These cases build a scheme

applicable to the optimization of non-linear EM-circuit systems in chapter 3.

2.2 Port Extraction Comparisons

Methodology for optimization of linear EM-circuit networks using transient port

extraction is developed to build towards non-linear systems later on. This establishes

proof-of-concept for subsequent non-linear experiments while working with linear circuits

where the response can typically be calculated and compared to the optimized result.

A linear system in this sense refers to an EM system fed by one or more circuits
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containing lumped components which have a linear relation between voltage and current,

such as resistors, capacitors, and inductors.

To begin testing linear systems, an EM object must first be constructed and discretized

in a geometry and mesh generation software. After extracting port responses from the EM

system and solving the subsequent circuit system as detailed in 1.5 and 1.4 respectively,

the resulting voltages and currents can be used to determine system characteristics such as

radiated power or reflection coefficients.

The voltage sources used are causal and defined as modified Gaussian signals with

𝑣(𝑡) = cos(2𝜋 𝑓0𝑡)𝑒−(𝑡−6𝜎)2/2𝜎2 where 𝜎 = 3/(2𝜋 𝑓bw)−1, using a maximum frequency found

as 𝑓max = 𝑓0 + 𝑓bw. The time-step size is defined as Δ𝑡 = (20 𝑓𝑚𝑎𝑥)−1. These definitions for

a voltage source and time-step size hold constant for the remainder of this work unless

otherwise specified.

Comparison to Measured Device

A comparison is made between port extraction and a fabricated and measured device.

Radiation impedance and radiated power are measured for a strip above a finite ground

plane [1]. This is a notional monopole. The strip measures 16.51cm in length and 2.51cm

in width, and sits 1cm above a rectangular ground plane measuring 29.21cm by 30.48cm.

This device is depicted in Figure 2.1.
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Figure 2.1: Geometry of strip monopole above finite ground plane (dimensions in cm)

The radiation impedance and power radiated due to a 1mW source voltage are calculated

for the measured device using:

𝑃𝑟𝑎𝑑 =
1
2

𝑅𝑟𝑎𝑑

𝑅2
𝑟𝑎𝑑

+ 𝑋2
𝑟𝑎𝑑

��𝑉2�� (2.1)

A model of the strip monopole above a finite ground plane is constructed based on the

dimensions in Figure 2.1. A feeding circuit is attached to an edge centered between the

strip and ground plane. The circuit consists of a unit-amplitude voltage source defined

as a modulated Gaussian wave with center frequency 1GHz and bandwidth 900MHz, in

series with a 100Ω resistor. The geometry is centered within a radiation box extending
1
2𝜆max from all sides of the system. A PML region is defined, extending 1

3𝜆max beyond the

outer faces of the radiation box [31]. The entire geometry is discretized with tetrahedral

mesh elements (tets) having average edge length 𝜆min/30. The resulting model consists of

1.98M mesh elements.
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The response of the EM system at the single port is found and used with the feeding

circuit to find simulated radiation impedance. A comparison of this to the measured device

is shown in Figure 2.2.

Equation (2.1) is used to ensure identical calculation of radiated power to the publication

for which the measured result is referenced from. Using the impedance found with (2.1)

for a 1mW voltage source, the power radiated by the system is calculated and compared to

the measured data in Figure 2.3. The source of the measured data compared the power

radiated to their own finite-difference time-domain (FD-TD) simulation [1]. Their FD-TD

comparison is additionally shown against transient port extraction.

While the results plotted show relative agreement, the discrepancy between simulated

and measured data can in part be explained by quality of the constructed model. A

similar comparison is made for port extraction and the measured data of this device in [6],

which better matches the measured radiated power. This discrepancy can be remedied

by employing finer discretization around the port in the antenna model, to better capture

higher-order field behavior near the excitation.
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Figure 2.2: Measured radiation impedance of strip monopole compared to simulated
results using transient port extraction
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Figure 2.3: Comparison of radiated power for measured and FD-TD data versus port
extraction results

Analysis of a Vivaldi Antenna

A comparison of the accuracy between port extraction and self-consistent analysis is

made using an exponentially-tapered Vivaldi antenna. The antenna consists of a RT/duroid

5880 substrate measuring 41mm in length, 37.5mm in width, and 1.575mm in height, with

symmetric PEC regions on either face of the substrate. The PEC regions taper exponentially

from one end of the substrate face to the opposite end, with a 3.5mm square balun at the

base of the taper. The antenna is fed using a port on the outer edge of the substrate near

the balun, spanning from the middle of the substrate height to one of the symmetric PEC

faces. The feeding circuit consists of a voltage source with center frequency 10GHz and

bandwidth 2GHz, in series with a 50Ω resistor. The antenna is centered in a radiation box

extending 1
2𝜆max beyond the edges of the antenna. A PML region extends 1

3𝜆max past the

outside of the radiation box on all sides. The antenna is shown in Figure 2.4.

28



Figure 2.4: One face of the expontentially-tapered Vivaldi antenna used in this example

The circuit configuration used for this analysis is shown in Figure 2.5.

Figure 2.5: Circuit used for simulating Vivaldi antenna

The antenna was discretized using tets with average edge length 𝜆min/60 around the

feed and to 𝜆min/6 at the outer edges of the radiation box and PML region. This produced

a total of 218K elements in the mesh.

The system was simulated for 10K time-steps. The voltage and current across the port

were measured after simulation with both port extraction and self-consistent methods.

The normalized difference, or ℒ2 error, is used for comparison, calculated as

|𝑥 |result =
| |𝑥1 − 𝑥2 | |2

| |𝑥2 | |2
(2.2)

Using (2.2), the ℒ2 error of voltage across the port edge of the methods is 6.4× 10−12, which

is near the set solver tolerance of 10−12. The port voltages are shown in Figure 2.6. After
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applying a Fourier Transform to the time domain data, the resulting computed reflection

coefficient found with the data from both methods is plotted in Figure 2.7.

Figure 2.6: Comparison of port voltage of Vivaldi antenna for self-consistent (coupled) and
port extraction methods
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Figure 2.7: Reflection coefficient of a Vivaldi antenna for self-consistent (coupled) and port
extracted solutions

2.3 Optimization of Linear Systems

Circuit-Only Optimization

The genetic algorithm described in section 1.6 is used to optimize phase of a linear

circuit system [39]. Consider the generalized cost function (1.1), where a waveform has

phase 𝑓 (𝓔) and the desired phase is 𝑑. The cost function is minimized using linear circuit

components to create a phase shift. An RC pair is selected to create the phase shift. This

circuit layout is shown in Figure 2.8.
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Figure 2.8: RC circuit used to create phase shift in circuit-only optimization

This system will use single-objective optimization with a single component value as

input. The value of the resistor is fixed to 50Ω, and the capacitance is variable.

A phase shift of 𝜋3 is desired. The voltage source produces a sinusoid with frequency

1GHz. The time delay between maxima of the source and node voltage at the output can

be used to measure the relative phase shift:

𝜃𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑 =
𝑡𝑚𝑎𝑥1 − 𝑡𝑚𝑎𝑥2

𝑇
∗ 2𝜋 (2.3)

This can be checked against the analytically found result using the formula:

𝜃𝑎𝑛𝑎𝑙𝑦𝑡𝑖𝑐 = 𝑡𝑎𝑛
−1(𝑋𝐶

𝑅
) (2.4)

Using equation (2.4) with a resistance of 50Ω and frequency of 1GHz, the resulting

capacitance to find 𝜋
3 phase shift is approximately 1.84pF.

The capacitance input bounds are set as 0.1pF to 1nF. The cost function is represented

using 𝓔 as the single-input capacitance value, 𝑓 (𝓔) as the calculated phase shift, and 𝑑 as
𝜋
3 . Therefore, minimizing (1.1) leads to a selection of capacitance which gives the output

waveform 𝜋
3 phase shift from the voltage source.

Given the phase is calculated in time domain using a discrete waveform, some amount

of error is to be expected based on the time-step size. Simulating the sinusoid for

approximately two periods with a time-step size of 9.1ps, the minimum phase resolution

between two time-steps found using equation (2.4) is 5.7 × 10−2 radians (approximately

3.3◦). An error up to this minimum resolution may be expected even when the genetic

algorithm converges.
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This experiment is run with modified settings of the genetic algorithm being a population

of 10, offspring per generation of 10, total generations set to 200, and mutation factor 𝜂𝑀

set to 20. The optimized result is an input capacitance of 2.089pF and a resulting phase

shift of 1.0282rad, which is 0.019rad (approximately 1.1◦) away from 𝜋
3 . Figure 2.9 displays

the source versus optimized output for this case, and Figure 2.10 shows the convergence of

the output phase to 𝜋
3 . The optimization scheme converged near the analytic solution for

the given expected error.

Figure 2.9: Waveforms from linear circuit-only optimization for phase
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Figure 2.10: Convergence plot from linear circuit-only optimization for phase using larger
time-step size

Using a smaller step size and additionally increasing the total number of evaluations

within the genetic algorithm will lower the difference between optimized and analytic

results. This is tested by decreasing time-step size down to 0.091ps, corresponding to a

minimum phase resolution of 5.7 × 10−4 radians. The number of generations is increased

to 1000, and a terminating condition is set for cost function value below 10−3. The scheme

reached the terminating condition with the resulting convergence plot shown in Figure

2.11.
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Figure 2.11: Convergence plot from linear circuit-only optimization for phase using finer
time-step size

Single-Objective Optimization of Linear EM-Circuit System

Single-objective optimization paired with port extraction will be demonstrated using

the Vivaldi antenna from section 2.2. The reflection coefficient shown in Figure 2.7 was

calculated over 8GHz to 12GHz using a circuit with unit amplitude modified Gaussian

voltage source and series 50Ω resistance before the port nodes. Observing a wider band,

the same circuit will be modified to calculate and plot the reflection coefficient from 1GHz

to 21GHz.

Let a desirable reflection coefficient threshold be established as -10dB. Consider an

optimization scheme to widen the band for which the reflection coefficient satisfies the

threshold. There are many possible approaches to do this. The approach selected here

is to maximize the percentage of the band meeting the threshold. This objective only

checks whether or not the value of the reflection coefficient is less than -10dB at each step
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in frequency. The source impedance will be modified with an objective of increasing the

percentage of the band with reflection coefficient value less than -10dB.

The same model is used from section 2.2 but changing discretization around the feed

area to account for 𝑓max equal to 21GHz for a total of 316K mesh elements.

Using an initial feeding circuit with impedance 50Ω, the reflection coefficient over

the 1GHz to 21GHz band is calculated and shown in Figure 2.12. For this initial circuit,

35.36% of the band has reflection coefficient less than -10dB. The circuit impedance will be

modified to maximize this percentage.

Figure 2.12: Initial Vivaldi antenna reflection coefficient over 1GHz to 21GHz

The genetic algorithm settings modified were setting a population and offspring of 10

for 50 generations with 𝜂𝑀 set to 20. The input components were a resistor and inductor in

series to generate a complex impedance. The resulting feeding circuit is shown in Figure

2.13.
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Figure 2.13: Circuit used for optimizing broadband Vivaldi antenna

The component values form the input vector (𝓔). The percentage of the resulting

reflection coefficient under -10dB over the band 1GHz to 21GHz represents the single

objective 𝑓 (𝓔). The desired objective value 𝑑 was set as 1, such that minimizing (1.1)

converges the system to the optimal solution for this scheme. Input bounds were set

as 0Ω to 1000Ω for the resistor and 1pH to 1nH for the inductor. The optimized result

converged upon a source impedance of 75.67Ω and 27.2pH, producing 44.06% of the

reflection coefficient under -10dB compared to the 50Ω unmodified circuit producing

35.36% over the 1GHz to 21GHz band. The convergence plot of this system is shown in

Figure 2.14. The optimized coefficient is plotted against the unmodified data in Figure 2.15.

To highlight the most impacted section of the band, Figure 2.16 displays the same

plot for 8GHz to 16GHz. The optimized reflection coefficient increases compared to the

unmodified data between roughly 9GHz and 12GHz, but remains under -10dB for this

range; this behavior was possible since the objective allows for any part of the coefficient

with value less than -10dB to count towards a fit solution. Within the 8GHz to 16GHz band

of Figure 2.16, 47.37% of the original reflection coefficient satisfies the threshold for value

less than -10dB and 79.52% of the optimized coefficient meets this threshold.
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Figure 2.14: Convergence plot from linear broadband antenna reflection coefficient opti-
mization
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Figure 2.15: Comparison of reflection coefficient for unmodified and optimized broadband
antenna feed
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Figure 2.16: Highlighting impacted band in comparison of reflection coefficient for
unmodified and optimized broadband antenna feed

Multiple-Objective Optimization of Linear EM-Circuit System

A log periodic dipole array is created and simulated to demonstrate multiple-objective

optimization with port extraction on a linear EM-circuit system.

The array consists of four elements with varying length and separation distance. The

total lengths of the dipoles are 14.9cm, 11.9cm, 9.5cm, and 7.6cm respectively. The distances

from the center of the first dipole with length 14.9cm to the centers of the remaining dipoles

are likewise 0.9cm, 1.6cm, and 2.2cm respectively. Each element has a diameter of 0.4cm. A

1mm gap spans between each set of dipole flanges, across which a linear circuit system is

connected. The EM system is shown in Figure 2.17, and the circuit layout used is shown in

Figure 2.5. The initial circuit feeding each dipole consists of a modified Gaussian voltage

source centered at 1.25GHz with bandwidth 750MHz, connected in series to a resistor with

initial value 50Ω. A radiation box is defined 1
2𝜆max beyond each exterior face of the array.
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A PML region is defined 1
3𝜆max beyond the outside faces of the radiation box.

Figure 2.17: Layout of the log periodic dipole array

This system will be used to demonstrate optimization using multiple inputs and

multiple objectives. The genetic algorithm objectives take value as the individual reflection

coefficients, and the impedances within each feeding circuit serve as the inputs. Since

multiple objectives are optimized, a solution set is produced rather than a single solution.

This requires an additional method for determining the final solution from the set. The

method chosen is the minimum sum of the four reflection coefficients.

A model of the geometry is constructed. The system is discretized with tets having

average edge length 𝜆min/30 on the surfaces of the dipoles and 𝜆min/6 within the radiation

box and PML region, totalling 1.82M mesh elements.

Prior to optimization, reference reflection coefficient plots, noted as unmodified, are

found using these feeding circuits. They are shown in Figure 2.18.
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Figure 2.18: Reflection coefficients for log periodic dipole array with unmodified sources

The circuit impedance feeding each dipole is modified to optimize the reflection

coefficient of each element. The genetic algorithm settings modified for this result were

a set population of 80 with 45 offspring per generation and 75 total generations. The

mutation coefficient 𝜂𝑀 was set as 20.

To minimize the cost function, the input vector 𝓔 represents the value of the resistance

within each circuit, 𝑓 (𝓔) is set as a vector of the calculated reflection coefficients, and

𝑑 is equal to zero. The minimum reflection coefficient sum of the result set was found.

This result is compared to the reference reflection coefficients and is shown in Figure

2.19. In this figure, unmodified and optimized parts are grouped in labelling using

1 ≤ 𝑖 ≤ 4 to represent S11, S22, S33, and S44. The optimized reflection coefficients have

peaks at shifted frequencies from the original unmodified coefficient plots. This could be

remedied by expanding the objective to prioritize maintaining the same frequency along

with minimizing reflection coefficient.
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Figure 2.19: Multi-objective optimization of reflection coefficients for log periodic dipole
array

2.4 Application to SINR Optimization

The Applebaum Criterion for SINR Maximization

Consider desired and interfering signals incident upon a linear antenna array. The

objective is to maximize signal to interference and noise ratio (SINR). Prior work has

investigated a method for accomplishing this analytically [40, 41], in which the phases of

the element sources are modified to nullify incident interference. This has been expanded

upon with use of a genetic algorithm to vary the source phases [42, 43]. These cases have

utilized isotropic radiating elements with digital phase shift. Subsequent definitions for

this problem originate from these studies.

We define that, for this linear antenna array with equal spacing and 𝑁 number of

identical elements, the element source amplitudes and phases are defined within the
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weighting vector

𝒘 = |𝑤𝑚 |𝑒 𝑗𝜙𝑚 (2.5)

for 0 ≤ 𝑚 ≤ 𝑁 where 𝑤𝑚 is the magnitude and 𝜙𝑚 is the phase for each element 𝑚. We

likewise define the angle vector 𝒖(𝜃) as

𝒖(𝜃) =



1

𝑒 𝑗𝜋𝑠𝑖𝑛(𝜃)

...

𝑒(𝑁−1)𝑗𝜋𝑠𝑖𝑛(𝜃)


(2.6)

The array receives incident desired and interference signals along with element-wise noise,

represented as

𝒙(𝑡) = 𝒙desired(𝑡) + 𝒙interference(𝑡) + 𝒙noise(𝑡) (2.7)

The desired signal is narrow-band and centered at the frequency corresponding to the

half-wavelength element spacing. We represent this desired signal as

𝒙desired(𝑡) = 𝑎𝑑(𝑡)𝒖(𝜃𝑑) (2.8)

for 𝑎𝑑(𝑡) being some time-varying signal and 𝒖(𝜃𝑑) from the definition of 𝒖(𝜃) above

with incident angle 𝜃𝑑. The interference 𝒙i(𝑡) is likewise introduced in the form of (2.8)

by time-varying signals 𝑎𝑖(𝑡) with varying incident angles 𝜃𝑖 . The noise term 𝒙n(𝑡) is

introduced as an element-wise Gaussian noise added to the system. We define a covariance

matrix for these signals

Φ𝑞 = 𝐸{𝒙𝑞(𝑡)∗ 𝒙𝑞(𝑡)𝑇} (2.9)

in which 𝑞 ∈ {desired, interference, noise} and 𝐸{·} is the expectation operator. The

power received from a signal can be calculated as

𝑃𝑞 = 𝒘ℋΦ𝑞 𝒘 (2.10)

where the superscript ℋ is the Hermitian operator, or conjugate transpose.
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The SINR is then calculated as the power received from the desired signal compared to

that of the undesired interference plus noise. For a desired signal with amplitude 𝑎, we can

define the value 𝑎̄2 = 𝐸{|𝑎 |2}. Then, the following objective, defined as the Applebaum

criterion from [40], maximizes SINR with relation to the defined quantities:

SINR =
𝑃desired
𝑃undesired

= 𝑎̄2

��𝒘𝑇𝒖(𝜃𝑑)
��2

𝒘ℋ (Φ𝑖 +Φ𝑛)𝒘
(2.11)

With the assumption that the incident angles 𝜃𝑞 of the desired and interfering signals are

known yet the individual amplitudes are indistinguishable upon receipt, it is not possible to

directly compute 𝑎̄2 and Φ𝑖 +Φ𝑛 . Therefore, to define a cost function 𝐽(𝓔) for optimization,

the following function has the same maximum as (2.11) when 𝓔 is the weighting vector 𝒘

[42].

𝐽(𝓔) =
��𝒘𝑇𝒖(𝜃𝑑)

��2
𝒘ℋ (Φ𝑖 +Φ𝑛 +Φ𝑑)𝒘

(2.12)

With these definitions in place for the antenna array, it is possible to optimize the array

system for SINR maximization using (2.12) as the objective.

Creating a Port Extraction Case for SINR Maximization

A novel approach to this problem can be formulated by using a simulated EM system

and measuring phase shift from port voltages for optimization, compared to previous

cases utilizing isotropic elements and digital phase shift and optimization not involving

the simulation of an EM system. A linear dipole array will be simulated and optimized for

this new approach.

The array consists of five dipoles with lengths and separation spacing equal to a

half-wavelength, corresponding to a center frequency of 1.375GHz. The dipoles have

diameter 4mm. A 1mm gap is introduced between the flanges of each element, over which

a circuit spans the connecting edge. This EM system is shown in Figure 2.20.
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Figure 2.20: Layout of the linear dipole array

The source phases are generated using an RC pair and calculated after simulation using

equation (2.3) as done for the circuit-only phase optimization scheme in section 2.3. Within

the RC pair, the resistance is fixed as 50Ω and the capacitor is connected parallel to the

output ports with its value varied. The resulting measured phase will be used as input in

(2.12) by means of weighting array 𝒘.

The amplitude of the interference is defined as 20dB greater than that of the desired

signal, and the element-wise noise is defined as 20dB less than the desired signal. A

single interfering wave is incident upon the linear dipole array, with the incidence angle

changing between 40◦ and −30◦ off broadside approximately every 50 time-steps. The

desired signal is incident broadside of the array. Figure 2.21 roughly depicts this scenario,

with a smaller desired signal incident broadside to the array and time-varying interference

from off-broadside angles of the array. Both the desired and interfering signals are defined

as modified Gaussian waves calculated using the system center frequency, bandwidth, and

time-steps.
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Figure 2.21: Incident desired and interfering waves on linear dipole system

As done in [42], the voltage source amplitudes in the array are fixed with relative

weightings to produce a Dolph-Chebyshev pattern with 20dB sidelobe suppression.

The coefficients multiplying each element are calculated using Chebyshev polynomial

coefficients for a fourth-order Chebyshev polynomial taken from [44]. The method for

calculating weighting coefficients comes from [45]. The resulting coefficients are:

|𝒘 | =



0.2956

0.6837

1.0

0.6837

0.2956


(2.13)

with 1.0 corresponding to the center element, and 0.2956 to the end elements of the

five-element array.

SINR is then optimized using a cost function 𝐽(𝓔) equal to (2.12) with 𝑓 (𝓔) being the

weighting array 𝒘 in section 2.4. An approximation of SINR will be made to show relative
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effectiveness of the optimization scheme. The approximation is made using the power

from interfering signals and noise, 𝑃undesired, as the total power across a port in the array

minus the calculated power of the defined desired signal. Equation (2.11) is then used to

calculate the approximate SINR.

Linear System SINR Maximization

The linear dipole array is modeled and centered in a radiation box extending 1
2𝜆max

beyond each exterior face of the array. A PML region extends 1
3𝜆max past the outer faces of

the radiation box. The geometry is discretized using tets with an average edge length of

𝜆min/30 on the dipoles and 𝜆min/6 in the radiation box and PML region, leading to 202K

total mesh elements. The case is simulated using a time-step size of 11ps.

The cost function 𝐽(𝓔) is set as (2.12) with 𝓔 taking value as the phases within the

weighting array 𝒘. To generate phase shifts in the array elements for 𝒘, an RC pair is used

and the phase shift is calculated from the measured port voltages using equation (2.3).

Within the RC pair, the resistance values are fixed at 1Ω and the capacitance values are

varied between 70pF and 1nF. To counter voltage loss due to the addition of phase shifting

elements, an inverting amplifier is added prior to the RC pair to increase the output voltage.

The inverting amplifier consists of an ideal operational amplifier with positive terminal

grounded, negative terminal preceded by a 50Ω resistor, and an amplifying resistor which

varies in value from 10Ω to 1MΩ. Additionally, to generate phase shift up to 180◦, the

number of RC pairs is varied between one and three. The voltage source has a time-step

delay which varies from 0 to 150 time-steps as well. The resulting circuit for a single RC

pair is shown in Figure 2.22.
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Figure 2.22: Linear circuit used for SINR optimization with modified components high-
lighted

The set of optimization inputs which influence output phase and amplitude for 𝒘 and

subsequent SINR approximation are then the capacitance, the number of RC pairs, the

amplifier resistance, and the source delay. The genetic algorithm settings are modified for

a population and offspring of 15, 5 generations, and 𝜂𝑀 equal to 5. Since the interference

changes every 50 time-steps and the total signal is constantly changing in time, the genetic

algorithm is reset at intervals of 50 time-steps to prevent convergence to just one interference

incidence angle.

Using (2.12) as the optimization objective and approximating SINR using the method

described in 2.4, the system is optimized and SINR improvement over time is shown

in Figure 2.23. The dips to 0dB SINR improvement correspond to the minimum result

each time the genetic algorithm increments a generation and the drop in peaks every 50

time-steps correspond to the algorithm being reset.
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Figure 2.23: Optimized SINR for linear dipole system with time-varying interference

2.5 Conclusion

This chapter has demonstrated the use of transient port extraction to conduct linear EM-

circuit analysis and optimization using a genetic algorithm. Transient port extraction was

shown to produce solutions equivalent to that of self-consistent analysis to solver-tolerance

precision. The optimization scheme was developed starting at the circuit-level, converging

to analytic solutions for a phase-shifting circuit. Single-objective and multiple-objective

optimization were demonstrated for improving reflection coefficient by modifying the

feeding circuit. These cases built towards extending a previous investigation into SINR

maximization, using an EM-circuit simulation instead of isotropic sources with digital

phase shift.

While testing the optimization scheme on linear systems is tenable with self-consistent

solution methods, the adaption of this scheme to non-linear cases is straightforward with

transient port extraction and unrealizable with self-consistent analysis. Chapter 3 details
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the transition from linear to non-linear systems using the methods developed to this point.
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CHAPTER 3

PORT PARAMETER EXTRACTION AND OPTIMIZATION OF NON-LINEAR
SYSTEMS

3.1 Introduction

With the developments made in chapter 2, the use of transient port extraction to analyze

tightly-coupled systems of broadband EM devices fed by strongly non-linear circuits

is now investigated within this chapter. Optimization of these systems is unrealizable

with typical self-consistent solution methods yet tenable with port extraction. Since the

EM model is represented in terms of port responses and is circuit-agnostic, the analysis

and optimization schemes developed in the previous chapter can reuse the existing port

responses with circuits now incorporating non-linear components. Furthermore, the use

of non-linear components may necessitate solving the system with a smaller time-step size.

An advantage of port extraction is that the extracted response of the EM system can be

interpolated for use with a smaller step size. This chapter compares the results of port

extraction for a monopole fed by a non-linear amplifier to that of a self-consistent solution.

The non-linear amplifier is then applied to the broadband Vivaldi antenna from section 2.2

and the system is optimized to reduce amplifier distortion. Next, the SINR case from the

previous chapter is modified to include non-linear circuit components and then optimized.

3.2 Optimization of Non-Linear Systems

Incorporating non-linear circuit elements requires the use of an iterative method for

convergence of the non-linear voltage-current relation at each time-step. These non-linear

components include devices such as diodes and transistors. The linear systems developed

in the previous chapter can be augmented with non-linear circuit components to create

non-linear cases. Simulating the EM-circuit system in a self-consistent, fully-coupled
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manner becomes computationally expensive due to repeatedly inverting the coupled

EM-circuit matrix within the non-linear iterative process. Repeating this process many

times within an optimization scheme is then unrealizable. Utilizing port extraction to

create a lower-order circuit-agnostic model in which the EM system is characterized by

port responses rather than a large mesh allows the non-linear MNA solve and internal

iterative method to be isolated from the EM system, as depicted in the right-hand side of

Figure 1.1.

Verifying Port-Extraction to Self-Consistent Method for Non-Linear Feed

An exponential amplifier is used as the feeding circuit in a non-linear EM-circuit

network for comparison of self-consistent and transient port extraction solutions. This

circuit has amplification equal to

𝑉out = −𝑅 𝐼sat 𝑒
𝑉𝑖𝑛
𝑉𝑇

where 𝑅 is the value of the resistor in parallel with the op amp, 𝐼sat is the saturation current

of the diode, 𝑉𝑖𝑛 is the voltage into the diode, and 𝑉𝑇 is the thermal voltage. The resulting

non-linear circuit is shown in Figure 3.1.

Figure 3.1: Non-linear amplifying circuit used for comparison between port extraction and
self-consistent solutions

The EM geometry used will be the strip monopole above a finite ground plane,

previously used in section 2.2 and shown in Figure 2.1.
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The source circuit contains an exponential amplifier which maintains a non-linear

relation between amplified voltage and current. To test these methods, the circuit shown

in Figure 3.1 is used. The voltage source in the circuit is set to a sinusoid with frequency

1GHz, matching the center frequency of the previous strip monopole case. The circuit

values used are the unit amplitude sinusoidal voltage source; a diode with saturation

current 1fA, ideality factor 1.6, and thermal voltage 25.85mV; an operational amplifier with

positive terminal grounded and negative terminal connected to the diode; a resistor with

value 100kΩ in parallel with the operational amplifier negative terminal and output; and

a 1Ω resistor between operational amplifier output and the port nodes. Simulating this

EM-circuit system for 1000 time-steps with a step size of 2.62ps yields an output voltage

exponentially amplified and inverted to the input. The results of port extraction and a

self-consistent, fully coupled solve are shown in Figure 3.2. The ℒ2 error of the data shown

is 3.8 × 10−12, near the set solver tolerance of 10−12.

Figure 3.2: Comparison of port extraction and self-consistent (denoted coupled) solution
for output voltage of strip monopole fed by non-linear amplifier circuit
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Non-Linear Analysis of a Broadband Vivaldi Antenna

The Vivaldi antenna optimized with linear components in section 2.3 is now used to

demonstrate optimization of a broadband EM system fed by a non-linear circuit. This is

the optimization analysis enabled by port extraction which is otherwise untenable using a

fully coupled simulation method. The exponential amplifier in Figure 3.1 will be modified

for use with the Vivaldi antenna. The voltage source is defined as a modified Gaussian

pulse with unit amplitude, center frequency of 11GHz, and bandwidth of 10GHz. The

diode is defined with a saturation current of 1fA, ideality factor of 1.6, and thermal voltage

of 26mV. The initial amplifying resistor is set to 1MΩ, and the output resistor at 1Ω. The

non-optimized, or "naive", amplified signal of this EM-circuit system is compared to that

from the same voltage source with only a 50Ω series resistance, noted as unamplified, in

Figure 3.3.

Figure 3.3: Time-domain port voltage from non-optimized ("naive") exponential amplifier
feeding broadband Vivaldi antenna compared to unamplified signal
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The port voltage is amplified with strong distortion present. A Fourier transform of

these signals is taken to better understand the distortion. The same port voltages are shown

in frequency domain in Figure 3.4.

Figure 3.4: Frequency-domain comparison of exponential amplifier feeding broadband
Vivaldi antenna versus unamplified signal

An optimization scheme is developed for this non-linear system. The objective is to

minimize distortion of the amplifier as applied to the Vivaldi antenna. One potential

solution includes adding a band-pass filter to the amplifying circuit. A passive RC band-

pass filter is selected for simplicity. This circuit configuration is shown in Figure 3.5 with

modified components highlighted.
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Figure 3.5: Initial state of exponential amplifier circuit with band-pass filter feeding
broadband Vivaldi antenna

For this optimization scheme, the vector of inputs 𝓔 includes the amplifying resistance,

the low-pass filter capacitance, the high-pass filter capacitance, and the numbers of low-pass

and high-pass filters cascaded before the port. The resistors following the output of the

operational amplifier and in the filter are fixed at 1Ω. The amplifying resistance is varied

from 100Ω to 10MΩ, both filter capacitances are individually varied from 1pF to 100pF, and

the number of low-pass and high-pass RC pairs individually varied from one to ten. Each

low-pass filter uses the same capacitance and resistance, and likewise for the high-pass

filters respectively. The cost function is defined as the relative absolute difference between

the Fourier transforms of the measured port voltage of the optimized filtered amplifier

circuit and the unamplified port voltage.

The optimization scheme developed uses a population of 150, offspring of 50, and 30

total generations with mutation coefficient 𝜂𝑀 equal to 20. The result of this optimization

is shown below, with time-domain comparison in Figure 3.6 and frequency-domain

magnitude comparison in 3.7. After optimization, the resulting circuit contains two

identical high-pass RC pairs with values 1Ω and 5.4pF, and nine identical low-pass RC pairs

with values 1Ω and 6.7pF. The relative absolute difference to the unamplified frequency-

domain waveform is decreased from 0.761 for the initial naive amplifier circuit to 0.161 for

the optimized filtered amplifier circuit.
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Figure 3.6: Time-domain comparison of unamplified, naive amplified, and optimized
amplified port voltages of broadband Vivaldi antenna
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Figure 3.7: Frequency-domain comparison of unamplified, naive amplified, and optimized
amplified port voltages of broadband Vivaldi antenna

Non-Linear SINR Optimization

The linear SINR optimization set-up from section 2.4 will be combined with the non-

linear circuit in Figure 3.1 to create a non-linear optimization scheme. The changes made

from the linear case include using the non-linear exponential amplifier circuit as the source

circuit for each element as well as varying the thermal voltage of the diode by means of

changing ambient temperature. Practically, this could mean housing the diode in a thermal

chamber to control the temperature around the component, or alternatively considered as

an approach for an inverse scheme for a temperature sensor to assess ambient conditions.

Since port extraction creates a circuit-agnostic EM model, modifying the source circuits

to be non-linear is a simple alteration to the optimization scheme. All other components

of the case are unchanged. SINR is optimized utilizing the same cost function as section

2.4. The feeding circuit selected is shown in Figure 3.8. Although this amplifier was
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demonstrated to have strong amplitude distortion, this case will focus on output phase

shift from the non-linear amplifier. Varying RC pairs are added to better control phase

shift. The vector of inputs 𝓔 consists of a voltage source delay of 0 to 150 time-steps, an

amplifying resistance between 100Ω and 1MΩ, capacitance between 30pF and 80pF, and

diode temperature between 285K and 315K for determining thermal voltage.

Figure 3.8: Non-linear exponential amplifier circuit used for SINR optimization

The resulting EM and non-linear circuit system is optimized using the same genetic

algorithm inputs and scheme as section 2.4. The resulting approximated SINR improvement

is shown in Figure 3.9. Every 50 time generations when the interference changes, the best

solution per generation within the genetic algorithm dips back towards 0dB improvement,

meaning interference is poorly mitigated. Towards the end of each interference window,

SINR reaches between 15 and 20dB improvement. Considering computational cost, the

post-extraction circuit solve for this system takes an average of 243𝜇s, whereas a single

self-consistent forward solve takes approximately 4.5s. This improvement in computational

cost is about five orders of magnitude.
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Figure 3.9: Optimized SINR for non-linear circuits feeding dipole system with incident
time-varying interference

3.3 Conclusion

Optimization with port extraction for non-linear EM-circuit systems has been demon-

strated by decreasing distortion from a strongly non-linear amplifier as well as adapting

the SINR case from chapter 2 for a non-linear feeding circuit. A comparison was made

between port extracted and self-consistent solutions for a monopole fed by a non-linear

amplifier, showing identical solutions between the methods to solver-tolerance precision.

The non-linear amplifier was then adapted and optimized to reduce distortion in port

voltage when feeding a broadband Vivaldi antenna. The relative absolute difference of

the non-linear amplifying circuit was reduced from 0.761 to 0.161 when compared to the

unamplified port voltage. The SINR optimization scheme developed in chapter 2 was

adapted for use in a non-linear system by including the non-linear amplifier within the

dipole array circuit system, with a variety of inputs being optimized including diode ther-
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mal temperature. The results showed success in mitigating the time-varying interference

incident upon the dipole system.
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CHAPTER 4

CONCLUSION AND FUTURE WORK

The focus of this work was to investigate using transient port extraction to create a

reduced-order EM-circuit model amenable to optimization. Optimization using port

extraction was demonstrated by first developing an optimization scheme for linear EM-

circuit systems. Linear circuit-only optimization was shown to converge near to the desired

analytic solution, subject to relevant solving tolerances such as step size and convergence

tolerance. This was then applied to reflection coefficient minimization for a single-objective

optimization case using a broadband Vivaldi antenna, and a multi-objective optimization

case using a log-periodic dipole array. These linear methods were then combined to

demonstrate SINR maximization using Applebaum’s criterion for a linear dipole array

with time-varying incident interference.

Next, the linear system optimization methods developed were applied to non-linear

systems. The result from transient port extraction was compared to that of a self-consistent

method for a strip monopole above a finite ground plane fed by a non-linear circuit. To

demonstrate the use of transient port extraction for optimization of a tightly-coupled

broadband EM system and strongly non-linear feeding circuit, a non-linear amplifying

circuit feeding a broadband Vivaldi antenna was optimized to reduce distortion of the port

voltage compared to the source. The linear feeding circuits in the SINR case were modified

to include non-linear components, and the optimization scheme was repeated with a wider

range of variables including diode thermal voltage. The results showed maximization of

SINR using non-linear circuits to feed the dipole array and mitigate time-varying incident

interference.

The work within this thesis has demonstrated the use of transient port parameter extrac-

tion to circumvent the computational cost of optimization of these systems with traditional,

self-consistent coupled analysis. In one scenario included, the cost for optimization after
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port extraction of the EM system was five orders of magnitude more efficient than the

equivalent self-consistent scheme.

This work has potential for further investigation. The current scope of non-linear

circuit components was limited to a diode; utilizing other MNA stamps for non-linear

components such as transistors opens consideration for more complex non-linear circuits,

and subsequently further optimization possibilities. The multi-objective optimization

scheme developed focused on an array with similar elements, near-identical circuits, and a

common objective in minimizing reflection coefficient. This could be expanded to examine

and optimize a system containing different EM devices with varying circuit configurations

and objectives. Furthermore, the SINR optimization case utilized Applebaum’s criterion

to mitigate time-varying incident interference by means of circuit modification. Using

transient port extraction for optimization of tightly-coupled broadband EM devices fed by

strongly non-linear circuits could be expanded to other SINR maximization or EM-circuit

optimization schemes.
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