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ABSTRACT

With the current oil price inflation, there is a crucial need for reducing the fuel consumption
of gas turbines/jet engines by increasing the turbine efficiency. More crucially, this would also
reduce carbon emissions due to less fuel consumption, which is necessary to combat global
warming. Enhancing the gas turbine efficiency can be fulfilled by increasing the turbine’s
operating temperature via enhanced cooling of the turbine blades. One of the methods typically
used for effective cooling of gas turbine blades utilizes impinging jets. The present work is
primarily focused on investigating the change in the development of the vortex structure of an
impinging jet caused by a novel flow excitation technique. A secondary objective is to examine if
this change might have the potential for enhanced cooling of the impingement surface. The flow
excitation approach, known as bi-modal forcing, utilizes two excitation frequencies: the initial
instability frequency of the jet shear layer and its subharmonic. This type of forcing involves
several parameters: the intermodal phase (¢), the modal amplitude ratio (AR), and the overall
forcing level. While an abundance of studies exists on pure harmonic excitation of impinging jets,
there is a lack of similar investigations utilizing bi-modal forcing. With rare exceptions, existing
studies of bi-modal forcing are for the non-impinging jet.

The present study utilizes an impinging jet with a sharp-edged exit of diameter D at a
Reynolds number based on the jet exit velocity and diameter of Rep, = 4,233. A high-speed time-
resolved flow visualization study is conducted at a forcing amplitude of 0.3%, AR = 1, the full
range of ¢ (0° — 180°), and jet to impingement plate distance of H/D = 2. The flow visualization
results are complemented with single hot-wire measurements for cases deemed interesting. Flow
visualization experiments are also conducted for AR = 0.5 and 2, forcing level of 0.1% and

H/D = 3 and 4. Temperature sensitive paint is used for preliminary measurements of Nusselt



number on the impingement plate under constant heat flux heating. The natural jet and pure-
harmonic forcing at the fundamental and the subharmonic frequency are also studied as benchmark
cases for bi-modal forcing.

Results show that all modes of forcing accelerate the development of the vortex structure
by producing two vortex pairings ahead of the impingement plate at H/D = 2. This double-paired
structure is rarely seen in the natural jet and is promoted the most under pure subharmonic forcing
and bi-modal forcing. The intermodal phase is found to have a strong effect with the double-paired
structure remaining symmetric (between the visualized top and bottom parts of the shear layer) at
¢ ~ 165°, or exhibiting significant asymmetry and disorganization at ¢ =~ 90°. The main
distinction between bi-modal forcing at ¢ = 165° and pure subharmonic forcing is that the double-
paired vortex structure is more persistent and occurs with better cycle-to-cycle repeatability in the
former case. With subharmonic forcing alone, the vortex structure is more energetic but exhibits
some random switching between the symmetric double-paired structure, asymmetric structure, and
single-paired structure. Overall, the promotion of double-pairing leads to faster narrowing of the
jet core and stronger vortex-wall interaction. Preliminary heat transfer measurements also indicate
a positive influence of bi-modal forcing on heat transfer in the stagnation zone accompanied by
negative influence at larger radial locations. These opposing effects can be balanced by the choice
of ¢. The heat transfer data are preliminary and need to be confirmed and examined in further

depth by future studies.
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CHAPTER 1. INTRODUCTION

Impinging jets have several important engineering applications, such as drying, heating,
cooling, mixing, ventilation, and vertical/short take-off and landing of aircraft. Understanding of
the flow physics of these jets will facilitate developing control methods of the flow field. This is
beneficial for enhancing mixing or the convective heat transfer coefficient from the impingement
surface. One of the significant applications of impinging jets is cooling of gas turbine blades, high-
power electronics, and other devices. The present work is partly motivated by the cooling of gas
turbine blades, where enhancement in the cooling ability of impinging jets would allow a higher
operating temperature of the gas turbine, consequently yielding an improved turbine efficiency.
This in turn, would enable higher power to weight ratio of a gas turbine, which would be of great
benefit for jet engines. The higher gas turbine efficiency will not only conserve the finitely-
available fossil fuel resources and save energy, but it will also reduce greenhouse gases and
environmental pollution. Another important role of impinging jets is cooling of high-performance
electronics, which are utilized in many applications such as high-performance computers, airspace,
aviation, and maritime applications. These electronics are usually located in a tight space and

require the most efficient way of cooling to allow high performance.

This thesis focuses on the study of the flow, with some preliminary consideration of the
heat transfer, of an impinging jet that emerges from a sharp-edged orifice and impacts a flat plate,
as illustrated in Figure 1. The coordinate system is defined as follows: the streamwise direction is
x, the transverse direction is y, and the direction normal and into to the paper is z. Polar coordinates
are also used, where the radial direction from the center of the jet is defined as r and the azimuthal
angle is defined as 6. Two main parameters define the flow geometry: the first is the jet exit

diameter D, and the second is the spacing between the jet exit (x = 0) and the impingement plate



H. The impinging-jet flow zones are typically divided into four different zones, the initial
development zone (near the jet lip), the free-jet zone (before the jet is influenced by the presence
of the impingement surface), the stagnation zone (extending radially outward from r = 0tor =
D), and the wall-jet zone (r > D).
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Figure 1 Schematic of the investigated flow configuration: an impinging jet. Different flow-field
zones are labeled

1.1 Literature Review

Background for this research is connected to a wide range of studies on natural and forced,
free and impinging jets, and heat transfer in impinging jets. The following provides a brief review
of these topics as relevant to the present work. First, the background on natural non-impinging and
impinging jets is given, followed by a summary of active control of jets with focus on the present
jet excitation scheme, employing bi-modal forcing. Finally, a concise review of heat transfer

characteristics of impinging jets with and without control of the jet is provided.

2



1.1.1 Jets: free and impinging

The focus of the present research is on jets emerging from a sharp-edged orifice. The bulk
of literature is on jet flows exiting from a contoured nozzle; therefore, the basic jet flow features
are first described based on the nozzle configuration. Subsequently, similarities and differences
with the sharp-edged orifice jets are discussed. The free-jet flow field can be divided into an initial
development zone (very close to the jet lip), a free-jet or a transitional zone (where coherent
vortical structures develop from an initial flow instability), and a fully-turbulent zone, farther
downstream [1], [2]. The initial and transitional zones extend in the streamwise direction from the
jet exit to x/D =~ 4, at Reynolds number, Re, = U;D /v ~ 1,000, based on jet diameter and jet
exit velocity [2]. As Rep, increases, the extent of the transitional zone decreases, reaching x/D =~
0.5 at Rep = 200,000 [2]. The current study is concerned with the development of jets over a
domain extending from the jet exit to no more than x/D = 4 at a relatively low Reynolds number

of Re, = 4,333. Hence, the focus of the present review is on the initial and transitional zones.

At the start of the initial zone, a shear layer surrounding the jet is created when the flow
emerging from the jet exit is suddenly exposed to the surrounding stagnant fluid. The shear layer
is initially laminar, then instabilities start to amplify (unstable waves grow) as the shear layer
develops farther downstream [1]-[6]. Shear layers are stable to short waves, but they are unstable
to waves with much longer wavelength than the shear-layer thickness [3]. This linear instability,
which is known as the Kelvin-Helmholtz instability, is associated with exponential growth of the
velocity fluctuation with downstream distance. The instability wavelength scales with the initial
momentum thickness (8;) of the shear layer, hence the wavelength is inversely proportional to the
square root of the average jet velocity, when the boundary layer at the jet exit is laminar [1], [5].

The Strouhal number of the instability is experimentally observed to be Sty, =~ 0.012 [1], [7]-[9],



which is different from the theoretical value of the most amplified instability waves Stg, =~ 0.017

[9], [10]. This difference can be related to the feedback occurring from downstream events [11];

this will be discussed below.

Farther downstream, the velocity fluctuation level increases and the instability growth
becomes non-linear, leading to saturation of the instability amplitude (neutral growth). This
behavior is associated with the roll-up of the shear layer into axisymmetric vortex rings. At the
location of neutral growth of the initial (fundamental) instability frequency, the subharmonic mode
(at half the fundamental frequency) exhibits strong linear growth. In addition, the phase difference
between the fundamental and subharmonic modes falls in a certain range [8], which leads to
significant growth in the subharmonic via “subharmonic resonance” at a rate exceeding that of
linear instability. The growth of the subharmonic component is a key parameter in the mixing layer
dynamics, and it has a significant role in the promotion of vortex pairing (merging) [5], [7], [12].
Vortex pairing involves merging of each successive pair of vortices, initially forming at the
fundamental instability frequency, to produce a vortex of a larger size at the subharmonic
frequency. Thus, coexistence of the fundamental and subharmonic modes is necessary for pairing
to occur. The presence of a subharmonic frequency upstream of the vortex pairing location has
been found to be connected to acoustic feedback of disturbances to the jet lip from vortex merging.

This was confirmed by observing a subharmonic spectral peak at the jet exit [5], [13].

The presence of the jet vortices strongly affects the rate of the shear layer spread into the
potential flow bounding the shear layer on the inside (the potential core; see Figure 1) and the
outside of the jet. From outside of the jet, the vortices entrain surrounding fluid into the jet and
transport this fluid toward the jet centerline along the upstream side of the vortices. On the other

hand, the fluid on the inside of the jet is transported away from the jet centerline. Most of the
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entrained fluid flows toward the jet centerline and then the vortex rings start to detach from the
shear layer [6]. The subsequent spread of the shear layer is mainly produced through successive
stages of vortex merging [5] that ultimately lead to the shear layer reaching the jet centerline at the
end of the potential core. The potential-core’s end location depends on Reynolds number;
specifically, the length of the potential core is inversely proportional to Reynolds number [2], [5].
The larger the spread rate of the shear layer, the faster the potential core ends. Beyond the end of
the potential core, the jet centerline velocity decays with streamwise distance. The decay rate of

this velocity is inversely proportional to Reynolds number [14], [15].

The connection between the transitional (early) development stage of the jet and the fully-
turbulent stage is initiated through the instability of the vortex rings. As the vortex rings convect
downstream, they start to grow azimuthal waviness and develop higher vorticity. This leads to
vortex ring distortion and breakup, hence the generation of small-scale incoherent turbulent
structures that ultimately dominate the vorticity field [2], [5]. The details of the vortex instability
and breakup are not described further here since the present study is primarily concerned with

early development of the jet in the transitional zone.

Another fundamental aspect of the jet instability that is not considered here in detail, is the
presence of a second mode of jet instability known as, the jet-column or “preferred” mode of the
jet [4], [8], [9]. Unlike the initial Kelvin-Helmholtz instability of the shear layer, which scales on
the initial shear layer thickness (6;), the preferred mode scales with the diameter of the jet exit.
The preferred mode occurs at St, = fD/U; = 0.3 — 0.5, which is the dominant fluctuation
frequency found at the end of the potential core in natural jets. The “switch” from an initial to a
“terminal” instability of a different character, as the flow evolves from the jet exit to the end of the

potential core is explained in [9] to be due to the vortex structure scale becoming limited by the jet
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diameter and independent of the initial thickness 8; around x/D = 2 — 3. The present work takes
advantage of the initial shear layer instability, the development of the fundamental and
subharmonic modes, and their possible resonance, and the vortex formation and pairing. Therefore,
the preferred mode instability, which is fundamental to natural jet development and the control of

free jets, is not directly relevant to this study but is mentioned here for completeness.

The sharp-edged orifice jet flow regime is close to that of the contoured nozzle; however,
there are some distinct differences between the two jets. In both cases, the flow regions can be
divided the same way: initial development zone, transitional zone, and fully-developed or fully-
turbulent zone [16], [17]. Very close to the exit, the orifice jet is distinguished with off-center
peaks in the mean radial velocity profile, which is not present in the top-hat initial velocity profile
of contoured nozzles. Unlike the contoured nozzle, the streamlines of the orifice jet are curved
immediately downstream of the jet exit, and the fluid accelerates along the jet centerline. The
streamlines curvature is the result of an inward radial velocity component, which leads to the
creation of the vena-contracta [16], [17]. The streamwise flow acceleration terminates at the vena-
contracta, and farther downstream, the lateral spread of the jet is driven by turbulent diffusion of

the jet into the surrounding fluid.

The vortex structure development and entrainment of fluid from the surrounding in the
orifice jet is similar to that in the contoured-nozzle jet. However, the initial vortex roll-up and the
momentum transport are observed to occur at a higher rate for the orifice jet than for the contoured-
nozzle jet. Correspondingly, a higher Strouhal number for the preferred mode is found for the
orifice jet than that for the contoured-nozzle jet (St, = 0.7 for the orifice jet [18]). The higher
Strouhal number of the preferred mode in the case of the orifice jet is attributed to the thickness of

the initial shear-layer. Specifically, for the same jet exit diameter and Reynolds number, the initial



shear-layer thickness is thinner for the orifice jet, which increases the initial shear-layer
instability’s frequency [18]-[20]. The thinner shear layer is associated with stronger mean-velocity
gradient, higher turbulence intensity, and earlier development of three-dimensionality of the vortex
structure [21]. This accelerates the development of the jet towards the fully-turbulent state, which
enhances the entrainment and mixing and the shear-layer spread rate in the transitional zone for
the orifice in comparison to the nozzle jet [18]. As a result, the potential core length of the orifice

jet (L. = 4D) is generally smaller than the contoured nozzle (L,. = 5D) [17], [21].

An impinging jet can be described as a free jet with a flat impingement plate located at a
distance H downstream of the jet exit at a normal incidence. The flow field can be divided into
free-jet zone, stagnation zone, and wall-jet zone, as depicted in Figure 1. The impinging-jet
characteristics in the free-jet zone are found to be the same as the free jet, except close to the
impingement plate [6], [22]-[24]. Hence, the initial instability frequency is not affected by the
presence of the impingement plate when H/D > 1.2 [22], [25], [26]. However, when the jet exit-
to-plate distance is of the order of the potential core length, the flow will be affected by the

feedback from the impinging flow (via “collective interaction” [20]).

In impinging jets, the flow structure initially develops like a free jet, then the vortex rings
approaching the wall start to deform, stretch, and increase in ring diameter. When a jet vortex
approaches the impingement wall, the vortex losses the axial convection velocity component and
gains a radial convection velocity component [6], [24]. Subsequently, the vortex propagates
outwards in the radial direction (i.e. the vortex ring is stretched radially outward by the mean flow
convection), causing local separation of the boundary layer beneath the vortex. The separated shear

layer rolls up into a counter-rotating secondary vortex, which occurs downstream of the primary



vortex, in the wall-jet region. The secondary vortex forms completely then it ejects away from the

wall in the radial domain 1.9 < r/D < 2.3, diminishing farther downstream [24].

1.1.2 Active control and bi-modal forcing of jets

Active control (also excitation or forcing) of a jet has been utilized for a long time to
influence the behavior of the jet in order to improve mixing with the surrounding fluid, attenuate
acoustic noise emitted from the jet, and/or enhance the cooling effectiveness of impinging jets.
Most of these active control methods aim to take advantage of the inherent instabilities of the jet;
either the initial shear layer instability, or the preferred mode instability. A detailed summary of
many of the literature in this area can be found in the booked titled “Acoustic control of turbulent

jets” [27].

Studies of active control of jets predominantly focus on using a single, pure harmonic
excitation at the frequency of the initial shear layer instability or the preferred mode. The excitation
is produced via acoustic waves from a speaker, mechanical oscillation from a piezoelectric
actuator, or unsteady body force from a plasma actuator, among other methods. In the present
study, acoustic forcing is utilized to control the jet. Unlike the bulk of the literature, the target of
the forcing is not to excite the initial shear layer or preferred mode instability; instead, the present
control scheme aims to take advantage of a phenomenon known as subharmonic resonance.
Therefore, the forcing requires excitation at the fundamental instability frequency and its
subharmonic. In the remainder of this section, a review is given of the very few studies found that
utilize this type of bi-modal forcing to excite jets. With the exception of one study, which employs

an impinging jet, all works pertain to free jets.

Simultaneous forcing at the initial shear layer fundamental frequency and its subharmonic

is demonstrated in [7], [28], [29] for a non-impinging jet. These studies showed that the initial
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phase shift between the fundamental and its subharmonic has a significant influence on
subharmonic resonance, either by enhancement or attenuation, which consequently enhances or
attenuates respectively the merging of vortices. Since the shear layer growth is closely connected
with vortex pairing, this growth could then be changed significantly through adjustment of the
intermodal phase angle (¢) in the bi-modal forcing scheme. This offers a degree of freedom in the

control approach that is not possible through pure harmonic excitation.

In [7], the maximum attenuation of the subharmonic mode is found at ¢ = 72°, and the
best enhancement at ¢ = 150° when the forcing amplitude is 0.1% for both frequencies. However,
when the forcing amplitude is one order of magnitude higher (1%), the peak-attenuation phase
shift is found to be 27°, while the enhancement phase shift is found to be 120°. This dependence of
the initial (imposed) phase on the forcing amplitude is explained in [7] to be related to the fact that
the key to subharmonic resonance is not the initial value of ¢ but the intermodal phase at the
streamwise location of resonance. When this phase (¢,.) is zero, subharmonic resonance, and hence
vortex pairing, is enhanced. On the other hand, when ¢,. = m/2, subharmonic resonance growth
and pairing are attenuated. The resonance location is the streamwise location at which the
fundamental mode amplitude saturates. This location is inversely proportional to the forcing
amplitude and directly proportional to the frequency. Hence, a lower forcing amplitude causes
saturation farther downstream, while higher forcing amplitude causes earlier, upstream, saturation
[7]. This variation in the resonance location with forcing amplitude translates to different required
initial intermodal phase (at the jet exit) to produce ¢, at the resonance location if pairing

enhancement is desired.

Other prominent studies of bi-modal forcing of non-impinging jets include [12], [30].

Unlike [7], [28], [29], these studies select the fundamental frequency to be the preferred mode.
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These works are not discussed further here since the present work makes use of the initial shear
layer instability in planning the bi-modal control scheme. It is worth noting, however, that [30]
demonstrated that bi-modal excitation can affect the jet flow more strongly than pure harmonic

excitation.

One study of bi-modal excitation for the impinging jet is reported in [11]. In this case,
forcing is done St, = 0.8 and 1.6, where for reference, the initial shear layer instability for the
specific flow conditions used corresponds to St, = 2.25. Hence, the fundamental frequency does
not correspond to either the shear layer or preferred mode instability. The study showed that this
bi-modal forcing arrangement enhances vortex pairing in the free-jet zone. On the other hand,
forcing at one-third instead of one-half of the fundamental frequency in the bi-modal scheme; i.e.
Stp = 0.53 and 1.6, leads to the merging of three vortices in the free jet zone. In both cases, bi-
modal forcing helped to accelerate the formation of larger scale vortices that produced periodic
velocity fluctuation above the impingement plate and induce unsteady boundary layer separation.
In the study, the amplitude of the fundamental mode is 1% of the jet exit velocity, while the
subharmonic mode’s amplitude is kept at one-third of that of the fundamental. The intermodal
phase difference is not found to affect the results significantly, yet the authors acknowledge that
their phase increments might not have been sufficiently small to see the significant phase influence

reported in non-impinging-jet studies.

Overall, the studies cited above have demonstrated that bi-modal excitation is more
effective than single-frequency excitation in terms of promoting formation of large coherent
structures and mixing enhancement, in addition to controlling the near-wall flow for impinging

jets.
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1.1.3 Heat transfer of natural and forced impinging jets

The jet flow impinging on a wall at normal incidence creates a convective heat transfer
distribution that depends on the near-wall flow field. The coherent flow structures, the velocity
fluctuation, the unsteady boundary layer separation are all phenomena that can affect the local heat
transfer from the wall. The convective heat transfer coefficient h and associate Nusselt number
(Nu) on the impingement plate experience a peak at the stagnation point. The heat transfer is
directly dependent on Reynolds number, as given by several empirical correlations. However,

correlations reported in different studies exhibit significant variation [31]. Two of the widely

known correlations are: Nu, = kRe?, Whereazf(%) and k is a constant, and Nu, =

—-0.116
0.698Re?573 (g) [20], [31]. At H/D < 4, the radial distribution of the local heat transfer

experiences two distinguished peaks [32]. Boundary layer separation is reported to be the reason
for local heat transfer reduction between the two peaks [26], [32]. Farther out in the radial direction
(r/D = 4.5), Nu can be solely related to the radial location independent of the nozzle-to-plate

distance [26], [31], [32].

Heat transfer from the stagnation zone of the impingement plate increases as the nozzle-
to-plate distance increases for 2 < H/D < 6. For larger distances, (H/D > 6), the local heat
transfer declines gradually with increasing H /D [33], [34]. The nozzle-to-plate distance where the
maximum stagnation heat transfer occurs is found to be the same as the x location where the
maximum turbulence intensity is found. Higher turbulence intensity provides higher heat transfer,
even after the end of the potential core [31], [35]. It is also observed that increasing the turbulence

intensity at the jet exit increases the heat transfer coefficient at the stagnation point [35].
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The jet-exit geometry also affects the heat transfer from the impingement plate. Comparing
the heat transfer of a jet exiting from a contoured nozzle to a sharp-edged orifice, the Nusselt
number exhibits 25% and 20% enhancement at H/D = 4 and 8 respectively in the case of an
orifice jet [36], [37]. Generally, the orifice jet provides better heat transfer for H/D < 10 [31],

[38].

When it comes to heat transfer enhancement of impinging jets via flow excitation, studies
are only reported for single-frequency forcing. Forcing at the jet’s shear-layer fundamental
frequency and H/D = 1.125 develops intermittent vortex paring, which increases the turbulence
and consequently the local heat transfer at /D = 1.75. In contrast, employing a forcing frequency
close to the subharmonic frequency reduces the local heat transfer due to more stable vortex pairing

and organized flow structures [26].

Another study [39] compares the excited to the unexcited jetat H/D = 3. Forcing at St =
0.26 shows heat transfer enhancement at the stagnation zone. However, the forcing also causes
Nu to decrease relative to the unexcited jet in the wall-jet zone (r/D > 1.5). For St, = 0.51,
similar local heat transfer to the unexcited jet is observed in the stagnation zone, while the excited
jet shows local heat transfer increase in the range 1 < r/D < 2. For St = 0.79, enhancement in
the local heat transfer occurs in the stagnation zone. The authors attribute the heat transfer
enhancement/attenuation in the heat transfer coefficient at different forcing frequencies to the

increase/reduction in the local turbulence intensity due to the forcing.

Two other notable studies are [33], [34]. In these studies, when forcing at St, =
2.4,3 and 4 for H/D = 2, the stagnation zone does not show differences between the excited and

unexcited jet [33], [34]. However, at larger radial locations, in the wall-jet zone, the local heat
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transfer is reduced. A slight enhancement is found at a lower forcing frequency corresponding to
Stp = 1.2 [33]. AtH/D = 4, forcing at St;, = 2.4 and 3 reduces the stagnation heat transfer with

respect to the unexcited jet, due to a decline in the turbulence intensity [26], [33], [34].

Overall, the above studies show that benefits of flow excitation on heat transfer

enhancement are mixed. However, none of the studies explored the influence of bi-modal forcing.

1.2 Motivation

As outlined in Section 1.1.3, single-frequency forcing of impinging jets can enhance the
heat transfer from the impingement plate by increasing the local level of turbulence. This study is
motivated by exploring a different approach for the enhancement of the heat transfer through
control of the jet vortex dynamics in the transitional zone. In the work of Aweni [40], he showed
that the unsteady surface pressure fluctuations produced on the impingement plate can be
particularly intense if vortex pairing occurs while the pairing vortices are convecting parallel to
the impingement plate. The intensity of the pressure fluctuation was significantly more than that
if a single vortex, whether pre- or post-pairing, interacts with the impingement plate. While
pressure fluctuations do not necessarily affect the heat transfer directly, these findings, indicated
that wall effects due to vortex-wall interaction in impinging jets can be significantly affected by

the stage of pairing when the vortices interact with the wall.

The findings of Aweni [40] motivated a study of the heat transfer in isolated vortex-wall
interaction [41], [42]. These authors studied three different scenarios of the interaction: a pair of
vortices interacting with the wall as they merge together, one of the vortices interacting alone with
the wall, and a single vortex with twice the size and circulation of the latter vortex interacting with
the wall. The last two scenarios emulate pre- and post-pairing interactions with the wall, while the

first scenario corresponds to “during-pairing” interactions. The results showed that the latter case
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results in the strongest heat transfer rate per interaction with the wall, followed by the pre-pairing
vortex interaction then the post-pairing interaction. The “during-pairing” interaction, however,
also results in the biggest deterioration in heat transfer when unsteady boundary layer separation
occurs. Overall, it was not clear if in an impinging jet, the pre-pairing, or during-pairing
interactions would provide the best heat transfer. However, [40], [41]clearly show that the ability
to control the stage of pairing relative to the wall has a strong influence on the heat transfer due to

vortex-wall interaction.

In a natural jet, the stage of pairing relative to the wall is dictated by the initial jet
conditions, Rep and H/D. If these conditions are fixed, one can, however, control the vortex
structure evolution relative to the impingement plate by promoting or attenuating vortex pairing
using bi-modal forcing (as discussed in Section 1.1.2). The present study is motivated by
implementing this idea in an impinging jet and studying its possible effectiveness in enhancing the
heat transfer in an impinging jet. Given the novelty of the study, the bulk of the work is focused
on understanding the effect of the forcing on the vortex structure development, while the heat

transfer aspects only receiving a preliminary consideration.

1.3 Objectives

The specific objectives of the present study may be summarized as follows:

1. Designing and constructing of a new impinging-jet setup with provisions for acoustic
excitation of the jet as well as measurements of the convective heat transfer coefficient
from the impingement plate. The jet exit geometry is a sharp-edged orifice, which is
selected as a canonical (fundamental) flow geometry that represents the impinging jets

found in gas-turbine cooling applications better than a jet exiting from a contoured nozzle.
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2. Conducting flow visualization experiments of the forced jet flow over a range of bi-modal
forcing parameters and different H/D values in the range 2-4. The forcing parameters
include the forcing level, the amplitude ratio of the two modes and the intermodal phase.
The goal of these experiments is to capitalize on the efficiency of flow visualization to
examine a wide parameter space, allowing determination of the parameters at which
significant change to the jet vortical structures are produced.

3. Using the results from the flow visualization investigation, a narrow parameter range is
identified for further study using hot-wire measurements. For these studies, hot-wire
profiles will be obtained at different streamwise and radial locations to quantify changes
produced by the forcing to the statistics of the mean and the fluctuating velocity.

4. Implementing experiments to investigate the potential for heat transfer enhancement from
the impingement plate in response to the jet forcing over the same experimental parameters
range used in the hot-wire experiments. Data from these experiments will be used in
conjunction with the flow visualization and hot-wire information to develop hypotheses
for the mechanisms of heat-transfer enhancement and attenuation (if any). Due to the time
it took to cover objectives 1-3, only limited heat-transfer experiments are carried out as

part of this thesis.

The remainder of this thesis is organized as follows. All of the experimental details
addressing objective 1 are given in Chapter 2. Results addressing objective 2 are presented in
Chapter 3, while Chapter 4 covers presentation and analysis of the hot-wire data. Chapter 5
contains a summary of the limited heat-transfer measurements conducted in this work.

Conclusions and recommendations of this thesis are provided in Chapter 6.
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CHAPTER 2. EXPERIMENTAL SETUP AND PROCEDURES

The present study investigates the flow of an axisymmetric jet impinging on a flat plate,
with preliminary evaluation of the effect of the jet on the heat transfer from the impingement plate.
The investigation is carried out for the natural jet and the acoustically forced jet. High-speed time-
resolved flow visualization is employed to study the flow structure qualitatively over a range of
forcing parameters. Some quantitative information are also extracted from the flow visualization
recordings. Additionally, a single hot wire is also utilized to characterize the jet flow and to
quantify the effect of forcing on the jet. Limited measurements of the convective heat transfer
coefficient from the impingement plate is carried out using TSP (Temperature Sensitive Paint)
applied to a heated constant-heat-flux impingement surface. Due to the mirror-like finish of this
impingement plate, it is inconvenient to use it for flow visualization. Hence, two impingement
plates are used to conduct the experiments with/without the presence of heat transfer. The first
setup includes the jet assembly with the flow visualization plate. The second setup includes the jet

assembly with the heated plate.

This section contains a description of the components used for the setup of the present
research. The setup includes the flow facility (the jet assembly and the impingement plate), and
the different instrumentation and diagnostic methods used to run the experiments and acquire data.
Also reported here are the procedure used in the different types of experiments. Because the
experimental conditions for the heat transfer experiments are not identical to those for the flow
investigations (primarily regarding where the acoustic forcing field is measured), the description
of the setup and the procedure for the heat transfer measurements are deferred to Chapter 5, where

a self-contained coverage of these experiments is provided.
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2.1 Jet Facility
2.1.1 Jet assembly

The present investigation is a foundational work for long-term research motivated by the
use of impinging jet arrays for cooling of gas turbine blades. To this end, a new facility has been
constructed with the aim of facilitating studies of a “minimal” (three-jet) axisymmetric jet array
over a range of parameters relevant to gas turbine cooling: Rey, in the range 20,000-70,000, H/D
in the range 1-5, and the inter-jet spacing S/D in the range 3-12 [43]. The new jet facility is capable
of running with Reynolds numbers up to 21,400, H/D up to 8, and S/D between 3 and 17. The
present work, however, is only concerned with a single jet and H /D between 2 and 4. Additionally,
given the novelty of the bi-modal jet forcing scheme used in this work, it was easier for the present
study to focus on a relatively low Reynolds number (Rep= 4,233) where the jet vortex structures

are expected to remain organized, facilitating interpretation of the flow response to forcing.

Figure 2 shows the main jet facility used in the current project. The main skeleton that
carries all the components shown in Figure 2 is made of 80/20 standard aluminum bars with the
respective fittings and connections. Air is supplied to the jet facility using a 9.5mm (3/8 ")
pneumatic tubing connected to the building’s pressurized air supply. The air passes through two
flow regulation stages prior to entering the jet housing, one of which is shown in Figure 3, and one
flow conditioning stage within the jet housing. A 0.25" standard industrial pneumatic spring
coupling is used to connect the pressurized air supply hose to the jet. The air flow rate is set using
two valves: the first, a ball valve located at the air supply line in the wall. The flow from this valve
passes through a pressure regulator (Speed air 12838D 250 psi max) and an air filter (RTi 3CX-
020-PX2-FI). The second flow rate setting stage is located just before the air enters the jet. It

consists of a high precision pressure regulator (Omega PRG200-60), needle valve (Swagelok SS-
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1RF4-SH), turbine flowmeter (Omega FLR1205), and a T-type thermocouple (Omega 5SRTC-
GG-T-24-72), as shown in Figure 3. The precision pressure regulator can handle a maximum input
pressure of up to 150 psi and output pressure up to 60 psi. The needle valve is used to set the jet
flow rate with high resolution. To achieve this, the needle valve is deliberately chosen to have a
large number of turns (10 turns) between the fully closed and fully open conditions. The flow
exiting the needle valve passes through the flowmeter, which is used to verify the stability of the

flow.

/Pressurized supply air

S

Diffuser section

Conditioning section 1

2\

Ly

Screens and retaining rings

Seeding section

Faceplate "

Transparent tube

Honeycomb

Condltlonlng
section 2

Figure 2 3D drawing of the jet assembly (bottom) and an exploded drawing of the jet components
(top). The screens and the honeycombs are colored with the same color as their respective
housing
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Figure 3 Diagram of the second flow-rate-setting stage

The selected jet velocity corresponds to volume flow rate that is just below the flow meter’s
specified operating range. Therefore, the average jet exit velocity is determined by measuring the
mean streamwise velocity profile at x/D = 0 in the cross-stream (y) direction using a single hot-
wire probe (see Sections 2.2.1 and 2.3.1 for hot-wire measurement details). With the assumption
of axisymmetry, the resulting profile is integrated to compute the total flow rate, from which the
mean jet exit velocity is obtained by dividing by the jet exit cross-sectional area. This process is
repeated several times to iteratively find the required average velocity. The results reported here
are conducted at an average velocity of 5 m/s, with an uncertainty of 1%, and a Reynolds number

based on diameter at 20 °C (room temperature) of 4,233 with an uncertainty of 42

After the air exits the flow meter, the air temperature is monitored using a T-type
thermocouple before entering the jet assembly. The range and the accuracy of the T-type
thermocouple are® 0 C to 200 °C and 1 °C respectively. In addition to monitoring the temperature
of the flow, the second flow-setting stage is employed to reduce the flow fluctuation due to
variability in the supply airline pressure. This is achieved with the aforementioned Omega

precision regulator, as demonstrated in Figure 4. The left part of the figure depicts measurement

of the average jet exit velocity (Uj) using the flowmeter every 10 seconds for a total period of six
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hours. Figure 4 (right) displays the same result after removing the mean jet velocity to be able to
better see the velocity fluctuation. As shown in Figure 4 , the velocity fluctuation is minimal with
a value of less than +£0.5% of U;. Note that the value of U; in Figure 4 is about 10% higher than 5
m/s in order to fit the jet flow rate within the range of the flow meter for the purpose of the stability

test.

6 ; , : : , 0.01

0.005
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(u UJ) U
=
=
=
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-0.005 |

0 : : : : : -0.01

Figure 4 Jet flow stability over a six-hour time span (left). Jet velocity fluctuations for the same
test results (right)

The jet components in Figure 2 are modeled and 3D printed at Michigan State University.
The flow enters the jet through the pneumatic adaptor attached to the diffuser section. The diffuser
section is used to expand the flow cross-sectional diameter from the pneumatic fitting size to the
internal diameter of the jet facility (25.7 mm). The outer diameter of the jet facility is 36 mm,
which is selected to maintain the rigidity of the facility while allowing a minimum jet-to-jet
spacing of S/D = 3 for future jet-array experiments.

The diffuser is designed with a shallow flow area expansion angle (3.1°) to avoid flow
separation [44]. Downstream of the diffuser, the air enters the conditioning stage, which consists
of two sub-sections: conditioning section 1 and conditioning section 2 (see Figure 2).
Conditioning section 1 consists of 3.175 mm (0.125™) cell diameter honeycomb that is 114.3 mm

(4.5") long. Conditioning section 2 consists of five mesh screens with different sizes, starting with
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the coarsest screen nearest to the honeycomb and getting finer toward the Seeding section. The
screens mesh sizes are 18x18, 20x20, 24x24, 30x30, and 35x35 opening per inch square in the
direction of the flow, with a wire diameter of 0.4318 mm, 0.4064 mm, 0.3556 mm, 0.3048 mm
and 0.254 mm respectively.

The Seeding section is included in the facility to enable careful injection of seed particles
into the boundary layer for flow visualization. The Seeding section details are depicted in Figure
5 with a 3D cut-away showing the settling cavity, inlet port, and the injection slit. The 2D cross-
section in Figure 5 shows the internal flow diameter and a zoomed view of the injection slit. This
section is designed and 3D printed into two parts to allow the removal of the support 3D printed
material in the cavity of the Seeding section. The seed particles enter from a port in the grey-
colored section (Figure 5), they flow into the cavity between the two parts, as shown in Figure 5,
and finally pass to the air mainstream through a 0.7 mm slit inclined at @« = 45° to the flow
direction. The slit has a radius r = 12.85 mm, arc angle 26 = 80°, which yields arc length equal
to 18 mm. Tests are made to ensure that the injection velocity of the seed particles is sufficiently

low to avoid changing the jet flow dynamics (see Section 2.2.2).

21



Settling Seeding
cavity ¢ particles
inlet port

" [ = Seed'mg
1 g Slit

Figure 5 3D and sectional drawings of the Seeding section: 3D section of the seeding particles
settling cavity and the inlet port (top left), 3D section showing the seeding particles
injection slit and the cavity (top right), 2D section showing the diameter of the jet
mainstream and a zoomed view of the slit (bottom)

A transparent plexiglass tube is utilized downstream of the Seeding section. The tube
allows any local disturbance from the injection port to die out while enabling visual access to the
flow inside the tube as needed. A faceplate section is located downstream of the transparent tube.
The section reduces the flow cross-sectional diameter from 25.7 mm to an exit diameter of 12.7
mm (Figure 6) using a faceplate with a sharp-edged round exit. The sharp edge ensures that the jet
exit geometry is defined by the exit diameter only and not the thickness of the opening. This
geometry is used in literature as a canonical case representing jets emerging from simple opening
(as opposed to long pipes or contoured nozzles) such as those used in gas turbine blade cooling.

The contraction ratio of the jet (upstream flow area/exit flow area) is 4, which is substantially
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smaller than that for typical jet research facilities. This small value, which should result in a higher
than usual turbulence intensity at the jet exit, was necessary in order to keep the overall diameter
of the jet facility small enough to accommodate inter-jet spacing of at least three jet exit diameters
for future studies utilizing jet arrays.

The faceplate section also contains four 2.6 mm counter-bored holes for mounting
microphones that are spaced 90-degree apart around the perimeter of the faceplate (Figure 6). The
microphone sensing holes are 0.8 mm in diameter and their centerlines are offset minimally (0.4
mm) upstream of the sharp edge of the jet exit orifice. As described in Section 2.2.3, these
microphones are employed to measure the acoustic pressure fluctuation used to excite the jet in
order to control and quantify the forcing amplitude and waveform.

Two impingement plates are used in this project. The first is used for flow visualization
(Figure 7 and Figure 8), is a 9.525mm (3/8") thick polyethylene plate with width and height of
469.9mm and 520.7mm respectively. These dimensions correspond to 37D X 41D respectively.
The plate has a black color to minimize light scatter from the surface during visualization. The
second impingement plate is used for the heat transfer measurements. Details of this setup may be
found in Chapter 5. The jet orientation for all experiments correspond to normal impingement on

the plate.

23



3.6 mm

Microphone
hole

Figure 6 3D sectional drawing of the Faceplate section containing the sharp-edged faceplate and
provisions for mounting four microphones around the perimeter of the faceplate
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Figure 7 Schematic of the flow visualization setup. The camera used for visualization is directed
normal to the plane of the drawing (normal to the page)
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Figure 8 3D drawing for the flow visualization setup, the air inlet is into the diffuser section
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2.2 Experimental Techniques

2.2.1 Velocity measurements

A single hot-wire probe is employed to measure the streamwise velocity at different
locations in the flow. The hot-wire data are used to: (1) obtain mean and RMS streamwise velocity
profiles for the purpose of characterizing the flow of the newly constructed jet facility; (2) verify
that the seeding for the flow visualization experiment does not create an unacceptable disturbance
to the flow; (3) quantify the effect of forcing on the jet and complement the qualitative flow

visualization information.

The hot wire is made of a 5Sum-diameter tungsten wire that is electro-plated with copper at the
wire’s two ends while leaving 1mm (0.078D) sensing length of bare tungsten in the middle. The
hot-wire probe’s typical cold resistance is between 3.5 Q and 5 Q including the lead wire and the
broaches resistance. The probe lead resistance without the wire is 0.4 Q. The ratio between the
sensing length to the diameter of the wire is 200. The hot wire is connected to a constant
temperature anemometer (Dantec mini CTA 54T30) that is set to operate with an over-heat ratio
of 0.65, corresponding to a typical wire temperature of 177°C, computed using

2.1)

o =a(ly, —Ty) (2.1)

Where 1, is the overheat ratio, « is the temperature coefficient of resistance of tungsten,
T,, is the wire temperature, and T, is the ambient temperature. The -3dB bandwidth of the circuit

is 10kHz, as stated by the manufacturer and verified using a sine wave test.

To calibrate the hot wire, it is necessary to place it in the jet where the flow is steady, the

turbulence intensity is low and the velocity is known. As the sharp-edged jet emerges into the
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ambient, its cross-sectional area decreases in the streamwise direction to reach a minimum at the
vena-contracta. As a result, the mean streamlines are initially curved and the jet static pressure is
above ambient. At the vena-contracta, the streamlines become parallel and the static pressure
becomes the same as the surrounding ambient pressure P,;,,. Thus, by placing the hot wire on the
jet’s centerline in the potential core at the streamwise location of the vena-contracta (where the
turbulence intensity is reasonably low; below 5%), it is possible to determine the flow velocity,

using Bernoulli’s equation, which leads to

2(Ps—Pgtm)
Uye = /Tt (2-2)

Where p is the air density, P; is the stagnation pressure at the location of the hot wire, and

subscript vc indicates the vena-contracta.

To determine P; without introducing a stagnation probe next to the hot wire, which would
result in significant flow blockage for the relatively small jet diameter, the static pressure upstream
of the faceplate Ps;,;:ic 1S measured and used to calculate P;. Pg:q:ic 1S measured using a pressure
tap inserted into the sidewall of the jet facility upstream of the Seeding section. Using the

continuity and Bernoulli equations, the two pressures are related as follows

(B = Patm) = (Pstatic — Patm) (1 - (AAL)Z) (2.3)

static

Where, Aqqtic 1S the cross-sectional area of the jet facility upstream of the faceplate, A,
is the cross-sectional area of the jet at the vena-contracta, and Py, 1S the static pressure upstream
of the jet exit. The Area ratio term in (2.3) is not known since the vena-contracta cross-sectional
area is unknown. Additionally, this ratio will be influenced by the effect of the boundary layer on

Agiaric and the shear layer on A,.. Therefore, P, — Py, 1S determined from Pgiuiic — Patm Via
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direct calibration. To do SO, Ps;gtic — Parm (Which is later used to determine U,,.) is calibrated
against a pitot-static tube placed on the centerline at the vena-contracta (at x = 1.5D). The

calibration implemented at different jet velocities covering the full hot wire calibration range.
Figure 9 shows the pressure tap calibration data points and a linear fit to these points (2.4).
(Ps - Patm)vc = 1.03(Pstqatic — Patm) +0.14 (Pa) (2.4)

For a given jet velocity, (2.4) is used to convert the measurement of (Pstqtic — Patm) 1O
(P; — Pasm), Which is then substituted into (2.2) to obtain the flow velocity U,. sensed by the
hotwire during calibration. (Pg;qsic — Paem) 1S measured using Validyne pressure transducer
(DP15-22) with one of its sides connected with Tygon tubing to the static pressure tap, and the
other side is left open to the atmosphere. The range of the pressure transducer is 137 Pa and the
sensitivity is 13.48 Pa/Volt. The same pressure transducer is used in all of the pressure

measurements implemented in this study.

80 T T T
—— Linear fit

0 1 L 1
0 20 40 60 80

Static tap pressure (P P_. )(Pa)

static ' atm

Figure 9 Calibration of the static pressure upstream of the faceplate versus the stagnation pressure
in the vena-contracta. Data points (blue circles) and linear fit (black line)
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The temperature of the jet flow and the static pressure are acquired simultaneously with
the hot wire. The temperature is measured using an RTD temperature probe (Newport 205-MC2)
to correct the hot-wire output for any temperature variation between calibration and measurement.
The temperature probe is located next to the jet outside the flow field but comparison between this
temperature and that measured in the air line shows a maximum temperature difference of 1°C,
which is within the accuracy of the airline thermocouple. During calibration, a MatLab code is
used to acquire the three signals (hot wire, static pressure and temperature) simultaneously using
a 16-bit resolution National Instruments (NI-USB 6343) Analog to Digital Converter (ADC) with
the ADC range set to £10 V. The sampling frequency and the number of data points for each

calibration point are set to 10kS/s and 300kS respectively. This yields a time series duration of

T=30s (% = 11,811). A total of eight calibration data points are used. A non-linear fit to the

data using a built-in function in MatLab (“nlinfit”) is employed to calculate the calibration

constants in (2.5) (4, B and n) of King’s law:
E? =A+BU" (2.5)

Where, E is the hot-wire output voltage. The calibration constants, together with (2.5), are
used to calculate the velocity in subsequent experiments after correcting the hot-wire raw voltage

for temperature deviation using (2.6)

(2.6)

Tw—Tcal)
Tw—-Tm

E. = En [(

Where, E. is the corrected voltage, E,, the measured voltage, T,,; the air temperature
during calibration, T,,, the air temperature during measurement, and T,, the hot-wire temperature.

The typical range of temperature change between the experiments and calibration is +0.5 °C.
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The hot wire is calibrated before and after the experiment. The deviation between these
two calibrations is typically within £1%. Figure 10 shows an example of a hot-wire calibration
comparison. The minimum, maximum, and the mean deviation between pre and post calibrations

in this example is 0.55%, 0.79%, and 0.68% respectively.

2.25 T T T T T
2.2 .
215 ‘ i
i viation from King's Law |
= 2.1 2 , i
2 1%
N—
W05t = .
g
S o} x ox XX
§ o % X o
2| ; :
=
E1% |
1.95¢ 2 4 6 8 |
U(m/s)
1.9 | | | | |
2 3 4 5 6 7 8
U (m/s)

Figure 10 Comparison between hot-wire pre and post calibrations. The red color shows pre-
calibration information and the blue color shows post-calibration information. Circles
represent the actual data points, lines depict King’s law fit to the data, and x-symbols in
the inset show the % deviation of the data from the fit

2.2.2 Flow visualization

The flow-visualization system is sketched in Figure 7. As seen in the figure, Di-Ethyl-
Hexyl-Sebacat (DEHS) particles are generated from a LaVision atomizer (model number
1108926) driven by the flow of pressurized air. The typical diameter size of the particles is 1 um,
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as given in the manufacturer specifications. The pressurized air supply is maintained at 8 psi using
a pressure regulator (Omega PRG200-60) upstream of the atomizer. After generating the seeding
particles, the pressurized air passes through a large-particle trap to catch the large particles and
stop them from getting injected into the flow. Then, the flow splits between two gate valves: a
bypass valve and a feed valve. The two valves have a visual indicator of the valve opening. For
the experiments reported here, the bypass valve is fully open while the feed valve is two-turn open.
The bypass valve reduces the seeding stream flow rate into the jet, without affecting the operation
of the atomizer. The valves are carefully regulated to test the required seeding injection velocity
to provide enough seeding density without disrupting the flow. The seeding particles are confined
to a narrow zone near the jet inner wall, consequently, they are primarily concentrated in the shear

layer when the jet emerges into the ambient.

The seeding slits are not placed upstream of the conditioning section, to avoid any potential
clogging of the honeycomb and the screens. However, by seeding downstream of the flow
conditioning section, no means are present farther downstream to attenuate any disturbances that
might be introduced by seeding through the wall slits. To verify that the seeding flow is small
enough to avoid disturbing the jet flow, hot-wire measurements of the jet flow are conducted to
measure the mean and the fluctuating streamwise velocity with and without the seeding flow.
When conducting measurements with the seeding flow, the atomizer is drained from the DEHS
fluid, so that the same seeding air flow rate is present as during visualization but without the
particles. This is done to avoid the disturbance of the hot-wire measurements, or breaking of the
wire due to particles striking the wire. Also, when seeding the jet, the pressurized air flow into the

jet is reduced to account for the additional volume flow rate due to seeding. This is done by
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measuring cross-stream jet velocity profiles at x/D = 0 to ensure that the average jet exit velocity

is also 5 m/s with seeding.

In addition to possible disturbance of the jet by the injection of seed particles, another
concern is whether the particles follow the flow accurately. This concern is usually checked by
computing Stokes number Stk = tu/l (where, T is a characteristic particle response time to the
flow drag force, u is a characteristic velocity scale of the flow (U;), and | is a characteristic length
scale of the flow, D). With the current particles having a diameter of 1um, the Reynolds number

2
Podp

of the particle is less than unity, which makes the particle in the “Stokes regime” and 7 = Ton

ppd3U;
Stk = &,
18uD

where, p, and d,, are the particle density and diameter and p is the dynamic
viscosity of the air. The resulting Stk value is of order 10~3, which is much less than unity,

confirming the particle’s ability to follow the streamlines. This can also be expressed differently

through the bandwidth corresponding to the ability of the particle to follow different frequencies
of oscillation in the flow. This bandwidth is expressed as f, = 2—11” or f. = 56kHz. This is more

than an order of magnitude higher than the highest frequency of interest in the present flow (1000
Hz), alleviating any concerns about the ability of the particles to follow the flow in the flow

visualization study.

Figure 11 shows the mean velocity profile in the y direction with and without seeding for

Ui =5m/s (Rep = 4,233) and x/D =0, 0.059,0.118,0.275,and 0.5. The y coordinate is

plotted in the figure relative to the centerline of the jet; i.e. y — y;. The centerline coordinate is
determined by finding the point that will show similar profiles between the top and the bottom
portions of the profile. Qualitatively, the profiles look similar with a uniform-velocity potential-

core region bounded by shear regions on top and bottom. The RMS profiles (Figure 12) also agree
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well with and without seeding (except for some deviation at x/D = 0.275). The profiles closer to
the jet exhibit only one RMS peak (at negative y values) due to the practical difficulty of profiling

the whole jet exit at a very close distance to the jet lip.

To make quantitative comparisons regarding the effect of seeding on the flow, several shear
layer characteristics are computed. The 99% shear-layer thickness (d;) is estimated as the
thickness over which U/U; changes from 0.1, on the low-speed side, to 0.99, on the high-speed
side. The 0.1 threshold set on the low-speed side is used to avoid hot-wire signal rectification errors
due to the possible presence of reversed flow at the edge of the jet. Table 1 shows a comparison
between &,;/D with and without seeding at different locations, which is determined with a
resolution (data spacing) error of 0.01D. The non-dimensional maximum velocity gradient

dU/dy x D /U; values are also included in the comparison in Table 1.

x/D=0 x/D=0.059 x/D=0.118 x/D=0.275 x/D=0.5
— 05+ 05/ 0.5 @ 0.5 @

@ S S | O No seeding
S R -o-Seeding
0.25" 0.25" 0.25 - 0.25" 0.25"
§
-~
?‘0 0 0r 0 0 0
R
-0.25 1025 1025 & 025 i 025
-056% - .056% - 059 - 058 1 -05-6" :
005115 005115 005115 005115 005115
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Figure 11 Comparison of the mean streamwise velocity profiles with and without seeding at x /D =
0,0.059,0.118,0.275, and 0.50
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Figure 12 Comparison of the RMS streamwise velocity profiles with and without seedingat x/D =
0,0.059,0.118,0.275, and 0.50

Table 1 Shear layer thickness and normalized gradient comparison

0|2 20059|2=0118 | 2 =0275 | ~=05

D _— D —_— . D _— . _— . D _— .
% (withoutseeding) | 0.020 | 0.039 0.039 008 | 0.187
. (with seeding) 0029 | 0.039 0.039 0088 | 0216
ox UE, (without seeding) 4263 | 32.72 38.11 2244 | 1502
& X7 (with seeding) 4366 | 37.18 37,54 24.44 14

In addition to checking the mean and RMS velocity profiles, it is important to verify that
the jet dynamics have not changed with the introduction of seeding. One indicator of this is that
the jet vortex passing frequency remains unchanged in the presence of seeding. In the present

study, this frequency is determined from analyzing the power spectrum & of the streamwise
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velocity fluctuation obtained at the y location of the maximum RMS (Figure 13). The normalized
spectrum is plotted versus Strouhal number (St, = fD/U;; where f is frequency in Hz) for the
cases with and without seeding. The spectra show a dominant peak fundamental frequency around
Stp = 2.54 (1000 Hz) at all streamwise locations, the dominant fundamental frequency is pointed
out with the vertical red broken line, while the subharmonic frequency is pointed with the vertical
green broken line (Figure 13). The dominant fundamental frequency corresponds to the initial
vortex development of the jet. The spectra at different streamwise location show good agreement
between the flow with and without seeding, which depicts minimal influence from the seeding
particles on the jet characteristics. The different dominant frequencies at different streamwise
location and the vortex pairing will be discussed later in presenting the results for the flow

visualization (CHAPTER 3) and the hot-wire measurement (CHAPTER 4).

Spectra on the jet centerline are also inspected. The centerline spectra show a peak around
the same frequency as the shear layer (St, = 2.54, 1000 Hz). The comparison between the flow

with and without seeding shows similar behavior at all x/D locations (Figure 14).
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Figure 13 Comparison of the normalized spectra at the y-location of the RMS peak of the lower
shear layer at different x/D locations without and with seeding. Solid and broken lines
show results without and with seeding respectively (spectra at successive x-locations are
shifted by one order of magnitude from each other to avoid clutter)

The seeded flow exiting through the sharp-edged orifice is illuminated using a 4.5-Watt
LED three-color (RGB) laser (Laserland W4000) that is shaped into a laser sheet. To maximize
the illumination energy, all three colors are used simultaneously. To form the laser sheet, a set of
lenses is used to reshape the initially rectangular laser beam. The first lens (Thorlabs - LJ1403L1-
A) is a convex cylindrical lens (focal length=60 mm) that focuses the laser in the direction normal
to the visualization (x — y) plane. The second lens is a cylindrical concave (focal lens=-50 mm),
placed with its focal point coincident with the location where the laser is focused by the first lens.

This leads to the beam emerging collimated with the desired thickness in the direction normal to
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the visualization plane. The selection of the focal lengths of the first two lenses is set to achieve
the desired laser sheet thickness within the available space in the experiment. The third lens has
the same specifications as the second lens, however it is rotated 90 degrees in order to diverge the
laser sheet in the streamwise direction to completely illuminate the field of view of interest. Over
the visualized area, the average thickness of the laser sheet is 0.5 mm. The flow can be illuminated

up to x/D = 4 depending on the location of the impingement plate.
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Figure 14 Comparison of the normalized spectra at the centerline at different x /D locations without
and with seeding. Solid and broken lines shown results without and with seeding
respectively (spectra at successive x-locations are shifted by one order of magnitude from
each other to avoid clutter)

A high-speed CMOS 12-bit monochromatic camera (Phantom VV2512) capable of capturing
up to 25,700 fps is used to acquire time-resolved flow visualization images with 60mm lens (f/1.2).

The camera has 1280 x 800-pixel sensor which is exposed to a field of view of 22mm x 50mm,

37



in the x and the y direction respectively. This field of view is equivalentto 1.7D x 4D at H/D =
2. The imaging scale is calculated by determining the number of pixels across an image of a scaling

grid. For all images, the scale is found to be 0.127 mm/pixel (0.01D/pixel).

A frame rate of 10,000 fps is used to capture the images in this work with an exposure time
of 99.525 ps. This frame rate provides 20 or 10 frames per cycle with respect to the subharmonic
or the fundamental frequency respectively. During the exposure time of acquiring the images, the
seeding particles travel 0.497 mm (0.04D) at 5 m/s. Figure 15 provides an example for an

instantaneous flow visualization image for the natural jet and H/D = 2.

\ortices

Impingement plate

0.24D
——p

Figure 15 Instantaneous flow visualization example for the natural jetat H/D = 2
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2.2.3 Forcing of the jet flow

Bi-modal acoustic forcing is employed to control the flow structure of the impinging jet.
The forcing frequencies are chosen to be the initial instability frequency of the jet shear layer
(fundamental frequency f) and its subharmonic f;,,. The acoustic pressure forcing signal maybe

expressed as follows:
p'(t) = af sin(2rft) + ar,  sin(2rfg,t + ¢) (2.7)

where, ar and as are the acoustic forcing amplitudes at the fundamental and the

subharmonic frequency, respectively, ¢ is the phase shift between the two modes (where 0° <
¢ < 180°), and t is time. The bi-modal signal is periodic in ¢ with a period of 180°
(corresponding to one full period of the fundamental frequency and half period of the sub-
harmonic). Hence, intermodal phase values outside the interval 0° — 180° do not produce acoustic

pressure signatures different from those generated within the interval.

To find the initial instability frequency, hot-wire time series of the streamwise velocity at
the center of the shear layer (the y location of maximum u') are used to obtain the fluctuating
velocity spectrum. These measurements are done sufficiently close to the jet lip where the initial
instability is developing yet upstream of where other lower frequencies arise from successive
vortex pairings. The spectra, given earlier in Figure 13, show a prominent spectral peak at St, =
2.54 (1000 Hz ). This is the earliest spectral peak to develop and hence is identified as the
fundamental shear layer frequency. Both peaks are identified with a vertical broken line in Figure
13. It is noteworthy that a third peak is seen in the spectra at St;, =~ 0.4. This peak believed to be

related to possible flow unsteadiness driven by corner separation behind the faceplate. This will
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be discussed further when examining detailed streamwise evolution of the velocity spectra in

Chapter 4.

In the present work, the overall amplitude of the acoustic disturbance p’, the forcing
frequencies, and AR = ay/a;  are maintained fixed, while ¢ is varied over its full range to
investigate the effect of the intermodal phase shift on the flow structure. Two acoustic velocity
amplitudes are tested: 0.3% and 0.1% of U;. The former corresponds to sound pressure level SPL
=110 dB and the latter to 90 dB. With the specific speaker used for forcing, it was not possible to
force at a higher SPL level without distorting the generated sound (i.e. producing undesired higher
harmonics). At the higher forcing amplitude, three AR values of 0.5, 1, and 2 are examined for an
impingement plate location of H/D = 2. Only the higher forcing amplitude and AR =1 are
utilized to test H/D = 3 & 4. A summary of the cases tested and experiments conducted can be

found in Table 2 and Table 3 in Sections 2.3.1 and 2.3.2.

The forcing signal is created in MatLab using a program that also controls the Digital to
Analog Converter (DAC) used to output the signal. The bi-modal signal (which has a periodicity
of 500 Hz; the subharmonic frequency) is digitized with an output frequency of 90 kS/s; thus,
giving 180 points per cycle. The DAC (NI-USB 6343) has an output range of £10 Volt and 16-bit
DAC resolution. The DAC output is connected to a Crown sound amplifier (XTi 2002) with 475
W power in stereo setting (current setting) and 1600W in the bridge setting (Figure 16). The
amplifier drives an Eminence audio sub-woofer (Delta Pro-8A) with a usable frequency range that
falls between 100 Hz and 3 kHz and initial impedance of 8 Q. The speaker is placed outside the
jet flow with its centerline normal to the jet centerline at r/D = 36.5 (as seen in Figure 7 and
Figure 8). This “transversal orientation” of the speaker is reported to lead to axisymmetric

development of the forced jet when the jet emerges from a sharp-edged orifice [27]. The same is
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not true for jets emerging from a nozzle, where distortion of the jet axisymmetry is seen due to
different development of the jet in the x — y versus x — z planes (see [27] for more details). It is
noteworthy to mention that for the highest frequency contained in the forcing signal (1000 Hz),

the sound wavelength (1,) remains significantly larger than the jet exit diameter (1,/D = 27).

Digital to analog -
[ converter Amplifier | )

Figure 16 A diagram of the acoustic forcing system

\ 4

Four Knowles (FG-23629-P16A) microphones with an external diameter of 2.6 mm and
sensing hole diameter of 0.8 mm are fitted around the jet perimeter just behind the faceplate exit
in the holes indicated in Figure 6. These microphones are used to measure the forcing acoustic
pressure level in the “same” plane as the sharp edge of the jet, where environmental acoustic
disturbances are known to be converted into hydrodynamic shear layer disturbances via the
receptivity process. Additionally, the microphones are employed to check the axisymmetry of the
acoustic forcing field. These microphones are used because of their exceptionally small size that
allows to place them as close as possible to the sharp edge plane of the jet. They are also known
to have a flat frequency response between 100 Hz and 10kHz and a nominal sensitivity of 22.4
mV/Pa. However, the microphones are not individually calibrated by the manufacturer and
individual units may have a sensitivity that differs from the nominal specifications. Therefore, it

IS necessary to calibrate the Knowles microphones.

A Briel and Kjeer (B&K) %" microphone (model 4938-A-011) connected to B&K 2690-
0S power and signal conditioning unit is used to calibrate the faceplate microphones using white

noise produced from a function generator (Agilent 33120A). The bandwidth of the B&K

41



microphone is 3Hz-70kHz and its sensitivity (including an amplification factor on the conditioning
unit) is 10 mV/Pa. The calibration of the Knowles microphones is done when the calibration B&K

microphone is inserted 4.25 mm into the jet from the jet lip along the jet centerline.

To calibrate the faceplate microphones, the signal is acquired with and without the white
noise, to subtract the background noise from the actual created signal. The calibration provides the
frequency response of the microphone; i.e. the dependence of the microphone sensitivity and phase
delay on frequency. Specifically, the complex response (including real and imaginary components)

IS given by:

Dy ()

_ W) — P
$x(f) = K(f)e ®y () Drn(f)

(2.8)

where, K(f) and ¥ (f) are the sensitivity and phase frequency response of the x Knowles
microphone. @, is the cross spectrum between the Knowles and B&K microphones signals in
Volt and Pa, respectively. ®,,,, is the power spectrum of the B&K microphone signal in Pa? and
®,,,, is the background noise power spectrum measured by the B&K microphone in Pa? when the

white noise calibration source is turned off.

The calibration is valid at frequencies where the coherence between the Knowles and the

B&K microphone signals is high. The coherence is computed using

Loy (1) = el (29)

where, @, is the power spectrum of the Knowles microphone signal. T}, varies between
0 and 1, where 0 represent no coherence between the two signals and 1 perfect coherence. The
cross and power spectra are calculated from 1.8x10° point long time series that are acquired at a

sampling frequency of 20 kS/s. The time series are divided into 225 records, each record consists
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of 8000 points, yielding a frequency resolution of 2.5 Hz and random uncertainty of 4.7%. The
cross spectrum is computed by taking the fast fourier transform (FFT) for each record, and
multiplying the FFT of the faceplate microphone signal by the calibration microphone signal FFT
complex conjugat. The result of all records is averaged to obtain the final cross spectrum. The
same approach is utilized to compute the power spectrum except in this case only the signal from

one microphone is used.

The coherence between all four Knowles microphones and the B&K microphone during
one calibration run is shown in Figure 17 over the frequency range 100 Hz — 1500 Hz, which
encompasses all frequencies of interest in the present study; i.e. the sub-harmonic (500 Hz) and

fundamental (1000 Hz) frequencies.

1 v
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~
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Figure 17 Coherence between the output signals of the faceplate microphones and the calibration
microphone
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Figure 18 Sensitivity of the faceplate microphones versus the frequency range of interest. Inset
shows the layout of the microphones when viewed from downstream

Some analysis is also done in CHAPTER 4 based on simultaneous acquisition of hot wire
and microphone signals, which makes use of the second sub-harmonic frequency (250 Hz). As
seen from Figure 17, the coherence over the range of interest is high, providing confidence in the

calibration process.

Figure 18 depicts the sensitivity of the four faceplate microphones versus the frequency
range of interest. The sensitivities of the microphones are obtained by averaging over the shown
frequency range, yielding values of 20.73, 19.3, 23.68, and 19.59 mV/Pa for microphones 1
through 4 respectively (an inset showing the orientation of the different microphones is contained
in Figure 18). For reference, the nominal sensitivity reported by the manufacturer is 22.4 mV/Pa.
The uncertainty in the measured sensitivity due to fluctuation in the sensitivity versus frequency
is computed from the standard deviation of these fluctuations. Figure 18 depicts the uncertainty

bounds (based on confidence interval 95%) for each microphone’s sensitivity using broken lines
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with the same color as that of the microphone’s sensitivity plot. The uncertainties are 1.16, 0.70,

0.52, and 0.36 mV/Pa for microphone 1 through 4, respectively.

Figure 19 shows the phase response of all microphones. The time delay of the different
microphones can be calculated by finding the slope of a straight line fit between the phase response
in rad and the frequency in rad/s. The time delay for the microphones is 1.16, 17.9, 16.29, and
21.29 ps for microphones 1 through 4 respectively. The largest time delay is more than two order

of magnitude smaller than the convection time scale of the jet, which is = 2.5 ms.

In the MatLab program used to generate the forcing signal, when the signal is synthesized
using the desired values for as, as,  and ¢, the actual acoustic signal measured at the jet exit does
not maintain the same value of these parameters. This is due to the dynamic response
characteristics of the speaker and sound propagation and interference effects within the jet

facility’s space. Thus, the values as,ar, and ¢ in the MatLab program are set based on an

amplitude and a phase calibration that ensures the desired values of these parameters are achieved
at the jet exit. This calibration process is described in Section 2.3.3. Figure 20 shows a comparison
between the desired acoustic forcing signal and the actual forcing signal (measured with the
faceplate microphone) at the forcing conditions that are investigated the most. As seen from the
figure, the measured forcing signal agrees very well with the intended forcing signal. Note that for
pure-harmonic forcing, the forcing signal is measured with jet flow on which produces minor
modulation of the signal due to flow unsteadiness. In addition to the waveform, the overall actual
SPL is checked to correspond to the target 110dB for the case shown in Figure 20. It is also notable
how the output from all four faceplate microphones collapse well on one another, which is

indicative of the axisymmetry of the acoustic sound field.
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Figure 19 Phase response of the faceplate microphones versus the frequency range of interest. See
inset in Figure 18 for the layout of the microphones
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Figure 20 Comparison between the desired acoustic forcing signal and the measured forcing signal
from the four microphones mounted in the faceplate, a) pure fundamental forcing, b) pure
subharmonic forcing, ¢) bi-modal forcing at ¢ = 105°, and d) bi-modal forcing at ¢ =
165°

2.3 Experimental Procedures, Parameters and Data Analysis

2.3.1 Velocity profiles

To acquire profiles of the mean and fluctuating streamwise velocity, a single hot-wire
probe is mounted on a 3-axis stepper-motor-controlled traversing system. For these profiles, the
wire is oriented such that its length is along the azimuthal direction of the jet; i.e. the wire spatial

resolution in the y direction is equal to the wire diameter (5um). The y-direction movement
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resolution of the traverse (Velmex A2515C-52.5) and stepper motor (TMG 5618S-0105)
combination is 0.8 um/step. The y-direction motion is monitored with a LVDT (Omega LDI-119-
100-A010A) to record the location of the hot wire due to the lack of feedback circuit on the y-axis
stepper motor. The x-direction motion is monitored using a dial gauge with 0.0005" accuracy and
0.001" resolution. The streamwise direction movement resolution of the traverse (Velmex BiSlid)
and stepper motor (TMG 5618S-0105) combination is 2.5 pm/step. The stepper motor is controlled

by a motor-drive circuit, which is connected to a PC computer with a serial bus cable.

Before the experiment, the wire is brought very close to the faceplate (within
approximately 0.5 mm), then a top view image is captured using a Sony CCD camera (N50) with
a scale grid in the field of view. Using the scale and the number of pixels between the hot wire and
the faceplate, the distance between the faceplate and the hot wire is determined. Subsequently, the
dial gauge mentioned above is set to monitor the x-direction motion. Another Sony CCD camera
(N50) is used to capture an image in the side plane with a scaling grid in the field of view. Using
the scale and the number of pixels on both sides of the hot wire with respect to the jet exit, the hot

wire is centered in the z-direction.

To capture data across the entire width of the jet, the hot wire is initially moved from y =
0 to y = 7.5 mm then the measurement commences in the negative y-direction. The number of
steps in the traverse for a given profile varies between 80 and 120 steps according to the x/D
location, separated by 0.125 mm/step (0.01D) for the shear-layer zone and 0.25mm/step (0.02D)
for the jet core zone. This yields a profile spanning a y-direction domain between 12.7 and 16 mm
(1D and 1.26D). The profile width is large enough to capture the jet shear layer fully at least on
one side of the jet core. Table 2 lists the different experiments implemented with the current setup.
The first two column from the left depicts the flow conditions, and the column on the right depicts
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the forcing condition. At each wire location, The ADC board discussed in Section 2.2.3 is used to
acquire the hot-wire signal using MatLab. The acquisition frequency is 10 kS/s (f;D/U; = 25.4),
and the time series is 30 seconds long (TU;/D = 11,811). The acquisition frequency is 10 times
the fundamental frequency (1000 Hz; St,=2.54). For computation of spectra, like those shown in
Figure 13 and Figure 14, the time series is partitioned into 1500 records, each containing 200
points. The spectrum for each record is computed by taking the Fast Fourier transform (FFT) of
the record and multiplying the result with its complex conjugate. The spectra from all records are
then averaged to obtain the spectral estimate. The resulting spectrum uncertainty is 5% of Af

(based on confidence interval 95%) and the frequency resolution is Af = 50 Hz (ASt = 0.127).

Table 2 Summary of the hot-wire experiments

Flow conditions Forcing conditions

Natural jet
Pure harmonic forcing
Bi-modal forcing

f = 1000 Hz (St = 2.54)
fiw = 500 Hz (Stp = 1.27)
¢ = 105° & 165°

U;j=5m/s
Rep=4,223 H/D=2

Forcing amplitude
(%U;)=0.3%

a
AR =—_ =1

ar su

2.3.2 Flow visualization

To start the flow visualization procedure, the acoustic forcing system is calibrated as
described in Section 2.3.3 below, to enable setting the amplitude ratio of the fundamental and

subharmonic modes and the intermodal phase ¢ to the desired values. The CMOS camera is
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focused on a target in the visualization plane and the laser light is turned on. The laser power is set
to low level to align the laser sheet with the focus target. Subsequently, the laser is set to full
power, the jet flow is set to the desired velocity by setting the stagnation pressure to a
predetermined value, and the seeding is activated by turning on the atomizer as discussed in
Section 2.2.2. Image capturing is initiated using a PC program (Phantom Camera Control), while
a MatLab code runs simultaneously to record the stagnation pressure, the four faceplate
microphones, the jet inlet flow temperature and the ambient temperature. The stagnation pressure
is used to check the consistency of the jet velocity during the experiment, while the faceplate

microphones are used to check the acoustic forcing signal during the experiment.

A total of 20,000 images are captured over a time period of two seconds (TU;/D = 787)

and saved as mp4 files. Table 3 lists a summary of the parameters used in the impinging jet

experiments.

50



Table 3 Summary of the flow visualization experiments

Flow conditions Forcing conditions
Bi-modal
_ _ fand fo,
f =1000Hz | f., = 500Hz b= 0°— 165°
at Ag = 15°

Forcing amplitude (%U;)

0.1 03 0.1 0.3 0.3 0.1
2 Natural AR AR
jet
05 1 2 1
Uy=5mls |H 0.3
Rep=4223 | /D |3 0.3 0.3 AR
1
0.3
4 0.3 0.3 AR
1

2.3.3 Acoustic Forcing

An important aspect in the acoustic forcing experiments is to ensure that the forcing
parameters as, as (the modal amplitudes) and ¢ (the intermodal phase) as measured by the
faceplate microphones at the jet exit match their target values. To this end, a procedure is
implemented to “calibrate” the amplitudes and phase required in creating the forcing signal. This

calibration is implemented by using one of the faceplate microphones while the jet flow is turned

on. For the calibration process an acoustic signal with ¢ = 0° at a given AR = aaf is created in a
fsu

MatLab program. The resulting acoustic signal is acquired with one of the faceplate microphones
(microphone #1 in this case) and analyzed to determine the as, af, and ¢ of the actual sound

signal at the jet exit. If the ar and ay_ of the measured sound are different from required value,
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then an adjustment of the amplitude values in the MatLab code is made, and the process is
reiterated until the required sound level and amplitude ratio (AR) is reached. An example of the

spectrum of the acoustic forcing signal after matching the modal amplitudes is shown in Figure

21.
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Figure 21 Forcing signal FFT amplitude for faceplate microphone #1 using different amplitude
ratios: AR=0.5 (left), 1 (middle), and 2 (right)

For the intermodal phase, the measured phase shift between the modes is used as a phase
angle offset in the MatLab code. This ensures that the acoustic intermodal phase is the same as
desired at the jet exit. This can be verified from the comparison between the actual and the target

acoustic signals shown earlier in Figure 20 (parts ¢ and d).
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CHAPTER 3. FLOW VISUALIZATION

Flow visualization images are analyzed in this chapter using qualitative and quantitative
approaches. The qualitative method includes analyses of both time-averaged and time-resolved
images to investigate the effect of forcing on the vortical structures of the jet and their subsequent
interaction with the wall. On the other hand, the quantitative methods include measuring the
particle-free core width, finding the minimum core width, and estimating the percentage of the
time certain organized structures are present. The effect of different forcing parameters on the
outcome of the analyses is studied and presented as follows: Section 3.1 discusses the effect of the
intermodal phase shift (¢) on the flow structure. Section 3.2 discusses the effect of the forcing
amplitude level, and Section 3.3 examines the amplitude ratio (AR) influence. The focus of the
analysis is on H/D = 2 with some consideration for H/D = 3 and 4 in Section 3.4 to study the

effect of the impingement plate location.

3.1 Intermodal Phase (¢) Effect

3.1.1 Time-averaged analysis

Time-averaged images are obtained by taking the average of all images for a given case
and normalizing it by the maximum intensity in the image. Figure 22 shows an example of an
averaged flow visualization image, where it is clear that the seeding particles predominantly reside
in the shear layer (jet perimeter), leaving the jet core free of particles. The minimum width of this
particle-free core, denoted by C,, ., is indicated in Figure 22. Since particles are injected into the
vortical fluid (the boundary layer upstream of the jet exit), a narrower particle-free core is assumed
to correspond to a larger spread of the shear layer, at least in the qualitative sense. That is, the

particle-free core is not expected to correspond exactly to the width of the potential core, but a
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smaller C,, ,:, is expected to correspond to a narrower potential core. This point is used in the
following to compare the shear layer spread under different forcing conditions.

The average images are displayed in Figure 23 using a color map for all casesat H/D = 2
and both pure harmonic as well as bi-modal forcing (AR = 1 and forcing level of 0.3%). Visually,
the images show a significant effect from the forcing on the width of the core of the jet that is free
of particles. For example, bi-modal forcing with ¢ = 165° shows a significant reduction in C,, ;in
in comparison to the unforced jet. To examine the C,, ,,;, Variation between the different cases
more systematically, the particle-free core width is found in the average image by measuring the
smallest particle-free width over the streamwise extent of the image. The measurement is
implemented from the centerline to the first pixel with an intensity higher than the particles-free
core intensity in the top and the bottom shear layer. The two values are then added to determine
the full width. The threshold above which the intensity is considered to be higher than the core is
20 % of the maximum pixel intensity. The process is demonstrated in Figure 24, which shows the
cross-stream (y/D) normalized pixel intensity profiles at different x/D locations for the natural
case. As demonstrated in the figure, the profiles near the core are smooth and do not exhibit random
fluctuation. Therefore, the uncertainty of measuring the particle-free core width is estimated to be
the same as the image pixel resolution, or + 0.127mm (0.01D). It is also noted that the actual value
of C,, will depend on the threshold chosen. However, the true value of C,, is not important. The
main objective is to apply the selected threshold consistently to be able to compare the trend in C,,

for the different cases.
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Figure 22 An average image of the natural case demonstrating the minimum particle-free core
width. Arrows mark streamwise locations at which intensity profiles are extracted for
analysis in Figure 24

Examination of Figure 24 shows that the particle-free core width generally decreases and
the thickness of the seeded region increases with distance downstream of the jet exit. The thinnest
shear-layer thickness (seeded region width) is found close to the faceplate in Figure 24b and it
increases in thickness in the streamwise direction. This is indicative of the shear layer development
from the jet exit to the impingement wall. It is notable that the intensity profiles generally depict a
single intensity peak on a given side of the jet centerline except close to the impingement plate. At
x/D = 1.75 (and one one side of x/D = 1.5), a second peak is found farther away from the jet

centerline. Comparison of these “double-peaked” profiles with the colormaps in Figure 23 shows
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that while the inner peak corresponds to the jet shear layer, the outer peak relates to the seeding
particles upwelling from the wall after impingement. As will be seen from the observations of the
time-resolved visualization, this upwelling is the result of the well-known vortex-wall interaction
and subsequently boundary layer separation and vortex ejection away from the wall.

The detailed streamwise evolution of the particle-free core is determined from the
normalized intensity profiles as those shown in Figure 24 at every single column in the image (i.e.
at every pixel in the streamwise direction). Subsequently, a 5-point average (equivalent to 0.05D
of streamwise increment) is used to smooth the function C,, in the streamwise direction (x/D) to
remove any scatter without affecting the outcome. Examples of such profiles may be seen in Figure
26 for selected cases. These profiles show that the particle-free core decreases with downstream
distance up to the vicinity of x/D = 1.6 before widening close to the impingement plate.

Figure 25 shows the minimum width of the particle-free core for all cases, which is
generally found close to the impingement plate. The natural jet is found to have the widest C, i,
Harmonic and bi-modal forcing cause a reduction in C,, ., relative to the natural jet with
interesting effects seen for the intermodal phase of bi-modal forcing. Specifically, a non-
monotonic phase effect is found with the widest particle-free core found at ¢ = 90° and 105°,
and the narrowest at ¢ = 165°. The difference between the maximum and minimum core widths

for bi-modal forcing can be seen clearly in the enlarged average images in Figure 26.
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Figure 23 Time-averaged images for the natural and all forcing cases at H/D = 2, AR =1 and
0.3% forcing level. The flow is from left to right, and the leftmost edge of the image
corresponds to x/D = 0.47, while the right edge corresponds to the impingement wall
(fsy, refers to pure subharmonic forcing, and f to pure fundamental forcing). Color scale
indicates normalized pixel intensity
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Figure 24 Cross-stream profiles of the normalized pixel intensity in the averaged image at the x/D
locations indicated with arrows in Figure 22. The case shown is for the natural jet; a)
complete profile, b) zoomed view for the upper shear layer, and ¢) zoomed view of the
jet centerline

Figure 25 also shows that pure-harmonic forcing cannot reduce the potential core width to
the extent that bi-modal forcing can do. The largest reduction of C,, through pure-harmonic
forcing, which is accomplished with forcing at the fundamental frequency, is comparable with the
smallest reduction using bi-modal forcing. This shows that bi-modal forcing is more effective in
changing the jet behavior than pure harmonic forcing.

Figure 27a depicts the streamwise evolution of the particle-free core width normalized by

the jet diameter for the natural case compared to the cases involving pure harmonic forcing and
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the bi-modal forcing cases resulting in the widest (¢ = 105°) and narrowest (¢ = 165°) Cy, min-
Inspection of the figure shows that the minimum core width is smaller for the forced cases in
comparison to the natural jet. This indicates a larger spread of the shear layer in the presence of
forcing, as would be expected. For the harmonic forced cases, it appears that forcing at the
fundamental frequency leads to slightly narrower core than forcing at the subharmonic. However,
as will be seen from the time-resolved visualization analysis in Section 3.1.2, forcing at the
subharmonic frequency accelerates/enhances vortex pairing, and hence leads to faster spread of
the shear layer. This is not inconsistent with the results in Figure 27a since the subharmonic forcing
case shows the steepest slope of C,, in the streamwise direction; i.e. the fastest development of the
shear layer between the two harmonic cases. This can be seen more clearly in Figure 27b, where
C,, is normalized by its most upstream value (C,,,,) within the observation domain. The results
show that forcing at the subharmonic not only leads to the fastest shear layer development in
comparison to the natural and the fundamental case, but also to the largest shear layer growth
between the most upstream and most downstream observation locations. Bi-modal forcing at ¢ =
105° shows similar behavior to forcing at the fundamental forcing, while bi-modal forcing at ¢ =
165° shows the smallest particle-free core width and the fastest shear development of all cases. It

presents the narrowest particle-free core from the beginning to the end of the domain.

Another interesting observation in Figure 23 relates to the behavior of the boundary layer
subsequent to the impingement of the jet on the wall. In all cases, upwelling in the boundary layer
is seen inthe range 1 < r/D < 2. This upwelling, which is connected to the unsteady separation
of the boundary layer (as will be seen later), is least pronounced for the natural jet and the bi-modal

jet forced at ¢ = 105° (cases with the widest Cy, ,;,). In comparison, the upwelling is most
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pronounced for cases with a narrow particle-free core, including the case having the narrowest

Cyw min: @ = 165°. This is most evident in Figure 26.
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Figure 25 Minimum particle-free core width for the natural jet and all forcing cases at H/D = 2,
AR =1 and 0.3% forcing level (N refers to the natural case, f, to pure subharmonic
forcing and f to pure fundamental forcing)
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Figure 26 Time-averaged images depicted as color maps of the normalized intensity at a) ¢ =
105°and b) ¢ = 165°, H/D = 2, AR = 1 and 0.3% forcing level
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Figure 27 Particle-free core width x-profiles. a) Core width normalized by the jet diameter. b) Core
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3.1.2 Time-resolved analysis

To gain a deeper understanding of the jet vortical structure behavior associated with the
observations seen in the time-averaged images, an analysis of the instantaneous flow in the time-
resolved visualization images is made here. Figure 28 and Figure 29 depict two types of vortex
evolutions that are predominantly seen in the natural jet. Broadly speaking, the figures show that
despite the absence of forcing, the natural jet shows symmetry in the vortex evolution between the
top and the bottom shear layer. This is taken to reflect the natural flow axisymmetry (although
confirmation of full axisymmetry would require observations along the full perimeter of the jet).
In both Figure 28 and Figure 29, vortices emerge into the left side of the images at the fundamental
frequency (1000 Hz, St = 2.54) while they are rolling up and growing in size. Subsequently, two
(Figure 28) or three (Figure 29) of these vortices merge before reaching the impingement wall. In
the former scenario, the vortex passage frequency reduces to the subharmonic frequency (500 Hz,
Stp = 1.27), and in the latter to one-third of the fundamental frequency (= 333 Hz, Stp = 0.845),
while the vortex structure becomes bigger. Aside from these two vortex evolution scenarios in the
unforced jet, on rare occasions double pairing of vortices (two subsequent merging events of two
vortices) occurs, leading to the lowest vortex passage frequency (250 Hz, Stp = 0.635) and the
largest vortex structure prior to, or at the beginning of, the interaction of the merged vortex with
the wall. The vortex evolution details in Figure 28 (single pairing event) and Figure 29 (single
merging event of three vortices) are described next.

Figure 28 depicts the vortical evolution of a single vortex merge between the jet exit and
the impingement plate. The red and green arrows in image 1 point at two vortices at the upstream
end of the visualized flow field. To start the pairing, the trailing vortex (pointed to with the red

arrow in image 2) slightly shifts towards the jet centerline, hence the vortex gets pulled into the
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vicinity of the leading vortex (pointed to with the green arrow in image 2), and then the two
vortices start rolling around each other and complete the pairing process, forming one vortex
(image 3). After the pairing is completed, the paired vortex keeps convecting downstream (images
4 and 5) up to the impingement plate. When the vortex gets very close to the plate (image 7), the
vortex shifts away from the jet centerline, and the vortex convection starts to change from the
streamwise to the radial direction, along the impingement plate (image 8).

The most prominent scenario with the natural jet is the occurrence of the first pairing only,
as demonstrated in Figure 28. However, the other scenario that is also observed is that of three-
vortex merging (Figure 29). In Figure 29, the leading vortex pointed to with a yellow arrow in
image 1 convects downstream while the other two vortices (indicated with red and blue arrows)
interact together. The leading vortex has the largest size, which pulls the other two vortices into
its vicinity. The second vortex (blue arrow) and the third vortex (red arrow) shift slightly toward
the jet centerline to start the merging process (image 2). The second and the third vortex start
merging together first before rolling around the first vortex (image 3) and shifting toward the jet
centerline (image 4). The purple arrow points at the resulting vortex from the three-vortex merging
(red, blue, and yellow). The merged vortex travels downstream until it gets closer to the
impingement plate (image 6). Finally, the vortex starts to change the direction of convection from
the streamwise to the radial direction and hence convects parallel to the impingement plate. The
three-vortex merging scenario excludes the opportunity for another pairing to occur before
impingement; i.e. without external control of the jet, H/D = 2 leaves a streamwise fetch that
allows the jet vortices to exhibit three-vortex merging at best, with single pairing being the more
common event. Since vortex merging leads to the growth of the shear layer, the number of vortex

merging events occurring ahead of impingement is connected to the rate of shear layer growth.
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Also, the switching between the different vortex merging modes (including the rare double-
pairing, and also the occasional passage of the initial vortices without any pairing) reflects an
inconsistency (disorganization) of the natural jet behavior.

With the application of acoustic forcing, the rare case of double merging (250 Hz, St,, =
0.635 vortex passage frequency) in the natural jet is enhanced, leading to larger vortex structures
before impingement, a narrower particle-free core, and faster shear layer growth. The double-
pairing vortex evolution is demonstrated in Figure 30 for the case of pure harmonic forcing at the
fundamental frequency (1000 Hz, St, = 2.54). The white and orange arrows in Figure 30 (image
1) point at the first two vortices emerging from the jet faceplate into the flow field, these two
vortices roll around each other close to the faceplate. Then the trailing vortex (pointed with the
white arrow) shifts slightly to the centerline to initiate pairing (image 2). The paired vortices result
in a bigger vortex (pointed with the blue arrow in image 3). Image 4 shows the newly paired vortex
(pointed with the blue arrow) and another emerging vortex from the faceplate (pointed with the
green arrow). The vortex pointed with the green arrow convects downstream while another vortex
emerges from the jet faceplate (pointed with the red arrow in image 4). The red and the green
arrows in (image 4) show the second two vortices convecting downstream while undergoing the
initial roll. Image 5 shows the second two vortices after convecting downstream while they interact
together. The vortex interaction between the two vortices initiates pairing. The two vortices start
to roll together and convect downstream, completing the pairing process. This results in a bigger
vortex (pointed with the yellow arrow in image 6). The newly paired vortex (pointed to by the
yellow arrow in image 6 and 7) start interacting with the leading vortex (pointed with the blue

arrow) right after the first pairing is completed to initiate the second pairing.
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Figure 28 Natural case structure evolution showing a single vortex-pairing event before reaching
the impingement plate for H/D = 2. Flow is from left to right and the time between
images is 0.8 ms, AtU;/D = 0.31. Arrows indicate particular vortex structures
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Figure 29 Natural case structure evolution showing three-vortex merging before reaching the
impingement plate for H/D = 2. Flow is from left to right and the time between images
is 0.8 ms, AtU;/D = 0.315. Arrows indicate particular vortex structures

Likewise, the second pairing starts (image 7), between the two vortices by an initial roll
around each other until the second pairing is completed (image 8) resulting in a bigger vortex

(pointed with the purple arrow) near the impingement plate. Hence the newly paired vortex
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convects downstream until it gets very close to the impingement wall. Afterward, the vortex starts

impinging on the wall and changing its convection direction from streamwise to radial direction.

The promotion of double pairing by acoustic forcing clarifies the narrowing of the particle-
free core Cy, min, S€€N in Figure 25, with the application of the forcing. This does not, however,
explain why the narrowing is more effective with bi-modal than pure-harmonic forcing, and why
the narrowing depends on the intermodal phase in bi-modal forcing. Inspection of the images
obtained for all cases shows that the introduction of the subharmonic frequency in forcing, either
in the pure-harmonic or bi-modal form, causes the presence of a different type of asymmetric
vortex structure, in addition to the promotion of the double-paired symmetric structure. This
asymmetry is not seen for the unforced jet, or the jet forced at the fundamental frequency only. An

example demonstrating the evolution of the asymmetric vortex structure may be seen in Figure 31.
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Figure 30 Vortex structure evolution with two vortex pairings taking place before reaching the
impingement plate for H/D = 2 and pure harmonic forcing at the fundamental frequency
with a forcing level of 0.3%. Flow is from left to right and the time between images is
0.6ms, AtU;/D = 0.236. Arrows indicate particular vortex structures
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Figure 31 Asymmetric structure evolution before reaching the impingement plate for H/D = 2
and bi-modal forcing ¢ = 90°, AR = 1, and forcing level of 0.3%. Flow is from left to
right and the time between images is 0.7 ms, AtU;/D = 0.27. Arrows indicate particular

vortex structures

Figure 31 shows the different evolution of the vortical structure between the upper and the

lower shear layer. The yellow arrow (image 1) points at the first vortex emerging into view, while
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image 2 shows the same vortex as it convects downstream. Interestingly, the vortex core in the
lower shear layer is closer to a leading vortex than the core in the upper shear layer. Hence, the
lower core starts to interact with the leading vortex, which starts paring in the lower shear layer.
Meanwhile, the core of the same vortex in the upper shear layer does not undergo significant
vortical interaction or pairing (image 3). The two interacting cores in the lower shear layer pair
and convect downstream, while the core in the upper shear layer does not undergo pairing (Figure
31 images 4, 5, and 6). Afterward, the paired vortex in the lower shear layer reaches the plate first
and convects in the radial direction before the respective vortex core in the upper shear layer
reaches the plate. The associated staggered arrangement of the vortex cores between the upper and
lower shear layers is evident (also see the following vortex structure indicated with the red arrow

in Figure 31).

The asymmetric flow structure evolution demonstrated in Figure 31 leads to the formation
of a smaller structure in the upper shear layer and a larger structure in the lower shear layer. In
other instances, the asymmetry can also be observed with the larger structure on top rather than on
the bottom. Hence, this flip-flopping between the double-paired symmetric and the asymmetric
structure would lead, on average, to a coarser particle-free core, and thinner shear layer in
comparison to a jet where the double-paired symmetric structure occurs consistently. Visual
observations of all cases involving subharmonic forcing suggest that the difference in the
consistency of the presence (i.e. persistence) of the double-paired symmetric structure is the key

to explaining the variation of the particle-free core width seen in Figure 25.

In addition to the vortex evolution upstream of the impingement plate, the interaction of
the vortex structure with the impingement plate is an important phenomenon. It is well known that

such interactions leads to unsteady boundary layer separation and formation of a secondary vortex
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of opposite sign of vorticity [45]-[49]. Figure 32 shows the vortex-wall interaction during
impingement for the natural case. Image 1 shows the vortex near the impingement plate before
impingement, then the vortex starts to interact with the plate (image 2), leading to a change in the
vortex convection velocity from the streamwise to the radial direction (images 2 and 3). At the
same time, the secondary vortex (pointed with the red arrow) starts to develop (image 3 and 4).
During the development of the secondary vortex, the primary and secondary vortices (pointed with
the orange arrow) start to eject from the impingement plate (images 5 and 6). This ejection, or
eruption, is the reason for the “upwelling” discussed at the end of Section 3.1.1 in connection with
Figure 23 and Figure 26. As conveyed from these figures, the upwelling is strongest for cases that

are now understood to produce the most consistent symmetric double-paired vortex structure.

In conclusion, the natural jet shows a less organized but symmetric structure exhibiting a
single pairing or merging of three vortices ahead of reaching the impingement plate. Rarely, double
pairing might take place, or the initial vortices may not pair or merge at all. Forcing in the pure-
harmonic or bi-modal form leads to the promotion of a double-paired symmetric vortex structure,
and hence reduction in the particle-free core width, faster development of the shear layer, and
stronger vortex-wall interaction. However, the introduction of the subharmonic frequency in
forcing leads to a switch between the double-paired symmetric structure and an asymmetric
structure. The switching (intermittency) between these two modes is suspected to be the reason for
the sensitivity of the effect of forcing to the intermodal-phase in the bi-modal forcing scheme. This
sensitivity is expected to be such that the intermittency is minimized with the symmetric mode
being dominant when the particle-free core is narrowest (¢ = 165°) and is maximized for the
thickest core (subharmonic forcing and bi-modal forcing at ¢ = 90° — 105°). This hypothesis is

examined quantitatively in the following section.
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Figure 32 Vortex-wall interaction at H/D = 2 for the natural case: full image at one instant (left)
and time sequence of the near-wall view (right). Flow is from left to right and the time
between images is 0.5 ms, AtU;/D = 0.19. Arrows indicate particular vortex structures

3.1.3 Quantitative analysis

To quantify the occurrence frequency of the double-paired symmetric vortex structure, a
pattern recognition scheme is used. To implement this scheme, an image frame that represents this
structure is selected as a template (e.g. see the “reference” image in Figure 33). Because the
double-paired structure occurs at a frequency of 250 Hz (St, = 0.635), the entire frame sequence
for a given case is partitioned into cycles with a period of 250 Hz. The template is first correlated
with all images in the first cycle in the sequence to find the highest correlation. The value of this
correlation coefficient (0 < R,,, < 1, with unity representing perfect matching) and its time of
occurrence in the cycle is recorded. Subsequently, the template is correlated with the image that
occurs at the same point in the cycle for all subsequent cycles. However, given that there is some

jitter in the periodicity of the vortex structures, the correlation is done for a few images centered
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around the expected time of occurrence of the template vortex pattern in the cycle (spanning
+17.5% of the cycle period). The image with maximum correlation and its occurrence time within

the cycle are then recorded.

To quantify the occurrence frequency, a threshold is set on the correlation coefficient to
identify time instances where the structure is the double-paired symmetric vortex (R, higher than
the threshold). Using visual inspection of many images, the threshold is set to a cross-correlation
coefficient of 0.7. Visually, images with a cross-correlation of less than 0.7 show clear divergence
from the reference image, while images with cross-correlation of more than 0.7 show good
correspondence with the reference image. This is exemplified in Figure 33 and Figure 34, which
show a comparison between the reference image and the first three images with R,, < 0.7, and
the first three images with R,,, > 0.7 for bi-modal forcing at ¢ = 105°. Figure 35 and Figure 36

show the same comparison as the previous two figures but for ¢ = 165°.

Figure 33 clearly shows the asymmetric structure identified by correlation coefficients
below the threshold. The images depict pairing or at least interaction between two vortices leading
to a larger flow feature near the wall in the top shear layer. In the bottom shear layer, the vortex
cores remain relatively smaller and clearly staggered in formation relative to the top shear layer.
For R,, > 0.7 (Figure 34), the structures are more, but not perfectly, symmetric and they exhibit
vortex interactions that lead to a larger structure near the wall in both the top and the bottom shear
layer. It is noted here that the images have R, that are not much higher than the threshold, where
some ambiguity in identifying the type of the structure is expected. Moreover, the case examined
in Figure 34 corresponds to bi-modal forcing at ¢ = 105°, where the largest values of C,, ,,;,, are

observed in Figure 25 for this type of forcing. Thus, it is expected that this is the case with the least
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occurrence of the double-paired symmetric structures and some of the identified structures of this

type could be more precisely labeled as quasi double-paired symmetric.

Figure 35 and Figure 36 lead to similar conclusions as Figure 33 and Figure 34 but with a
notable difference. Since in this case ¢ = 165°, the forcing condition corresponds to the narrowest
particle-free core, it is expected that the most persistent double-paired symmetric structures will
be observed. Thus, unlike Figure 34 for ¢ = 105°, images identified with R,,, higher than the
threshold (Figure 36) exhibit a clear symmetric double-paired structure. On the other hand, images
identified below the threshold (Figure 35) do not depict an asymmetric structure. However, they
are taken not to represent the double-paired symmetric state as pairing is clearly not complete prior
to the vortices reaching the wall (which is most relevant to the shear layer spread). This is a
significant point to note, particularly when including the natural jet and the jet forced at the
fundamental frequency only in the analysis, that structures identified by R,,, < 0.7 indicates the
absence of a double-paired symmetric structure. The actual structure that is present, however,
could be asymmetric, or symmetric with no vortex pairing or merging leading to the vortex size

seen in double pairing.
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Figure 33 A comparison between the reference image and the first three images with R,,, < 0.7
for bi-modal forcing at H/D = 2 and ¢p = 105° and forcing level of 0.3%
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Figure 34 A comparison between the reference image and the first three images with R,,, > 0.7
for bi-modal forcing at H/D = 2 and ¢ = 105° and forcing level of 0.3%
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Figure 35 A comparison between the reference image and the first three images with R,,, < 0.7
for bi-modal forcing at H/D = 2 and ¢ = 165° and forcing level of 0.3%
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Figure 36 A comparison between the reference image and the first three images with R,,, > 0.7
for bi-modal forcing at H/D = 2 and ¢p = 165° and forcing level of 0.3%
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The probability density function (pdf) is utilized to quantify the distribution of the cross-
correlation (R, ) values for different cases. Figure 37 shows the pdf for the natural case compared
with the pure-harmonic forcing cases. The bin width of the pdfs is selected to provide a balance
between minimizing data scatter and revealing the pdf shape. Too narrow of a bin width leads to
large data scatter and too large of a bin obscures the pdf shape. For all cases, the number of pdf
bins is 20 and the total number of data points distributed among the bins is approximately 495.
Figure 37 shows that the pdf for the natural jet is clearly biased towards values below the 0.7
threshold, indicating the relative rarity of the double-paired symmetric structure, as discussed
previously. This bias is reduced by forcing at the fundamental or the subharmonic frequency,
consistent with the visually observed promotion of the double-paired symmetric structure via
forcing in the images. The pdf shape is quite different, however, depending on the frequency of
forcing. For the fundamental frequency, the pdf becomes broad-peaked (ignoring the scatter in the
data), with a substantial area of the pdf occupying the range R,, > 0.7. On the other hand, with
subharmonic forcing, the pdf becomes dual-peaked (i.e. bi-modal; not to be confused with the bi-
modal mode of forcing) and also exhibits a substantial area that corresponds to the double-paired
symmetric structure. The bi-modal distribution presumably corresponds to the switching between
the symmetric and asymmetric structures identified visually earlier. This switching is cpatured in

the pdf supposedly since the peak probability for both of these modes is of similar magnitude.
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Figure 37 Probability density function of the cross-correlation coefficient resulting from pattern
recognition applied to the visualization images of the natural jet and the jets forced using
pure harmonic forcing at H/D = 2 and forcing level of 0.3%

To inspect the pdfs of the cases with bi-modal forcing, the pdfs are first curve-fitted to
make it easier to compare many pdfs on the same plot despite data scatter. Because the pdfs
generally exhibited some skewness, a Gaussian distribution function is not a good candidate to
represent the pdfs. Several distribution types are examined and the one that provides the best fitting
quality is a “t location-scale distribution”. According to MatLab, which is used for distribution
fitting, the “t location-scale distribution” is useful for modeling pdf distributions with heavier tails
and is related to the Student’s t distribution. The distribution type is, however, selected here purely
empirically based on the quality of the fit across all cases. It is not intended to imply something

about the underlying physics. Figure 38 demonstrates the quality of the pdf fits by depicting a
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comparison between the pdf data points and the pdf fit for the two cases exhibiting the narrowest
and widest C,, ;. The circles represent the pdf data points and the solid line represents the pdf

fit. The data points and the fit show a similar trend, which makes the pdf fit comparison reliable.

Figure 39 displays the pdf fits for the forced jet with the bi-modal scheme for every other
intermodal phase tested (i.e. ¢ increments of 30°). The pdf is predominantly focused on the range
Ry, < 0.7 for ¢ =90°, and on the range R,, > 0.7 for the cases of ¢ = 0°,30°,60°,120°, and
150°. This indicates that at ¢ = 90°, the jet rarely exhibits the double-paired symmetric vortex
structure. Instead it is dominated by the disorganized asymmetric structure discussed in Figure 31.
As the intermodal phase is increased from 90° towards 150°, the pdf peak shifts gradually towards
the range R,, > 0.7 with ¢ = 150° producing the highest peak, and narrowest pdf for all cases.
This indicates the best organization and better cycle-to-cycle consistency for ¢ = 150° case
among all cases, and the dominance of the double-paired symmetric vortex structure in this case.
Further increase in the phase (back to ¢ = 0° then up to 90° given the uniqueness of ¢ only in the
interval 0° < ¢ < 180°) leads to reduction in the peak and widening of the pdf (i.e. more cycle-
to-cycle variation of the vortex structure), and gradual shift of the pdf peak towards R,,, < 0.7 (i.e.
less occurrence of the double-peaked symmetric structure). It is also noteworthy that while the pdf
for the natural case (Figure 37) and ¢ = 90° (Figure 38) look similar, the underlying structure in
one case is dominated by a symmetric structure that rarely exhibits double pairing (natural case),

while for ¢ = 90°, the dominant structure is the disorganized asymmetric one.

The pdfs are used to compute the time percentage (T,) for which the double-paired
symmetric structure is present for all cases. This is accomplished by integrating the pdfs to find

the area under the curve in the range R,,, > 0.7. The larger the time percentage, the more persistent
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the double-paired symmetric structure, and hence the narrower the particle-free core and the faster

the shear layer spread. Figure 40 shows the resulting T, values for all cases, while

Figure 41 shows only the cases with bi-modal forcing, along with a smoothing spline fit
that is used to only highlight the trend of the data. Figure 40 shows that indeed the natural jet
exhibits the least double-paired symmetric structure, comparable with the bi-modal forcing cases
at ¢ = 90° and 105°. These cases also exhibit a wide particle-free core. For all bi-modal cases,
the variation of T,, with ¢ is almost a mirror image of the variation of C,, ,,;, (Figure 25). This
supports the hypothesis made earlier that the intermodal phase changes the fraction of the time for
which the double-paired symmetric vortex structure is present. The larger this fraction is (i.e. the
more persistent the double-paired symmetric structure is), the narrower the particle-free core, and

the faster the spread of the shear layer on average.

It is interesting to compare Figure 41 to Figure 42, taken from the study of Husain and
Hussain [7]. The latter figure displays the streamwise velocity fluctuation root mean square
normalized by the jet exit velocity versus the intermodal phase of bi-modal forcing of a non-
impinging jet. Because the jet conditions (Reynolds number, geometry, etc.) in Husain and Hussain
[7] are different from the present study, the value of the intermodal phases cannot be compared on
a one-to-one basis. However, in both studies, the phase is varied over the full range of 0° < ¢ <

180°. The qualitative similarity between the results in

Figure 41 and Figure 42 (for the subharmonic frequency f;,,) is striking. In both cases, the
data indicate bi-modal forcing promotes vortex pairing over a relatively wide intermodal phase

range with attenuation occurring in a narrow range.
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It is important to note that the results in Figure 41 while relevant to double pairing; i.e.
f /4, the behavior for f /2 is expected to be the same. Specifically, accelerated second pairing goes
hand in hand with accelerated first pairing (which is seen visually in the videos). It follows, that
the present study is qualitatively consistent with the earlier work by Husain and Hussain [7]. More
importantly, the present work adds deeper insight into the findings of Husain and Hussain [7]. The
latter study interprets the promotion of pairing through the overall fluctuation energy, which is an
integrated quantity. The present study examines pairing through a pdf of the evaluation of the
instantaneous structural features. This enables us to postulate that the energy enhancement (or
attenuation) of the subharmonic mode in Husain and Hussain reflects the increase (or decrease) in
the time fraction in which vortex pairing occurs, and not necessarily an increase in the strength of

the paired vortex structures.

Another interesting way of viewing the current results is to compare pure-harmonic
excitation at the subharmonic frequency to that with bi-modal forcing at ¢ = 150° or 165°. It is
well known that forcing a jet at the subharmonic frequency promotes vortex pairing. However, it
is evident from the current results that the promoted structure is not stable and it flip-flops between
the symmetric and asymmetric states. It is not known if this flip-flopping is a feature of the
impinging jet, or if it is also relevant to the non-impinging jet. What is clear, though, is that for the
impinging jet, the structure can be stabilized by adding the fundamental frequency to the
subharmonic forcing scheme with a carefully selected intermodal phase. Specifically, in this work,
it is found that at ¢ = 165°, a consistent and stable symmetric double-paired structure is produced
with a small variation from cycle to cycle. This is reflected in the narrowness of the pdf in Figure

39 and its focus in the range R,, > 0.7.
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Figure 38 Probability density function fit with data for bi-modal forcing at H/D = 2 and ¢ =
105° and 165° and forcing level of 0.3%
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Figure 39 Probability density function fit for bi-modal forcing at H/D = 2, AR = 1 and 0.3%
amplitude, and different bi-modal phases spanning the range 0° < ¢ < 180°
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Figure 40 Time percentage when the double-paired symmetric vortex structure is present for all
cases at H/D = 2: N represents the natural case, f, forcing at the subharmonic

frequency, f forcing at the fundamental frequency, and ¢ the intermodal phase for bi-
modal forcing with AR = 1, and 0.3% amplitude
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Figure 41 Time percentage when the double-paired symmetric vortex structure is present for bi-
modal forcing at H/D = 2, AR = 1, and 0.3% amplitude. The solid line is a smoothing

spline curve fit used to capture the overall trend of the data

84



0.12

0.08|

u'/U

0.04

0

0O 30 60 90 120 150 180
¢ (degree)

Figure 42 Subharmonic RMS streamwise velocity fluctuation at x/68, = 8 versus intermodal
phase, replotted from the work of Husain and Hussain [7]. U, and 8, are the exit jet
velocity and boundary layer momentum thickness respectively

3.2 Forcing Amplitude Level

The forcing amplitude can have a significant effect on the jet structure development. Due
to the speaker becoming hot and the limited dynamic range of the microphones used to determine
the forcing level, an amplitude higher than the 0.3% utilized so far is not possible to achieve.
Therefore, a smaller forcing amplitude of 0.1% is used to check the effect of forcing amplitude on
the flow structure and organization, and compare the effect to the higher forcing amplitude (0.3%).

Figure 43 depicts the time percentage of the double-paired symmetric structure plotted
versus the intermodal phase for bi-modal forcingat H/D = 2, AR = 1, and a forcing level of 0.1%.
The figure shows significantly less time percentage of the organized structure in comparison to
Figure 41 for the higher forcing amplitude. The time percentage dependence on ¢ in Figure 43
does not show a clear trend like the higher amplitude case. The time percentage approximately
varies between 10% and 40 % at a forcing amplitude of 0.1%, while the time percentage of all

cases at 0.3% approximately varies between 10% and 90%. This shows significantly less effect
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of the intermodal phase on the persistence of the double-paired symmetric structure, and depicts a

less organized structure at a smaller forcing amplitude.
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Figure 43 Time percentage when the double-paired symmetric vortex structure is present for bi-
modal forcingat H/D = 2, AR = 1, and 0.1% amplitude

What is not captured in Figure 43, but seen in the time-resolved visualization, is the nature
of the vortex structure in the reduced presence of the double-paired symmetric structure.
Intermodal phase values in the vicinity of 150° and 165°, while showing much less double pairing,
maintain a generally symmetric and organized structure. The reduced double-pairing events
correspond to flip flopping between double pairing and other states. The latter include vortices that
only pair once prior to reaching the wall, single-paired vortices that interact but not pair as they
reach the wall, and some vortex shredding (where a single-paired vortex grabs a portion of the
trailing vortex; see [7]). On the other hand, as seen for forcing at 0.3% amplitude, at ¢ values in
the vicinity of 90°, the jet also flip-flops between symmetric and asymmetric states and generally

looks more disorganized than at 150° and 165° for forcing at 0.1% amplitude. Thus, while the
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lower amplitude forcing reduces the ability of bi-modal excitation to hasten the development of
the vortex structure, the intermodal phase still has an effect on the jet structure symmetry and

organization.

3.3 Amplitude Ratio (AR)

In addition to the intermodal phase and the forcing level effect, the influence of the

amplitude ratio (AR = af/afsu) of bi-modal forcing on the flow structure of the jet is examined.

Figure 44 depicts the time percentage of the double-paired symmetric structure dependence on the
intermodal phase at H/D = 2, AR = 0.5, and the higher forcing level of 0.3%. Qualitatively, the
dependence on ¢ is similar to that at AR = 1 (Figure 41) but the time percentage shows a narrower
intermodal phase range of the less organized asymmetric structures at AR = 0.5 compared to AR =
1; i.e. in the vicinity of 90° — 105°. On the other hand, relative to AR = 0.5, the intermodal phase
range leading to the less organized asymmetric structure becomes broader with increasing AR to

2 (Figure 45).

Figure 46 displays the results for all amplitude ratios tested on the same plot. As seen from
Figure 46, the smallest amplitude ratio (highest subharmonic amplitude relative to the fundamental
amplitude) corresponds to the narrowest intermodal phase range producing attenuation of the
double-paired symmetric structure. As the amplitude ratio is increased, this range becomes broader
but appears to reach a limit as the results for AR = 1 and 2 seem to be similar within the data
scatter. It is important to note that, based on the results in Section 3.2, the observed behavior will
likely be different at lower forcing amplitudes. Additionally, the behavior outside the range of

examined AR values is unknown.
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Figure 44 Time percentage when the double-paired symmetric vortex structure is present for bi-

modal forcing at H/D = 2, AR = 0.5, and 0.3% amplitude. The solid line is a smoothing
spline curve fit used to capture the overall trend of the data
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Figure 45 Time percentage when the double-paired symmetric vortex structure is present for bi-
modal forcing at H/D = 2, AR = 2, and 0.3% amplitude. The solid line is a smoothing
spline curve fit used to capture the overall trend of the data

88



T (time %)

o
—AR=0.5
20| AR=1
olAR=2 |
0 30 60 90 120 150

¢ (degree)

Figure 46 Time percentage when the double-paired symmetric vortex structure is present for bi-
modal forcing and different AR values at H/D = 2 and 0.3% amplitude. The solid line
is a smoothing spline curve fit used to capture the overall trend of the data as shown in

Figure 41, Figure 44 and Figure 45

3.4 Impingement Plate L ocation

The location of the impingement plate affects the flow structure development and
consequently affects the response of the flow to the forcing. Forcing at H/D = 2,3, and 4 at the
same amplitude level and amplitude ratio allows to examine the effect of the impingement plate
location on the flow development. Figure 47 and Figure 48 depict the time percentage of the
organized structure with respect to the forcing condition. Similar to the results at H/D = 2, the
natural case shows the least development of the double-paired symmetric structure in both cases
(H/D =3 and 4). Interestingly, pure subharmonic forcing exhibits significantly higher
organization at H/D =4 than H/D = 2 and 3 (Figure 48). This is also seen in the flow
visualization videos, where with subharmonic forcing, the double-paired symmetric structure is

more consistent from cycle to cycle with increasing H /D with less flip-flopping seen between flow
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states. This might suggest that the inermittent behavior seen at H/D = 2 is related to the presence
of the plate and hence is a unique feature of the impinging jet. With increasing H/D, the plate
influence becomes less and the jet behavior through the first two vortex pairings is more like a free
jet.

When it comes to bi-modal forcing, similar behavior is observed among H/D = 2, 3, and
4. This may be seen in Figure 49, where the spline fits of T,, (¢) are shown. All three cases undergo
arise in the time percentage the double-paired symmetric structure is present with increasing phase

(0° < ¢ < 45°), followed by a decline (60° < ¢ < 90°) and another rise (105° < ¢ < 165°).
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Figure 47 Time percentage when the double-paired symmetric vortex structure is present for all
cases (N represents the natural case, f, forcing at the subharmonic frequency, f forcing
at the fundamental frequency) at H/D = 3, AR = 1, and 0.3% amplitude
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Figure 48 Time percentage when the double-paired symmetric vortex structure is present for all

cases (N represents the natural case, f;, forcing at the subharmonic frequency, f forcing
at the fundamental frequency) at H/D = 4, AR = 1, and 0.3% amplitude
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Figure 49 Effect of H/D on the time percentage when the double-paired symmetric vortex
structure is present for bi-modal forcing cases at AR = 1, and 0.3% amplitude. Curves
are spline fits to the data in Figures 41, 47 and 48
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CHAPTER 4. HOT-WIRE MEASUREMENTS

Hot wire is utilized to measure the mean and the unsteady streamwise velocity component
in the jet. Results from these measurements are reported in this chapter, which consists of three
parts. The first part discusses radial profiles and streamwise evolution of the mean velocity and
the broadband fluctuating velocity. The second part presents the streamwise evolution of the power
spectra and the energy of the excited modes. The third section focuses on analysis of the modal
coherence and phase as they evolve with downstream distance. In all cases, the streamwise
evolution is considered along the shear layer center and/or the jet centerline. At a given streamwise
location, the shear layer center is selected at the y position where the RMS velocity fluctuation is
maximum. Information along the shear layer center is relevant to analyzing the evolution of the
shear layer instability. On the other hand, the jet centerline measurements are influenced by the
far-field induced velocity of the jet vortex structures, and hence are best used to analyze the

development of the jet vortices.

The focus of the discussion in this chapter is to compare the effect of the different forcing
conditions on the jet evolution, its instability, and vortex structure behavior. The forcing conditions
considered in the hot-wire measurements are the natural jet (no forcing), fundamental mode
forcing, subharmonic mode forcing, and bi-modal forcing at ¢ = 105° and ¢ = 165° at AR = 1.
The two particular phases of bi-modal forcing are selected based on the results from CHAPTER
3, where it is demonstrated that, over the full intermodal phase range, these two phases correspond
to the widest and narrowest particle-free core (i.e. slowest and fastest developing shear layer),
respectively. These, in turn, are also found to be associated with the most
asymmetric/disorganized, and the most persistent double-paired symmetric vortex structure. The

measurements are only focused on the 0.3% forcing level and H/D = 2. Additionally, due to
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limitations in the setup, measurements are carried out from the jet exit up to x/D = 1.22 only.
Within this domain, there is no directional ambiguity of the flow velocity due to flow turning and

vortex interaction with the wall.

4.1 Mean and RMS Radial and Streamwise Velocity Profiles

The radial profiles for all cases are captured over steps of 0.125 mm (= 0.01D) covering a
span of £0.5 y/D at x/D = 0.059,0.118, and 0.275. At x/D = 0.5 and 1, the profiles span is
+0.6 y/D. Figure 50 displays the mean velocity profiles for all five cases and streamwise locations.
The mean profile very close to the jet presents a curved velocity profile in the jet core due to the
streamline curvature associated with the vena-contracta. This curve flattens gradually in the
streamwise direction until it becomes almost flat at x/D = 1. Concurrently, the profile width gets
larger with increasing streamwise distance, which reflects the jet spread. The forcing does not
seem to affect the mean profiles to any visible extent in Figure 50. This might seem contradictory
to the flow visualization results which show an effect on the particle-free core due to the forcing.
However, consultation of Figure 26b shows that, within the streamwise range of the hot-wire
measurements (x/D < 1.22), differences in the particle-free core width due to forcing only start
to appear around x/D = 1 for subharmonic and bi-modal ¢ = 165° forcing. These differences do
not seem to lead a visible difference in the mean velocity profiles in Figure 50. However, as will
be seen later, these two forcing cases do exhibit subtle but detectable effect when it comes to the
mean velocity development in x direction on the jet centerline. These differences are not easy to
see in Figure 50 given the plotting scale and the limited x locations of the measurements. In
addition, the biggest effects on the particle-free core width in Figure 26b is near the location of the
Cw min, Which are not possible to capture in the mean-velocity data within the limited streamwise

measurement domain of the hot wire.
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Figure 51 depicts the RMS profiles at the same forcing conditions and streamwise locations
as in Figure 50. Figure 52 provides a zoomed view of the plots in Figure 51 to reveal the details of
the profiles in the shear layer. The RMS profiles very close to the jet lip show different behavior
among the different forcing conditions. The natural jet and the fundamental forcing case show a
flatter profile in the jet core very close to the jet exit. This profile stays at the low u’ value of the
jet centerline up to (r/D = 0.4), and then u’ starts to increase. For, the subharmonic forcing and
the bi-modal forcing modes (¢ = 105° and 165°), u’ starts to increase at a smaller radial location
atr/D = 0.1. The wider region of high u" in the latter cases is indicative of the earlier development
of the shear layer in response to forcing modes that include the subharmonic. Specifically, in
CHAPTER 3 was observed that in these cases, larger vortex structures emerge into the upstream
end of the flow visualization domain at the subharmonic frequency, in comparison to the smaller
structures at the fundamental frequency. Thus, the wider v’ distribution for the subharmonic and

bi-modal forcing cases is consistent with the flow visualization observations.

For all cases, the shear layer RMS profiles grow wider with downstream distance, as
expected from the growth of the vortical structures and associated spread of the shear layer.
Generally, the subharmonic forcing case shows the highest peak and centerline RMS at all
streamwise locations. In the streamwise direction, the ' profile at the jet core changes from being
flat to parabolic-like while the magnitude of u’ increases. This indicates the increasing
unsteadiness in the jet core associated with the vortex development. At x/D = 0.5 and 1, the bi-
modal forcing at ¢ = 165° and the subharmonic forcing show higher jet centerline and shear layer
u' than the rest of the cases (Figure 51d and Figure 51e). This higher RMS value is consistent with
the faster and more consistent development of the larger double-paired vortex structures seen for

these two cases.
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Figure 50 Mean streamwise velocity profiles at different forcing conditions (as indicated in the
legend) and streamwise locations. a) x/D = 0.059,b) x/D = 0.118,¢) x/D = 0.275,d)

x/D =05,e)x/D =1
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Figure 51 RMS streamwise velocity profiles at different forcing conditions (as indicated in the
legend) and streamwise locations. a) x/D = 0.059,b) x/D = 0.118,c) x/D = 0.275,d)
x/D =05,e)x/D =1
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Figure 52 Zoomed RMS streamwise velocity profiles at different forcing conditions (as indicated
in the legend) and streamwise locations. a) x/D = 0.059, b) x/D = 0.118, ¢) x/D =
0.275,d)x/D =0.5,e)x/D =1

To examine the streamwise development of the velocity in more detail, data are acquired

in small x/D increments of 0.0394 over the range 0 < x/D < 0.354, and 0.0787 over the range
97



0.354 < x/D < 1.22 at two cross-stream locations: the shear layer center and the jet centerline.
Figure 53 shows the evolution of the RMS velocity along the shear layer centerline in response to
the different forcing conditions. The natural jet case and the fundamental forcing case show a
generally similar response that is distinctly different from the cases involving the subharmonic
frequency in the forcing. The latter cases, which include the pure subharmonic forcing and the two
bi-modal cases show a much-accelerated growth of the fluctuation energy with streamwise
distance, reaching a local maximum in the vicinity x/D = 0.25. This maximum, the x location
and strength of which are typically used to assess the effectiveness of the forcing [27], is not
reached until x/D = 0.6 in the case of the natural and fundamental forcing jets. This highlights
the significance of the presence of the subharmonic frequency in hastening the development of the
underlying vortex structure to become maximally energetic closer to the jet exit. Additionally, it
is seen that pure harmonic forcing at the subharmonic frequency leads to the largest peak in the
fluctuation energy. The local peak magnitude is otherwise compatible between all other cases.
Downstream of the first local u’ peak, all cases exhibit slow u" growth with downstream distance
with the subharmonic forcing case remaining the most energetic for most of the domain. Based on
the flow visualization results, bi-modal forcing at ¢ = 165° leads to a more consistent organized
structure while forcing at the subharmonic frequency only is associated with intermittency between
symmetric and asymmetric structures. Thus, while forcing at the subharmonic frequency alone
causes the strongest energization of the structures and accelerates their development, imposing the
fundamental and subharmonic frequency simultaneously at the right intermodal phase leads to

equally accelerated development with the most structure organization.

Aside from the growth of the fluctuation energy in the shear layer, the streamwise profile

of the velocity along the jet centerline is another indicator that is typically used to examine the
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effect of forcing on jet development. For a jet emerging from a contoured nozzle, the mean velocity
along the jet centerline remains unchanged in the streamwise direction until the end of the potential
core, when the shear layer spreads across the full jet width. Farther downstream from the end of
the potential core, the mean velocity decays monotonically with downstream distance. If forcing
leads to accelerated development of the potential core then the mean jet centerline velocity starts
to decay closer to the jet exit. With this in mind, the streamwise evolution of the jet centerline
mean velocity is shown in Figure 54 for the different forcing conditions. Unlike the jet exiting
from a contoured nozzle, the mean centerline velocity exhibits immediate rise downstream of the
jetexitintherange 0 < x/D < 0.75. Thisrise in the mean velocity is due to the acceleration effect
of the vena-contracta, which is a known behavior of the sharp-edged jets. The centerline mean
velocity increases until it reaches a maximum at x/D = 0.75, and then it starts to drop at x/D >
0.75. The drop with downstream distance is not an indication of the end of the potential core as
evident from the mean velocity profiles in Figure 50, where the shear layer clearly remains outside
of the jet core. Instead this drop is partially due to an overshoot in the centerline velocity
acceleration observed in the non-impinging jet for Re, < 6,000 (see Figure 78 in Appendix A).
In addition, it is expected that the jet may already start to decelerate as it feels the presence of the

impingement wall at H = 2D.
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Figure 53 RMS streamwise velocity progression along the streamwise direction on the shear layer
center at different forcing conditions

Overall, Figure 53 indicates that jet centerline mean velocity is behaving the same for all
cases. This is consistent with the observations made earlier in relation to Figure 50, where it was
concluded that the effect on the mean velocity from the different cases is not expected to be
significant until the vicinity of the impingement plate, which is outside the domain of the present
velocity measurements. As mentioned earlier, there does seem to be a subtle effect, however, on
the centerline velocity for the subharmonic forcing and the bi-modal forcing at ¢ = 165° cases,
where the velocity starts to drop below the rest of the cases at around x/D = 0.5. These are the
two cases that exhibit the largest shear layer growth rate of all five cases based on the flow

visualization (Figure 26b) and ' results in Figure 51.

While the potential core has not terminated by the end of the hot-wire measurement
domain, the centerline velocity fluctuation rises, as seen in Figure 55.This is interpreted as an

indication that the centerline velocity fluctuations are connected to the “far field” influence of the
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vortical structures as they grow in size and strength with downstream distance. The larger and
stronger the vortices are, the larger is their influence. Thus, the RMS magnitudes on the jet
centerline are indictive of vortex development, growth and pairing. As illustrated in Figure 55 the
subharmonic forcing mode and the bi-modal forcing mode at ¢ = 165° show the quickest energy
growth on the jet centerline with the steepest growth slope. This is consistent with the flow
visualization observation of these two cases leading to the best promotion of the double-paired
symmetric structure among the five cases considered. The bigger size, strength and persistence of
these structures is interpreted as causing the stronger fluctuation energy growth on the jet

centerline.

It is worth noting that in both nozzle and sharp-edged non-impinging jets, u’ on the jet
centerline increases to a maximum then subsequently decays. It is known that for a sharp-edged
jet without forcing, the maximum is reached around x/D = 8 [27]. With the application of pure
harmonic forcing at the preferred mode frequency, the development of the peak is accelerated such
that it forms in the range x/D = 2 — 3. In the present results, the impingement plate at H/D = 2
would be reached before such a peak is formed. Hence, it is not surprising that no maximum is

observed in the u' results along the jet centerline in Figure 55.
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Figure 54 Mean streamwise velocity progression along the streamwise direction on the jet
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Figure 55 Root mean square streamwise velocity progression along the streamwise direction on
the jet centerline at different forcing conditions
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4.2 Modal Energy Evolution

The fluctuating velocity receives contributions from the forced modes; (i.e. the
fundamental and/or the subharmonic). Additionally, as discovered in the flow visualization
analysis, a second pairing event leads to the formation of a significant large-scale vortex structure
at a frequency half that of the subharmonic mode. The mode associated with the double pairing is
referred to as the second subharmonic and its frequency is denoted by f,,. In this section, the
fluctuating streamwise component of each of the aforementioned modes is analyzed to track the
modes growth and decay. To this end, the energy of each of the modes is extracted from power
spectra, such as those shown in Figure 59, at the modes’ respective frequency. Figure 59, which
includes an indication of where the modal peaks are, also depicts an additional low-frequency peak
at St, = 0.457 that is most visible at the upstream locations. This peak decays with downstream
distance, as discussed in CHAPTER 2, and is likely related to unsteadiness contributing to the jet

facility’s background turbulence level.

4.2.1 Radial modal RMS profiles

Figure 56 depicts the streamwise evolution of the radial profiles of u’ for the fundamental
mode (uy) at five streamwise locations for all five test cases. The plots are zoomed on one of the
shear layers to see the details. The RMS profiles are qualitatively consistent with those shown in
the literature for a non-impinging jet [7]. Specifically, near the jet exit, the profiles possess a single
peak that is aligned in the approximate vicinity of the jet lip ((y — y.)/D = 0.5). With increasing
downstream distance, this peak shifts towards the jet centerline and a second peak starts to be
observed at a larger radial location at x/D = 0.275, for some cases, and x/D = 0.5 for others.
Initially, the inside (initial) peak is stronger than the outside one but this relative strength switches

with increasing downstream distance. As one might expect, the case where all the forcing energy
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is concentrated in the fundamental mode (red symbols) exhibits the largest modal RMS fluctuation
at the fundamental frequency. However, the development of the outer peak seems to be happening
fastest in the case of the subharmonic and bi-modal ¢ = 165° forcing, which have been found to
lead to the fastest vortex structure development. The fundamental mode energy in the natural jet
is much lower than that for all the forced cases. All cases exhibit a growth in the fundamental mode

RMS followed by a decay within the range of the measurements.

Not surprisingly, for forcing schemes not including the subharmonic frequency (Natural
case in blue symbols and fundamental forcing case in red symbols), the fluctuation velocity at the
subharmonic frequency is initially (x/D = 0.059) practically zero relative to the other schemes.
The fluctuation level grows with downstream distance but remains significantly lower for the
natural jet and fundamental forcing cases than the other three cases. The overall shape of the
profiles is qualitatively consistent with those reported in the literature [7] for the subharmonic
mode. As in the profiles of the fundamental mode (Figure 56), a second peak in uy_ develops at
an outer radial location but it never becomes as significant as the initial/inner peak as seen for the
fundamental mode case. The outer peak is particularly observable for the subharmonic and bi-
modal forcing approaches. These approaches lead to significant growth in the subharmonic energy
with the subharmonic scheme yielding the highest energy followed by the bi-modal forcing at ¢ =

165° then the ¢ = 105°.
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Figure 56 Radial distribution in the upper shear layer of the fundamental mode (f) RMS velocity
at different forcing conditions (as indicated in the legend) and streamwise locations. a)
x/D = 0.059,b) x/D = 0.118,¢) x/D = 0.275,d) x/D = 0.5,ande) x/D = 1

Figure 57 shows similar modal u’ profiles as in Figure 56 but for the subharmonic mode

(u}su). For the second subharmonic mode, the u}zsu profiles (shown in Figure 58) show the most
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fluctuation energy in the case of subharmonic and ¢ = 165° bi-modal forcing. Recall that of all
five cases, these two produce the highest frequency of occurrence of the double-paired symmetric
vortex structure and the fastest vortex structure development (Figure 40). Thus, it is not surprising
that these two cases exhibit the highest fluctuation energy and growth rate of the second
subharmonic mode. An interesting aspect of the radial profiles for these two cases (that is not seen
in the other three cases) is the presence of a local peak in the radial profile on the jet centerline at
the upstream locations near the exit of the jet (Figure 58a). This peak is of comparable magnitude
to that seen in the shear layer at x/D = 0.059, a feature that is not seen in the profiles of the
fundamental and subharmonic modes. Moreover, unlike the fundamental and subharmonic mode
profiles for which the bi-modal case ¢ = 105° generally exhibits comparable behavior to the

subharmonic and bi-modal ¢ = 165° cases (Figure 56 and Figure 57), when it comes to ug, , the

¢ = 105° case behaves more like the natural jet and fundamental forcing cases.

The relatively high fluctuation energy of the second subharmonic mode at the jet exit for
the subharmonic forcing and bi-modal ¢ = 165° cases is believed to be the key factor that leads
to the most promotion of the double-paired symmetric structure. Since none of the forcing schemes
introduces the frequency of the second subharmonic into the jet, the presence of elevated levels of
this mode near the jet exit on the jet centerline is hypothesized to originate from a feedback
mechanism. One physically plausible mechanism, although still hypothetical, is that as the double-
paired symmetric structure reaches the impingement wall, it induces a strong downwash on the
stagnation point, increasing momentarily the stagnation pressure. The unsteadiness in the
stagnation pressure would then produce corresponding fluctuation in the jet centerline velocity on
the stagnation streamline (a “Bernoulli effect”). For the other three cases, the interaction is weaker

due to the less frequent double-paired structure (for the natural jet and the fundamental forcing
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cases) and the asymmetry and disorganization of the structure (for the bi-modal ¢ = 105°). This
hypothesis might also clarify the subtle effect on the mean jet centerline velocity distribution of
the subharmonic and bi-modal at ¢ = 165° cases dropping below that of the other cases in Figure
53. Specifically, with the stronger interaction of the vortex structure with the stagnation point for
these two cases, the peaks in the unsteady stagnation pressure will be higher than the other two
cases and the stagnation pressure on average will be higher. This would lead the mean centerline
velocity to start slowing earlier once the static pressure on the stagnation streamline reaches the

ambient pressure.
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Figure 57 Radial distribution in the upper shear layer of the subharmonic mode (f;,,) RMS velocity
at different forcing condition (as indicated in the legend) and streamwise locations. a)
x/D = 0.059, b) x/D = 0.118,¢) x/D = 0.275,d) x/D = 0.5,ande) x/D =1

108



06
2 05
o] O [a e,
@ =, =T "
i 504
i T
i =
. 1 0.3
3
3 02
2 0 4 8
-i u %1073
% 20
y
it
08
0.05 0.1 0.15
u' /U
2su
) ¥
3
§
i
0.z H
a 0005 001 0015 002 0025
uo
|2'£‘l 1
0.1 0.15

2su

-©-Natural
-o-f

f
T,

-6 $=105°
$=165°
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4.2.2 Streamwise development of modal enerqgy in the shear layer

Figure 59 depicts the spectral progression of the shear layer in the streamwise direction at
different forcing conditions. Each plot corresponds to a different forcing mode (including the
natural jet). Within a given plot, results at every streamwise location are plotted in a different color
and shifted by one order of magnitude relative to one another to make all spectra visible. The
fundamental frequency, the subharmonic frequency and the second subharmonic frequency are
indicated with the red, green and blue vertical dashed lines respectively. Considering Figure 59a,
which presents the spectra for the natural jet, at x/D = 0 (blue line), the spectrum shows a peak
around St, = 2.54 (1000 Hz), which is considered as the fundamental mode of the shear layer.
Farther downstream, the fundamental mode peak weakens and at x/D = 0.433 (yellow line) the
spectra show a new peak at the subharmonic frequency. Additional increase in x leads to the
development of another peak at x/D = 0.748 (purple line) at the second subharmonic frequency.
All peaks in the natural spectra are broad, and the peaks at the subharmonic and second
subharmonic frequencies are not particularly prominent. The low-frequency peak at St, = 0.45,
which is only seen at the most upstream locations but decays with downstream distance is believed
to be part of the facility background fluctuation, as discussed in CHAPTER 2. This peak is not

considered further in this work.

The fundamental forcing case (Figure 59b) shows a sharp peak at the fundamental
frequency in the upstream spectra, as expected. The general evolution of the spectra with
downstream distance is similar to the natural jet, but now the subharmonic and second
subharmonic peaks start to develop earlier and are more pronounced/narrower than for the natural
jet. This is consistent with the expectation that forcing organizes the vortex development and

hastens its development.
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The spectra for the subharmonic forcing case (Figure 59¢) show a sharp peak at the
subharmonic frequency throughout the measurement domain. A peak at the second subharmonic
frequency is also seen and it is more prominent and well defined than for the two cases considered
earlier. In fact, for the first time, the peak in the subharmonic frequency is observed across the
entire domain of measurement and it can be tracked all the way to x/D = 0 (blue line), where a
spectrum “blip” is seen. No special fundamental-mode peak is observed in the upstream spectra,
but farther downstream, sharp peaks can be found. These late development, or redevelopment of
the fundamental mode when other lower-frequency modes are growing are not an indication of
mode amplification but rather a regrowth of the mode as a higher harmonic of the lower-frequency
mode [7]. In other words, when a lower frequency mode oscillates in a non-pure harmonic mode

as it grows (e.g. due to non-linear growth), this gives rise to higher harmonics.

The bi-modal forcing spectra (Figure 59d and Figure 59e) show two sharp peaks at the
fundamental and the subharmonic modes, consistent with the presence of the two frequencies in
the forcing scheme. The bi-modal forcing at ¢ = 105° shows different development for the second
subharmonic from that at ¢ = 165°. At ¢ = 105° the second subharmonic mode starts to develop
at x/D= 0.433 (yellow line), while at ¢ = 165° it seems to start to develop at x/D= 0.236 (black
line). Significantly, as in the case of subharmonic forcing, at ¢ = 165° the second subharmonic
peak can also be seen as early as x/D = 0 (blue line). As discussed earlier, the presence of the
second subharmonic early in the shear layer development is believed to distinguish the jet response
to the subharmonic forcing and bi-modal forcing at ¢ = 165° from the other cases. This presence
is likely due to a feedback mechanism since the second subharmonic frequency is not imposed on
the jet. In Section 4.2.1, one possible physical mechanism for feedback was discussed in relation

to interaction of the double-paired symmetric vortex structure with the stagnation zone of the
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impingement plate. Other possible feedback mechanisms include direct acoustic radiation from
the paired vortex structure as well as interaction of the vortex structure with the impingement wall
in the wall-jet zone. Such interaction leads to vortex ejection and significant disturbance that

maybe fed acoustically and/or hydrodynamically to the jet exit.
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subharmonic forcing, d) bi-modal forcing ¢ = 105°, and e) bi-modal forcing ¢ = 165°.
Spectra are shifted relative to one another to make the spectra progression visible
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More detailed streamwise evolution of the different modes under different forcing
conditions is examined by plotting the power spectrum magnitude at the modes’ frequencies versus
x/D. Figure 60 (linear scale) and Figure 61 (logarithmic scale) depicts this modal energy
progression of the fundamental, the subharmonic and the second subharmonic mode in the
streamwise direction. The figure is organized as in Figure 59, where each subplot corresponds to
a given forcing condition. The natural jet results (Figure 60a) show the typical progression of
instability. The fundamental mode is the first to grow, reaching a peak (i.e. saturating). As the
fundamental mode saturates, the growth rate of the subharmonic mode steepens and the mode
grows significantly stronger than the fundamental mode before peaking. With the saturation of the
subharmonic, the second subharmonic starts to grow rapidly until it also reaches a peak. As the
subharmonic grows, the fundamental mode experiences regrowth, which as discussed earlier, is a
manifestation of the subharmonic wave form becoming non-pure harmonic; (i.e. the fundamental
is growing as a harmonic of the subharmonic). Similarly, as the second subharmonic grows, the

subharmonic regrows as its harmonic.

The fundamental forcing case leads to the same modal energy evolution as the natural jet,
but the modal energy is significantly larger than that of the natural jet (compare Figure 60a and
Figure 60b). On the other hand, the subharmonic and the bi-modal forcing cases lead to a
significantly different development, with an initial dominance of the subharmonic instead of the
fundamental mode. The accelerated development of the subharmonic for these cases is further
emphasized by the subharmonic reaching its peak at x/D ~ 0.23, in comparison to x/D =~ 0.5 for

the natural, and fundamental forcing cases.

In Figure 60c through Figure 60d, the fundamental mode, while having negligible energy

compared to the subharmonic, is seen to grow simultaneously with the subharmonic early in the
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development. This growth is not an inherent modal growth, but rather as a harmonic of the
subharmonic. The energy of the fundamental mode is substantially larger for the bi-modal schemes
compared to subharmonic forcing. This is expected given that the forcing energy is split equally
between the fundamental and subharmonic modes in bi-modal forcing, while no forcing energy
goes into the fundamental mode for the subharmonic forcing case. What is particularly surprising
though is that in the bi-modal forcing, despite forcing the two frequencies at the same level, the
initial energy of the fundamental mode is found to be less than one quarter of the subharmonic
mode (this can be seen from the inset in Figure 60d and Figure 60e). This means that the actual
AR within the shear layer is approximately 0.4 rather than unity as enforced by the excitation sound
field. The reason for this difference is not known but one possibility is that feedback from the first
vortex pairing [8], [50], which is enhanced significantly under bi-modal forcing, can add more
energy to the subharmonic mode at the jet exit. This possibility can be particularly true because,
as discussed above, the subharmonic mode saturates very close to the jet exit with bi-modal forcing

(Figure 60d and Figure 60g).

Another unexpected outcome is that the streamwise modal evolution of the fundamental
and the subharmonic modes does not present any evidence of subharmonic resonance. Resonance
is characterized by the initial growth of the fundamental mode only, and when the fundamental
mode saturates, the subharmonic mode exhibits significant growth enhancement leading to the
subharmonic mode dominating over the fundamental mode. What is observed in Figure 60d and
Figure 60e is immediate subharmonic growth with simultaneous growth of a much weaker
fundamental mode. Thus, while the initial intent of the bi-modal forcing scheme is to cause
subharmonic resonance between the fundamental and subharmonic modes, there is no evidence

that this resonance did materialize. It is important to know that, despite not creating resonance
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between the fundamental and subharmonic, the bi-modal scheme is able to enhance vortex pairing
with the bi-modal phase having an important influence on the scheme’s ability to do so, as already

demonstrated.

In spite of the absence of subharmonic resonance between the fundamental and the
subharmonic in bi-modal forcing, for the cases involving subharmonic forcing frequency, an
apparent resonance seems to take place between the subharmonic and the second subharmonic
modes. Examining the subharmonic forcing in Figure 60c, as the subharmonic mode reaches
saturation, the second subharmonic mode starts to exhibit slight growth. Then, the subharmonic
mode starts to drop followed by a significant increase in the second subharmonic growth rate. A
similar behavior is seen for bi-modal forcing at ¢ = 165° (Figure 60e) with the second
subharmonic growth rate increasing while the subharmonic mode saturates. The enhancement of
the growth rate of the second subharmonic is recognized from the upward curvature of the modal
energy growth curve in the semi-log plots, indicating amplification beyond linear growth. For the
subharmonic and ¢ = 165° bi-modal forcing case, the upward curvature is evident for the second
subharmonic once the subharmonic saturates. In contrast, for the bi-modal case at ¢ = 105°, no

such upward curvature (i.e. enhance growth) is evident for the second subharmonic.

The distinction in the behavior of the second subharmonic mode between the subharmonic
and ¢ = 165° bi-modal forcing cases, on one hand, and the rest of the cases, on the other, is
hypothesized to be related to the initial amplitude of the second subharmonic at the jet exit. As
discussed previously in connection with the modal energy radial profiles (Figure 58), and spectra
(Figure 59), the former cases exhibit substantially larger initial energy of the second subharmonic
mode. This extra energy is assumed to relate to a feedback mechanism since the second

subharmonic frequency is not included in any of the forcing schemes. The results in Figure 60c
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and Figure 60e, show that this in turn could lead to subharmonic resonance that enhances the
development of the second subharmonic. This enhancement is consistent with the strong
promotion of double pairing events in the subharmonic and ¢ = 165° bi-modal forcing cases, as

seen from the flow visualization analysis.

The modal energy streamwise development can also be linked to vortex development.
More specifically, the x location of the saturation of the initially growing mode defines the location
of the initial vortex rollup [50]. Based on this, the fundamental mode is the initially growing mode
for the natural jet and the fundamental forcing case. While the subharmonic mode is the initially
growing mode for the subharmonic forcing and the bi-modal forcing cases. Referring to Figure 60,
the initial vortex roll-up location is identified at x/D = 0.16,0.16, 0.24,0.24, and 0.28 for the
natural jet, the fundamental forcing case, the subharmonic forcing case, the bi-modal forcing case
at ¢ = 105°, and the bi-modal forcing case at ¢ = 165° respectively. These observations are
consistent with the videos obtained from the flow visualization in teRMS of the initial vortex
frequency at the upstream side of the images. Yet, the video images also show that cases involving
the subharmonic tone in the forcing continue to roll-up for a short distance into the images. Thus,
in the case of the subharmonic forcing, the vortex roll-up location based on the modal energy peak
in the shear layer is a good indication of the start rather than the completion of the vortex roll-up.
As discussed earlier, the far-field fluctuating induced velocity of the vortex structures is expected
to be a better indicator of the overall vortex evolution than the fluctuating velocity in the shear
layer. To this end, the streamwise evolution of the modal energy along the jet centerline is analyzed

next.
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Figure 60 Progression in the streamwise direction of the modal energy on the shear layer center at
different forcing conditions. a) Natural jet, b) fundamental forcing, c¢) subharmonic
forcing, d) bi-modal forcing ¢ = 105°, and e) bi-modal forcing ¢ = 165°
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The streamwise location at which subsequent vortex pairing happens after the initial roll-
up is typically taken as the modal peak, or the saturation location, of the mode corresponding to
the frequency of the paired vortex [10]. In this case the pairing location is defined as the location
where the pairing vortices are aligned across the cross-stream direction [10]. As explained earlier
the location of the modal saturation in the shear layer does not agree well with where vortex roll
up is completed in the observations from the flow visualization. On the other hand, the jet
centerline modal energy evolution in the streamwise direction, shown in Figure 62, provides a
good agreement with the flow visualization observations. Inspection of Figure 61 shows that the
first pairing, which forms the subharmonic vortex, is completed at 0.9 < x/D < 1.15 for the
natural jet, and 0.7 < x/D < 1.0 for fundamental forcing case, where the subharmonic energy
(green line) peaks (Figure 62a and Figure 62b). These pairing locations show consistency with
those observed in the flow visualization. Subharmonic and bi-modal forcing show accelerated first
pairing, where the peak in the subharmonic mode’s energy is reached at an earlier streamwise

location in the x/D range of 0.5-0.7 (Figure 62c thru Figure 62e).

When it comes to the second pairing, which occurs between two vortices at the
subharmonic frequency to form a vortex at the second subharmonic frequency, Figure 62 shows
that this pairing is not completed within the streamwise domain of the hot-wire measurements.
Specifically, the modal energy of the second subharmonic mode (blue line) does not saturate before
the end of the measurement domain. This is consistent with the flow visualization observations,
where the second pairing is usually observed in the flow visualization downstream of the end of

the hot-wire measurement domain.

120



a) 0.01 <1072 b) 0.01 i 5 «10°2
1
0.008 o 0.008
f\i_‘ﬂ,ﬁ
o 0.008 o 0006
=2 o 2
> 0.004 K 5| 2 0.004 T

0.002

d) 0.01

0.008

_0.006 |

u'fU2

0.004

0.002

_e_f2su

Figure 62 Progression in the streamwise direction of the modal energy on the jet centerline at
different forcing conditions. a) Natural jet, b) fundamental forcing, c¢) subharmonic
forcing, d) bi-modal forcing ¢ = 105°, and e) bi-modal forcing ¢ = 165°

121




4.3 Streamwise Development of Modal Coherence and Phase

4.3.1 Modal coherence

Coherence can be explained as the correlation between two signals at a given frequency
independent of the signal strength. In a flow with broadband turbulence, the coherence between
two signals generally decays with the distance between the two measurement locations. In the
current work, the coherence is computed between the signals of the hot wire and one of the
faceplate microphones (microphone #1) as the hot wire is traversed to different x locations on the
shear layer center and the jet centerline. This is done for the main three modes (fundamental,

subharmonic and second subharmonic) at different forcing conditions.

(4.1)

Where, ®,.,, is the cross spectrum between the faceplate microphone (microphone 1) signal

and the hot-wire signal, ®,., is the power spectra of the faceplate microphone, and &, is the

power spectrum of the hot wire. I, varies between 0 and 1, where 0 represents no coherence

between the two signals and 1 perfect coherence.

The coherence on the shear layer center for the natural case (Figure 63a) shows a
monotonic decay in the streamwise direction for the fundamental mode (red line). This indicates a
coherence loss due to disorganization and jitter in vortex formation and possibly the development
of some small-scale turbulence. A similar overall trend is also seen for the subharmonic mode
(green line), except in this case, the coherence does not decay to near zero but rather reaches a
plateau downstream of x/D = 0.5. For the second subharmonic mode (blue line), a non-monotonic
trend is observed with the coherence growing again as the location of the peak in the second

subharmonic modal energy (seen in Figure 62a) is approached. The increased coherence with
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increasing downstream distance is believed to be due to an acoustic feedback to the jet exit of
fluctuation at f,,,. On the jet centerline (Figure 64a), similar trends are seen for the fundamental
and second subharmonic modes as in the shear layer but the fundamental mode now exhibits local
increases in the coherence at distances farther downstream. These local peaks can be interpreted
as the higher harmonics of the subharmonic and the second subharmonic. For the subharmonic
mode, the coherence on the jet centerline does not show the initial decay seen in the shear layer.
Instead, the coherence grows initially and reaches an approximate plateau. The presence of this
plateau for both the jet centerline and the shear layer is also interpreted to be related to the presence

of some acoustic feedback from the first vortex pairing and beyond.

All forced jet cases are seen to maintain high coherence of the forced modes for an extended
distance that is significantly larger than seen for the natural jet. As seen in Figure 63b and Figure
64b, the fundamental mode coherence for the fundamental forcing case stays close to unity up to
x/D = 0.5 for both the shear layer and jet centerline profiles. Farther downstream (x/D > 0.5),
the coherence decays monotonically on the shear layer center but exhibits regrowth near x/D =
0.75 on the jet centerline. The results are consistent with expectation, where forcing at the
fundamental frequency organizes vortex formation at the fundamental frequency over a larger
streamwise domain. However, eventually the coherence decays due to the loss of coherence
between the flow structure and the external forcing. The regrowth of the fundamental mode
coherence seen on the jet centerline is connected to the growth of the fundamental as a higher
harmonic of the second subharmonic mode, which exhibits peak coherence at the same location of
the fundamental coherence regrowth. It is also noted that overall, the coherence behavior in the
shear layer for the fundamental forcing case is similar to the natural case except the coherence

values are maintained higher and over larger distances when forcing the jet (compare Figure 63a
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with Figure 63b). Particularly interesting is the rise of the coherence of the subharmonic and
second subharmonic with the forcing in Figure 64b compared to Figure 64a. This is consistent
with the promotion of double pairing when forcing the jet at the fundamental frequency relative to

the natural jet.

When it comes to the forcing schemes involving the subharmonic frequency, Figure 63c
through Figure 64e and Figure 64c through Figure 64e show that these schemes maintain
subharmonic mode coherence close to unity until the end of the measurement domain. For these
cases, the fundamental mode coherence is different depending on the presence of the fundamental
frequency in the forcing scheme. For bi-modal forcing, the coherence is generally similar to that
when forcing at the fundamental frequency only. In contrast, for subharmonic forcing alone, a
much lower coherence (mostly around or below 0.5) is seen across the domain. This is not

surprising given the absence of the fundamental frequency in the forcing mode.

A particularly interesting observation is that the second subharmonic mode exhibits high
coherence for the entire measurement domain at the subharmonic forcing and the bi-modal forcing
at ¢ = 165° along the shear layer and the jet centerline (except for a short stretch of 0.03 < x/D <
0.2 in the shear layer for bi-modal forcing at ¢ = 165°). As discussed previously, the second
subharmonic mode is not an externally forced mode but has a relatively large initial fluctuation
energy for these two cases compared to the others. Therefore, it was hypothesized that a feedback
mechanism from the second vortex pairing and its interaction with the wall is responsible for these
elevated levels. The high level of coherence at the second subharmonic frequency across the full
domain of the measurements (more than half the distance to the impingement plate) provides
additional supportive evidence of this idea. It is interesting to note that this high coherence level

at f,¢, is not found for the case of bi-modal forcing at ¢ = 105°.
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As seen in Figure 63c and Figure 64c, the coherence in this case is low on both the shear
layer center and the jet centerline. This is consistent with the randomness and the asymmetry of

the vortex development observed at this intermodal phase in flow visualization
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Figure 63 Progression in the streamwise direction of coherence between the hot-wire signal on the
shear layer center and the signal from a faceplate microphone (Mic#1). a) Natural jet, b)

fundamental forcing, c¢) subharmonic forcing, d) bi-modal forcing ¢ = 105°, and e) bi-
modal forcing ¢ = 165°
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Figure 64 Progression in the streamwise direction of coherence between the hot-wire signal on the
jet centerline and the signal from a faceplate microphone (Mic#1). a) Natural jet, b)
fundamental forcing, ¢) subharmonic forcing, d) bi-modal forcing ¢ = 105°, and e) bi-
modal forcing ¢ = 165°
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4.3.2 Intermodal and modal phase

The intermodal phase between the subharmonic mode and the second subharmonic mode
is used to further investigate possible intermodal resonance between these modes. To compute the
intermodal phase, referred to here as ¢, to distinguish it from ¢ (the intermodal phase between the
fundamental and the subharmonic), the time series from the hot wire is broken into 200 records of
3000 points each. Each record is Fourier transformed via the FFT, the phase values at f;,, and f,4,
are extracted and the intermodal phase is computed for the it" record as:

M) _ 2v5-wi
S

> ;i=1,...,N, 4.2)

Where, 1/)5(3 and lpz(;)u are the phase angles for the subharmonic and second subharmonic
respectively and N;,. is the number of records. The factor 2 in the numerator and denominator is the

multiplicity factor between the two modes. For instance, if the two modes considered have

frequencies that are related by a multiple of 5, then the factor 2 would be replaced by 5 in
(4.2). The computed ¢S(i) value for each record is forced into the interval 0° <

S(i) < 180° due to the 180° phase periodicity. The overall intermodal phase value ¢ is then

computed as an average over all records; i.e.

N :
— 2i=r1 (bgl)

bs == (4.3)
It is found that sufficient spectral resolution is necessary for the phase values to converge
and not be influenced by neighboring frequencies or spectral leakage. To this end, the frequency
resolution of the analysis is set to 10 Hz with the frequencies of the subharmonic and second

subharmonic coinciding exactly with discrete frequency bins of the FFT.

The intermodal phase between the subharmonic and the second subharmonic mode is

calculated at the jet centerline for different streamwise locations at all forcing conditions as shown
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in Figure 65. Previous studies showed that the best location to investigate the phase is on the high-
speed side of the shear layer, where the phase asymptotes to a uniform value, hence avoiding the
phase oscillation within the shear layer [7]. They also showed that the resonance between the
fundamental mode and the subharmonic mode resulted in an intermodal phase change of 90° at
the location of the resonance.

Figure 65a and Figure 65b show that no intermodal phase transitions is observed for the
natural jet or when forcing at the fundamental frequency. This is indicative of the absence of
resonance between the subharmonic and second subharmonic in these cases. On the other hand,
for all cases involving external subharmonic forcing frequency (i.e. subharmonic and bi-modal
forcing), phase transitions are indeed observed. The bi-modal forcing at ¢ = 165° not only shows
a 90° phase transition but the transition is sharp (Figure 65e). In comparison, the phase transition
for subharmonic forcing and the bi-modal forcing at ¢ = 105° show a significantly more gradual
transition (Figure 65c and Figure 65d). The transition is approximately 90° for subharmonic
forcing and about 37° for bi-modal forcing at ¢ = 105°. The sharp transition is an indication of a
highly repeatable resonance location, which is consistent with the uniqueness of the case of ¢ =
165° bi-modal forcing in providing the most consistent and organized double-paired symmetric
structure from cycle to cycle (as seen from the flow visualization analysis). The gradual transition
of approximately 90° in the case of subharmonic forcing is indicative of a jitter in the location of
resonance and less organization of the double-paired symmetric structure. Also, the phase
transition value of less than 90° (specifically 79°) is reflective of a small but non-vanishing
fraction of the time when resonance is not taking place. This is also seen in the video images for
the subharmonic forcing case, where the double-paired vortex structure is not present all the time.

When it comes to bi-modal forcing at ¢ = 105°, the phase transition is both gradual and
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significantly less than 90°. This is consistent with the findings from the flow visualization
(CHAPTER 3) in this case that the double-paired symmetric structure only occurs for a small
fraction of the time. Thus, the observed phase transition is reflective of partial occurrence of
resonance that, like the subharmonic forcing case, occurs at a location that jitters in space. Of
course, as already observed, in this case also, the jet is the least organized of all bi-modal cases,
exhibiting significant asymmetry.

Downstream of the phase transition, the intermodal phase becomes approximately 45° for
the cases of subharmonic and bi-modal forcing at ¢ = 165°. For bi-modal forcing at ¢ = 105°,
the intermodal phase changes to 63°. The significance of these values can be appreciated by noting
that if the intermodal phase varies completely random between records, then the average ¢, will
equal to 90° (midway of the 0° — 180° interval). Inspection of the intermodal phase for the natural
jetin Figure 65a yields ¢ = 85.54°, which is very close the value of completely random variation
in ¢,. With forcing at the fundamental frequency, ¢, = 71.5°, indicating perhaps some
preference/organization of the intermodal phase. The intermodal phase values become further
removed from the 90° value with subharmonic and bi-modal forcing as seen above with the cases
dominated by double-paired symmetric vortex structures settling on an intermodal phase value
around 45°.

The connection between the intermodal phase behavior and the structure organization can
be clarified further using a histogram of c,bs(i) values, as shown in Figure 66 for all forcing
conditions. The histogram is obtained at the most downstream point in the hot-wire measurement
domain (x/D = 1.22). The natural case (blue line) exhibits a relatively flat histogram with a slight
broad peak near 45°. The slight peak results in ¢ being slightly below 90°, as discussed above,

but the histogram clearly depicts practically no structure organization between the subharmonic
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and second subharmonic modes for the natural jet. The fundamental forcing case (red line) shows

a higher histogram peak than the natural jet at gbs(” ~ 30°, which shows a relatively better
organization for developing the double-paired vortex structure, in alignment with the flow
visualization findings.

The intermodal phase organization is enhanced further with bi-modal forcing at ¢ = 105°

with the histogram (shown in black) exhibiting an even stronger peak at qbs(i) ~ 45°. Ultimately,
as expected, the best intermodal phase organization is seen for the cases of subharmonic forcing
and bi-modal forcing at ¢ = 165° (green and magenta lines respectively). For these two cases, the
intermodal phase histogram becomes highly focused near 45° with large excursion from this value
being practically non-existent. The narrow-peak of the histogram indicates the most organization
between the subharmonic and the second subharmonic modes for all cases. While the histogram
seems to indicate that the subharmonic forcing and bi-modal forcing at ¢ = 165° cases are
similarly organized, it should be noted that this is downstream of the 90° phase transition. The
better organization of the bi-modal ¢ = 165° case is evident in the much sharper phase transition

(i.e. resonance location) in Figure 65.
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Figure 65 Progression of the average intermodal phase between the subharmonic mode and the
second subharmonic mode on the jet centerline in the streamwise direction at different
forcing conditions. a) Natural jet, b) fundamental forcing, c) subharmonic forcing, d) bi-
modal forcing at ¢ = 105°, and €) bi-modal forcing at ¢ = 165°
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Figure 66 Histogram of the intermodal phase between the subharmonic and the second
subharmonic obtained on the jet centerline and x/D = 1.22

Another interesting observation is to compare the streamwise evolution of ¢, to the modal
energy growth of the subharmonic and second subharmonic modes in the shear layers for the two
cases exhibiting evidence of resonance; i.e. the subharmonic and the bi-modal ¢ = 165° cases.
These plots are shown in Figure 67 with the intermodal phase shown on the top and the modal
energy on the bottom of the figure. A broken black line marks the half-way point of phase transition
and extends to the modal energy plot. As seen from the figure the phase transitions coincide well
with the saturation of the subharmonic mode and the start of enhanced growth of the second

subharmonic, confirming further the idea of occurrence of resonance between these two modes.
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Figure 67 Streamwise progression of the intermodal phase between the subharmonic and the
second subharmonic modes on the jet centerline (top), compared to the streamwise modal
energy progression on the shear layer center for these two modes (bottom) and
subharmonic forcing (left) and bi-modal ¢ = 165° forcing (right)

Finally, the phase velocities for the two cases exhibiting resonant behavior are computed.
The convection velocity is calculated from the slope of the plot of the cross-spectrum phase angle
(49, in radian) versus the streamwise location (m); where the cross-spectrum is calculated
between the hot-wire measurement at the jet centerline and microphone #1 in the faceplate. The
results are shown in Figure 68. As seen in the figure, the phase variation is initially non-linear, but
it becomes linear at x/D =~ 0.5. When the curve becomes linear, that indicates a constant
convection velocity until the end of the domain (Figure 68). The linear behavior indicates constant

convection velocity that can be obtained for a given mode from the slope of the phase line (m,,) in

radians/m as follows: u, = fn—”f, where, fis the frequency of the mode. The line fits to the linear
14

portion of the phase plot to obtain the slope m,, are shown in Figure 68.
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The computed convection velocity values are shown in Table 4 for the subharmonic and second
subharmonic modes. The values depict a similar convection velocity for the two modes for the bi-
modal forcing at ¢ = 165° (approximately 5% deviation from each other). The discrepancy in
convection velocity between the two modes for subharmonic forcing show a higher deviation
(approximately 11%). It is important to note that when two modes are in resonance, their
convection velocity is expected to be the same. The small deviation between the two values for
the case of bi-modal forcing at ¢ = 165° is probably a reflection of the rare times that resonance
does not occur. The larger deviation for subharmonic forcing is consistent with the lesser

organization of resonance in this case than in the ¢ = 165° bi-modal case.

It is notable that when normalized by Uj;, the convection velocity values are appreciably
larger than that found in a nozzle jet. This is due to the jet flow acceleration downstream of the
exit because of the vena-contracta effect. If the vena-contracta velocity (U,,.) is used to normalize
the convection velocity, the values are smaller and comparable to the values reported in the

literature [7] (Table 4).
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Table 4 Convection velocity of the subharmonic and harmonic modes, normalized by the mean
jet velocity and the vena-contracta velocity

Modes u./U; Ue/Upe

Forcing
Condition fsu fasu fsu fasu

Subharmonic forcing 0.935| 0.842| 0.703 | 0.633

Bi-modal forcing 0.822| 0865 0618| 0.65
(¢ = 165°)
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Figure 68 Phase progression in the streamwise direction. a) Subharmonic forcing, b) bi-modal
forcing at ¢ = 165°
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CHAPTER 5. PRELIMINARY HEAT TRANSFER EXPERIMENTS

Preliminary heat transfer measurements were conducted prior to the experiments utilizing
the high-speed flow visualization and hot-wire measurements reported in Chapters 2 through 4.
Subsequent to the latter experiments, there was insufficient time to properly conduct the heat
transfer measurements under identical conditions. The early heat transfer experiments were based
on measuring the excitation sound field at x/D = 0.75 on the centerline of the jet, which is
different from the results presented up to this point, where the sound field is characterized at the
jet lip. Therefore, it is not expected that the intermodal phase between the early and the main
experiments will be the same. Other differences between the two experiments include the forcing

level, which is significantly higher at 1%, compared to 0.3% for the main experiments.

Notwithstanding the noted differences, it is deemed worthy to document the early heat
transfer experiments and their main results here. There are some qualitative connections that can
be drawn between the vortex structure under bi-modal forcing in the early and the main
experiments. Specifically, in the early experiments, the largest most consistent vortex structure is
identified at ¢ = 120°. This is taken to be the equivalent of ¢ = 165° in the main data set.
Similarly, ¢ = 45° in the early set produce vortex behavior that exhibits the most intermittent
switching between symmetric and asymmetric vortex structures. This is taken to be the equivalent
of ¢ = 90° or 105° in the data reported earlier. It should also be noted that at the time of the early
experiments, the capability to conduct high-speed flow visualization did not exist in the present
experimental facility. Therefore, the characterization of the vortex structure in the early
experiments is done based on phase-averaging relative to the forcing cycle. The early experiments

also did not include pure harmonic forcing.
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In the following, details of the experimental setup and technique used for measuring the
heat transfer in the early experiments are described followed by a summary of the key findings

from these experiments.

5.1 Experimental Technigues

The heat transfer impingement plate, which is depicted in Figure 69 and Figure 70, is a 25
pm-thick stainless-steel sheet that is tensioned on two hollow round copper bus bars. The sheet’s
tension is maintained by three tension springs connected to each side of the sheet via custom-
designed clamping plates. The heated area of the impingement plate is 203.2 mm x152.4 mm (16D
x 12D). The plate is heated by applying a DC electrical voltage across the plate. This provides a

constant-heat-flux boundary condition for the convective heat transfer coefficient measurements.

Where, q is the local convective heat flux to the jet flow, Q is the total electrical power
dissipated in the plate, A is the heated surface area of the plate, and AT = (Ts — Tgmp) iS the
difference between the surface and the ambient temperature. The heat dissipation via natural
convection to the back (non-impingement) side of the plate, via conduction in the plane of the

plate, and via radiation are neglected in (5.1).

To measure the convective heat transfer coefficient h from the heated plate to the

impinging jet, conservation of energy is applied to the plate at steady state:

q="%=hnat (5.1)
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Estimates of the uncertainty due to natural convection depends on the radial distance from
the jet centerline due to T increasing in the r direction from typically 32°C at r = 0, to 60°C at
r = 4D. Based on a typical temperature distribution an estimate of the error due to natural
convection (computed based on [51]) is made to change between 1.6% to 4.8% between r/D =
0 — 2; in the region where the acoustic forcing is observed to change the convective heat transfer
coefficient. For r/D = 2 — 4, the error variation is 4.8% - 15.4%. On the other hand, radiation
effect is 0.3% at r = 0, increasing to 2% at /D = 4. Additionally, the in-plane conduction error
is checked and found to be negligible. Overall, the uncertainty is reasonably small for /D < 2,

consistent with different studies utilizing a similar setup[20], [52].Using (5.1):

__9
T AAT (5.2)

and the Nusselt number is given by

Nu =— (5.3)

Where, D is the jet diameter, and k is the air thermal conductivity.

Based on (5.2), to determine h, the electrical power dissipated, and the plate and ambient
temperatures are measured. The plate is heated by the effect of an electrical current passing through
the stainless-steel sheet (Joule heating). The heated sheet is stretched tight on two hollow copper
bus bars along its sides. This provides uniform voltage distribution along the edges, which when
combined with the uniform thickness of the plate, results in uniform power dissipation per unit
area (and hence uniform heat flux) over the heated area of the plate. Thus, g is computed by

dividing the electrical power dissipated by the heated area of the plate.

Electrical power is supplied to the heated sheet via two 4-gauge copper cables connected

to the two bus bars on one end, and to a DC power supply (Harrison laboratories 6456B), on the
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other. The supply can provide a maximum DC voltage and current of 40 V and 100 A
respectively. In the experiments, the voltage is set to 1.3V, and the current to 30A, resulting in
heating power Q = 39 W. The current is measured using a non-contact Hall-effect CR magnetics
current meter (CR5211-100) with a range of 100 Ampere and 0.1 VVolt/Ampere sensitivity, and the
accuracy is 1%, according to the manufacturer specifications, while the voltage is measured by the
ADC board (NI USB 6343) with 0.16% accuracy, based on the manufacturer stated accuracy. The

resulting overall electrical power uncertainty is 3.3%.

To verify the steady state condition of the plate, four T-type thermocouples are used to
measure the temperature of the plate (mounted at one of the plate corners), the positive bus bar,
the negative bus bar, and the ambient temperature. The ambient air thermocouple is located close
to the external surface of the jet body, in the same plane as the faceplate. The outputs of the
thermocouples are acquired using a National Instruments C Series 4-channel Temperature Input
Module (NI 9210 Mini TC) embedded in NI CompactDAQ platform. The specified temperature

measurement accuracy of the module is £0.8°C.

Figure 71 shows the temperature variation with time of all four thermocouples during
heating and subsequent cooling of the impingement plate. Zero time corresponds to the moment,

the heating is turned on. All temperatures are plotted in the format:

AT T()-T,
ATref Tr=To

(5.4)
Where t is time, T the temperature being monitored, and T, and T are the initial and final

(steady state) values of T. The steady-state condition is determined when the impingement plate
mean temperature variation is less than 1%. The measurements are conducted while the jet is

running.
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As seen from Figure 71, the initial rise in the impingement plate’s temperature (red line) is
much faster (2.7 minutes) than the overall time it takes to reach steady state (1.5 hour). The fast-
initial rise is believed to be due to the relatively small thermal capacitance of the thin stainless-
steel sheet, while the longer settling time is likely caused by the slower response of the bus bars
(with their larger mass) and the ambient air. Based on these results, all measurements of h are
carried out after a wait time of 1.5 hours from the time the heating is turned on (as indicated by
the broken magenta line in Figure 71). While at this point, some variation in ambient temperature
are still observed (green line in Figure 71), the total variation in T,,,; during an experiment (which
typically lasts for 5 min; the period between the broken magenta and cyan in Figure 71) is less

than 0.1°C.

Temperature Sensitive Paint (TSP) [51] is utilized to measure the impingement surface
temperature distribution. TSP has been utilized in the literature in different studies. TSP is based
on a reversible molecular photoluminescence process of thermal quenching of luminescence. A
photon with a particular wavelength is absorbed to excite luminophore from the ground electronic
state to excited electronic state and emits radiation with a longer wavelength by losing the
excitation energy. The luminescent intensity is a function of the excitation photons and the
temperature. The luminescence intensity of most molecules is affected by thermal quenching and
therefore it depends on temperature. Specifically, the luminescence intensity decreases with

increasing the temperature, following the equation [51]:

In . =%(l— 1) (5.5)
Iref R T Tref

Where I is the luminescence intensity at temperature T, I,..f is the luminescence intensity

at a reference temperature T,..r, Ey, is the activation energy for the non-radiative process, and R
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is the universal gas constant. In order, to obtain accurate data, the TSP should be calibrated by

obtaining the dependence of the ratio I /1., on T at a given T,.. in a special setup. However, the

TSP used in the present measurements uses (5.5) directly with the nominally known value of E,,,- =

1045.4 k] (taken from [51]) and R =287.05K£+K. Therefore, the results are useful for

comparative analysis among the different forced-jet cases and the natural jet, as opposed to

providing highly accurate temperature measurements.
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Figure 71 Temperature variation of the heated plate, bus bars and ambient temperature. The
magenta broken line in all figures is located at 1.5 hours which is the time at which the
experiments starts and the cyan line is located when the experiments end

In the present TSP implementation, a 0.152 m x 0.152 m white heat-resistant polyester
sheet (Mylar sheet) is mounted on the back (non-impingement) side of the stainless-steel sheet.
The polyester sheet is painted with TSP, consisting of EuTTA (Europium (l1I)

thenoyltrifluoroacetonate CAS: 21392-96-1) dissolved in model aircraft dope and thinner with a
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proportional ratio of (1:1). EUTTA has fluorescence property when activated with UV light (peak
absorption at 350 nm wavelength) and it emits at a wavelength of 612 nm. A LED UV lamp is
used to excite the EUTTA paint. The stability of the UV lamp is monitored using Thorlab PDA55
photodetector, which showed that the lamp requires 40 minutes to reach steady state (to within less

than 0.01%).

The resulting luminescence intensity distribution over the Maylar sheet area is captured
using a Charge-Coupled Device (CCD) 14-bit monochromatic camera (FLIR GS3-U3-41S4M-C)
fitted with a 50-mm Nikkor lens (f/1.2) and a long-pass filter to remove any UV light from the UV
lamp. Due to space restriction, the camera is placed with its axis normal to the centerline of the
impingement plate, and the image is captured with the aid of a first-surface mirror tilted at 45° (as
depicted in Figure 70). The imaging scale is 0.08 mm/pixel (0.006D/pixel), which is calculated
with the aid of a calibration target. The target is made up of a grid printed using a laser printer with
600 dpi resolution, yielding 2.6% uncertainty in the grid size. The grid size is 1.6 £0.026 mm/cell,
and it is attached to the bottom of the camera’s field of view (see Figure 72). To obtain the imaging
scale, the number of cells is counted and multiplied by the grid size then divided by the
corresponding number of pixels from the first to the last cell. An example of the measured

temperature field is depicted via a flooded color contour map in Figure 73.
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Figure 73 Temperature field example from the heat transfer experiment implemented using TSP
technique at H/D = 2 and Rep, = 4,233

5.2 Experimental Procedures and Data Analysis

The heat transfer experiment starts with acquiring the first set of TSP images in a dark
environment to estimate the camera noise. This is followed by turning the UV light on for 40
minutes to allow it to reach steady state, while covering the impingement plate’s back to reduce
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the TSP exposure to UV light in order to minimize the paint deterioration. After 40 minutes, the
cover is removed and the second set of images (reference images) is acquired simultaneously with
the plate temperature using the thermocouple mounted at the corner of the plate to determine the
corresponding reference temperature. Once the acquisition of the reference images is completed,
which is done with no heat applied to the impingement plate, the UV light is turned off and the

electrical power supply to the impingement plate and the jet flow are turned on.

To reach steady state, the experimental setup is left running for 90 minutes before acquiring
the main TSP images. After the first 50 minutes of this period, the UV light is turned on again to
allow it to reach steady state at the same time as the overall setup. Once the time required for the
plate and the UV light to warm up ends, the experiment is started. A MatLab code is used to
generate the acoustic forcing signal and acquire and save the images. The code runs in a loop to
acquire images at different forcing intermodal phase angles. The imaging exposure time used in
the experiments is 27 ms, and the frame rate is 10 frames/s. For each forcing condition, 200 images

are acquired.

During TSP luminescence image acquisition, a few quantities are acquired. Some of these
quantities are used for data post-processing: the impingement surface heating current and voltage,
the jet volume flow rate, and the ambient temperature. The rest of the quantities are recorded to
keep track of the experimental conditions, and to verify that the experiment is implemented under
the pre-set conditions. These quantities are the thermocouple-measured temperatures of the
impingement plate and the bus bars, the static pressure upstream of the jet faceplate, and the UV-

light intensity (photodetector output).

Postprocessing starts with computing the mean image for each of the image sets acquired

earlier (dark images set, reference images set, and experiment images set), which yields the pixel-
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by-pixel luminescence intensity I distribution over the TSP-covered area. The mean dark image is
first subtracted from the experiment mean image and the reference mean image. Then, the ratio R,

between these two luminescence intensities is computed. Specifically,

R, = (5.6)

I_Ir'ef

Where, I, is the dark (or black) luminescence intensity. R; distribution is then used to

calculate the temperature field as follows:

1

[ Tref

Cisaconstant (C = E,,/R = 3642), and T is the reference temperature measured with

the thermocouple attached to the impingement plate. The temperature data are finally used to

compute the convective heat transfer coefficient and the Nusselt number.

While TSP allows determination of the planar distribution of Nu over the impingement
plate, given the axisymmetric nature of the measurement (e.g. see Figure 73), azimuthal averaging
is used in presenting Nu distribution versus the radial coordinate. Additionally, given that the
spatial resolution is better than needed (each pixel represents 0.006D), once the azimuthally
averaged Nu is obtained, further averaging along the r direction is done using 36-point average.
This averaging, which also helps to reduce the random uncertainty, results in Nu(r) distribution
in increments of Ar/D = 0.1. A sample Nu distribution and the radial averaging process for the

natural jet is shown in Figure 74. A summary of the heat transfer experiments is listed in Table 5.
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Figure 74 A sample of Nusselt number distribution before averaging (red circles) and after
averaging (black line)

Table 5 Summary of the heat transfer experiments

H/D =2

Uj (m/sec) 5

Rep 4,233

Constant heat power=39 ¥/, ¢ = 0° — 165° in increments of 15°

=30 Ampere and Volt=1.3 Volt

Forcing amplitude =0.01U; and unity
amplitude ratio

5.3 Results
With the identified significant influence of bi-modal acoustic forcing on the jet flow

structure, it is desired to examine the corresponding effect on the heat transfer from the
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impingement plate. In this subsection, data are presented for measurement of the radial distribution
of the temperature and the Nusselt number for the natural jet and when the flow is forced.

Before presenting the current study results, a comparison of the natural jet data from the
literature and the current study is conducted to check the reasonableness of the present Nusselt
number measurements. One difficulty in the comparison is that, to the best of the author’s
knowledge, the literature does not contain any study reporting Nusselt number data at the same
Reynolds number for the sharp-edged impinging jet. Therefore, the comparison is done with
Reynolds numbers different than the present one with focus on examining the features of the
Nusselt number distribution and how they vary with Reynolds number. The results, shown in
Figure 75, demonstrate that the Nusselt number distribution from the present work is consistent
with the trend with Reynolds number seen in [20] for Re, > 10,000. Specifically, this trend
implies decreasing Nu values with decreasing Reynolds number, and decreasing prominence of
the “inner” and “outer” peaks in the distribution. This decrease inthe peak visibility is sufficiently
strong such that the outer peak is not seen in the present data. The same trend with Reynolds
number is seen [53] for a jet emerging from a contoured nozzle. While the study does not have

dataat H/D = 2, theirdataat H/D = 1 shows the absence of the outer peak below Re, = 11,000.
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Figure 75 Natural jet Nusselt number radial distribution for different Reynolds numbers. The red
circles represents the current study, while the three cases in the red rectangle in the
figure legend depict the data taken from [20]

Figure 73 depicts the temperature distribution for the stagnation zone, the wall-jet zone,
and the “far field”. The stagnation region shows the least temperature across the radial direction,
which is indicative of the presence of the highest heat transfer rate in this region. The temperature
increases monotonically from the stagnation region to the wall-jet region, and the trend continues
to the end of the measurement domain. This is indicative of a corresponding deterioration in the
heat transfer rate with increasing r/D.

Following the procedure explained in Section 5.2, the Nusselt number radial distribution
is obtained for the natural and the forced jet. The results are depicted in Figure 76 for the natural

jet and two of the forcing cases that are equivalent to ¢ = 90° and ¢ = 165° in the data reported
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in CHAPTER 3and CHAPTER 4. Two data sets for the natural jet are obtained before and after
measurements for the forced cases to ensure no drift has occurred during the experiments.
Inspecting Figure 76, it is seen that an increase in Nu is found within the stagnation zone only.
The best heat transfer enhancement is found at intermodal phase of 120° (165°-equivalent), with
¢ = 45°(90°/105°-equivalent) also exhibiting enhancement. More specifically, the heat transfer
enhancement at the stagnation point for forcing intermodal phases of 45° and 120° is 6% and 8.4%
respectively. By contrast, the heat transfer in the wall-jet zone is reduced with forcing at 120°,
while forcing at 45° does not affect Nu in the same zone. In particular, Nu in the wall-jet region
is reduced by approximately 6% at 120° intermodal phase.

Based on the results in CHAPTER 3 and CHAPTER 4, the two phases considered here
correspond to different types of jet development. ¢ = 120° (165°-equivalent) corresponds to the
scenario with consistent development of the double-paired symmetric structure, while ¢ = 45°
(90°/105°-equivalent) leads to asymmetric/disorganized vortex structure. The double-paired
symmetric structure leads to significant increase in both the vortex size and strength by the
impingement location. The heat transfer results in Figure 76 suggest that this increase leads to
enhancing the effect of the vortical structures in the vicinity of the stagnation point, leading to the
largest observed enhancement in Nu in the stagnation zone. This is hypothesized to be caused by
the increased downwash velocity of the merged vortex towards the stagnation zone. The heat
transfer enhancement on the downwash side in isolated vortex-wall interaction was clearly
demonstrated in the literature, which showed that the maximum Nu enhancement due to the
downwash occurs at about one vortex core radius away from the center [41], [42]. It is
hypothesized here that with the growth in vortex size though the double pairing process, the

influence of the strongest vortex downwash is felt closer to the stagnation point. This, together
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with the enhanced vortex strength from pairing is likely the cause of the improvement in the heat
transfer in the stagnation zone for the 165°-equivalent case. The lesser improvement seen for the
90°/105°-equivalent case is consistent with this hypothesis. Since this case also leads to improved
double pairing but only partially around the jet perimeter due to the asymmetry, the effect of the
larger vortex size and strength will be reduced.

The deterioration of the heat transfer in the wall-jet zone (or lack of it) due to the forcing
appears to also be consistent with the understanding of the jet vortex structure developed in
CHAPTER 3 and CHAPTER 4 [42], [49]. As discussed in connection with Figure 26, the vortex-
wall interaction leading to boundary layer separation and secondary vortex formation, is much
weaker for ¢ = 105° in comparison to ¢ = 165°. Thus, it is not surprising to see that the
90°/105°-equivalent case does not lead to heat transfer deterioration in the wall-jet zone, while
the 165°-equivalent case does.

The above results suggest that while the double-paired symmetric structure can be
beneficial to enhancing the heat transfer in the stagnation zone, it also produces strong boundary
layer separation and secondary vortex, reducing the heat transfer in the wall jet zone. However, by
changing the intermodal phase it is possible to weaken the vortex-wall interaction in the wall-jet
zone at the expense of reducing the heat transfer enhancement in the stagnation zone. This might
however lead to a better overall enhancement in the heat transfer. In other words, it might be
possible to find an optimum ¢ that produces the best cooling effect throughout both the stagnation

and wall-jet regions.

To shed some light on the point of optimality of the forcing condition for heat transfer
enhancement, the overall change in Nusselt number over radial domains with various sizes is

considered. To do this an average Nusselt number is computed over a given domain as follows:
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fori Nu(r)2mrdr
Nua,,g = 5

Ty

Where, 7; is the radius of the area over which Nug,,, is computed. The resulting N4
value for a given forcing condition (¢ = 105° or 165°- equivalent) is then compared to the natural

jet using

Nug,q(¢p = 105° or 165°) — Nugy,q(Natrual jet)
ANugyy =

Nug,,(Natrual jet)

For the above calculation to make sense, it should not be computed over r; values that
extend to infinity. Specifically, the attractiveness of impinging jets in cooling is owing to their
high heat transfer rate in, and in the vicinity of the stagnation zone. In the far wall-jet region, Nu
drops significantly, and hence in practice, this is compensated for by using impinging jet arrays.
If the computation of Nu,,,, is conducted over a very large domain for a single jet, then inevitably
the calculation will be biased towards the lower wall-jet values, which do not represent the
practical interest of using impinging jets for cooling. Therefore, the calculation of ANu,,,, is
conducted for r; /D values up to 2. On the other end of the r; range, it is desirable to compute the
average Nusselt number for an area that is not smaller than it is practical to place impinging jets
adjacent to each other in an array, since this will be the minimum area cooled predominantly by a
single jet. Clearly, a jet-to-jet spacing of S/D = 1 would be the absolute minimum to space jets in
an array. However, this does not account for the need to account for the thickness of the wall of
the jet body. Therefore, the minimum value of r; used here is taken to correspond to S/D = 1.4.
The results are shown in Figure 77 plotted versus S/D. It is emphasized that no actual array data
are used for this figure, and that the results ignores the obviously important effect of jet-jet

interaction, which will change Nu and is a complex problem that will depend highly on S/D.
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Inspection of Figure 77 shows that the heat transfer shows the best enhancement in the
range 1.4 > S/D > 1.6 is attained for ¢ = 165°, while in the range 1.8 > S/D > 4, ¢ = 105°
leads to the best enhancement. This analysis demonstrates the point that there is a possibility that
the best forcing condition for Nu enhancement could vary depending on the specific application

of the jet in cooling.
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CHAPTER 6. CONCLUSIONS AND RECOMMENDATIONS

This work investigates the effect of bi-modal forcing on the vortical structure of a sharp-
edged impinging jet at Re;, = 4,233. The investigation includes different forcing parameters and
nozzle-to-plate distances (H/D =2, 3, and 4). Additionally, a limited study considers the effect of

impinging jets on the heat transfer from the impingement plate.

The bi-modal forcing scheme involves excitation of the jet at two frequencies
simultaneously: the initial shear layer instability (fundamental mode, f = 1000 Hz, St, = 2.54)
and its subharmonic (subharmonic mode, f;, = f/2 = 500 Hz, St, = 1.27). Externally forcing
the two modes at the same time involves different forcing parameters: the intermodal phase
(¢ = 0° — 180°) between the modes at the fundamental and the subharmonic frequency, the

amplitude ratio of the two modes (AR = af/a;, = 0.5, 1, and 2), and the overall acoustic forcing
level (0.1% and 0.3% of U;). The natural jet and the pure-harmonically forced jet (at f and f;,,)

are also examined to compare the effect of bi-modal forcing to the natural and the pure-

harmonically forced jet.

A significant portion of the study focuses on systematically investigating the effect of the
intermodal phase on the vortical structure at H/D=2, AR=1, and 0.3% forcing amplitude. The
vortical structure is investigated by utilizing a high-speed time-resolved flow visualization, in
addition to measuring the streamwise velocity at different radial and streamwise locations using a
single hot wire. At the same nozzle-to-plate distance of H/D=2, a limited study of the heat transfer
from the plate is conducted. Additionally, flow visualization at different nozzle-to-plate distances,
amplitude ratios, and a second forcing level is utilized to compare the effect of the forcing on the

vortical structure development.
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AtH /D=2, AR=1, and 0.3% forcing amplitude, all forcing modes show accelerated vortical
structure development with different levels of acceleration depending on the forcing method. The
enhanced development is seen in the form of two complete vortex pairing events before reaching
the impingement plate. The first pairing happens for two vortices at the fundamental mode
frequency (f) yielding one vortex at the subharmonic frequency (f5,), and the second pairing
between two vortices at the subharmonic frequency producing a vortex at the second subharmonic
frequency (f2s,)- The double-pairing is rarely seen for the natural jet. Forcing at the fundamental
forcing frequency accelerates the vortical structure evolution compared to the natural jet; however,
the resulting accelerated development is not as much as possible with the other forcing cases.
Subharmonic and bi-modal forcing show the most persistent double-pairing between all the forcing
cases. The natural jet and the fundamental forcing cases show consistency of single pairing
occurrences and occasional three vortex merging. In both cases, the vortical structure shows

symmetry between the visualized top and bottom parts of the shear layer.

Bi-modal forcing shows a significant effect on the flow structure development at various
intermodal phase values over the full range (¢ = 0° — 180°). At ¢ = 165° the flow structure
exhibits a consistent symmetric double-paired structure, while at ¢ = 90° the flow shows an
inconsistent structure with asymmetric behavior; i.e. pairing on one side only. In the case of the
bi-modal forcing at ¢ = 165°, the double-paired symmetric structure produces a larger vortex and
yields the narrowest jet core width. This largest vortical structure with the narrowest core width
results in the most prominent vortex-wall interaction leading to the formation of the secondary

vortex.

Pure-harmonic forcing at the subharmonic frequency produces frequent double-paired

symmetric structure that is the most energetic of all cases. However, subharmonic forcing also
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induces some randomness and switching between the double-paired structure, the single-paired
structure, and the asymmetric structure. In comparison, while not as energetic, bi-modal forcing at
¢ = 165° leads to the most accelerated development with the most organized and repeatable

double-paired symmetric structure.

Bi-modal forcing at the proper intermodal phase is expected to develop subharmonic
resonance between the fundamental (f) and the subharmonic (f;,) mode. Surprisingly, the
streamwise development of the shear layer modal energy shows no evidence of such resonance.
Instead, the streamwise development of the modal energy shows possible resonance between the
mode at the subharmonic frequency (f;,) and the mode at the second subharmonic frequency (f;s.)
for the cases showing the most accelerated development and most consistent symmetric double-
pairing (subharmonic forcing and bi-modal forcing at ¢ = 165°). This resonance is hypothesized
to be the reason for the most vortical structure development enhancement. Additionally, the modal
phase development along the jet centerline shows a 90° intermodal phase transition for the
subharmonic forcing and the bi-modal forcing at ¢ = 165° at the resonance location. The
intermodal phase transition at the resonance location is evidence of the resonance occurrence.
Furthermore, the convection velocity of the subharmonic and the second subharmonic mode is

found to have similar values, which would permit the occurrence of resonance.

The intermodal phase transition for bi-modal forcing at ¢ = 165° shows a sharp transition,
while the subharmonic forcing shows a gradual transition. The sharp transition implies consistent
cycle-to-cycle double-pairing and organized structure, this is also seen visually in the flow
visualization videos, and the time percentage the organized structure is found to occur in these
videos. In the case of the subharmonic forcing, the transition is more gradual rather than sharp,

which indicates more jitter and randomness of the resonance location. The absence of the
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fundamental forcing frequency in the subharmonic forcing scheme leads to a lack in the initial
organized structure forced by the fundamental mode. This affects the organized occurrence of the
first pairing, which affects the second pairing by inducing occasional randomness and switching

in the vortical structure development.

The two cases exhibiting the best development of the double-paired symmetric structure
(subharmonic and bimodal ¢ = 165°) are found to have the highest velocity fluctuation level of
the second subharmonic mode (f,,,) at the jet exit. Therefore, it is hypothesized that the early
presence of velocity fluctuation at this frequency is significant to the promotion of the double-
paired symmetric structure. Given that the second subharmonic frequency is not included in the
forcing scheme, it is hypothesized that the presence of the second subharmonic mode is due to the
acoustic wave created by the occurrence of the second pairing, or feedback from the interaction of
the double-paired structure with the impingement wall in the stagnation region and/or the wall jet

region.

The limited heat transfer experiments reported in this work show that bi-modal forcing can
lead to enhancement of the heat transfer in the stagnation zone. However, it can also cause some
deterioration in the wall-jet zone. The actual behavior is dependent on the intermodal phase.
Understanding of the effect of bi-modal forcing on the vortex structure suggests that the heat
transfer improvement is caused by a stronger vortex downwash of the double-paired structure in
the stagnation region. In contrast, the heat transfer drop in the wall-jet zone is reasoned to be due
to the stronger vortex-wall interaction of the double-paired symmetric structure, which leads to
more energetic separation of the boundary layer and the formation of the secondary vortex. The
asymmetric vortical structure for the bi-modal forcing at ¢ = 90° is not expected to create as

strong of a downwash as the symmetric structure. Hence, it is expected to lead to less heat transfer
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improvement in the stagnation zone. On the other hand, the heat transfer in the wall jet zone is not
reduced due to the presence of the weaker asymmetric vortical structure, which results in a weaker
separation of the boundary layer. An optimum intermodal phase that leads to the best enhancement
in both the stagnation and wall-jet zones might exist. It is important to note that the heat transfer
measurements were challenging, and a focused future study is required to confirm the present

findings and to examine the heat transfer aspects of the impinging jet in details.

At H/D=2, AR=1, and 0.1% forcing amplitude, all forced modes show some organization;
however, the amount of organization is found to be significantly less than that at the forcing
amplitude of 0.3%. This indicates that the forcing amplitude must be high enough to have a
substantial effect on the jet. Future studies are needed to investigate the sensitivity of the vortical

structure to the forcing amplitude.

The different amplitude ratios (AR = 0.5,1,2) at H/D=2 and 0.3% forcing level cause
different developmental behavior. All amplitude ratios show relatively similar qualitative behavior
with consistent organized double-paired symmetric structure found in most of the ¢ range, and
disorganized asymmetric structure in the remainder of the range. While the ¢ intervals for
organization and disorganization of the structure for different AR values roughly overlap, at
AR=0.5 the disorganized structure is dominant over a narrower intermodal phase band compared
to the other two higher amplitude ratios. At the latter ratios of AR=1 and 2, the disorganized

structure occurs over a similar ¢ range.

When it comes to the effect of nozzle-to-plate distances (H /D), no significant influence is
found on bi-modal forcing among = 2,3, 4 cases. The most significant effect of H/D is on the jet

response to subharmonic forcing. Increasing H /D is found to result in more consistent and frequent
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development of the double-paired symmetric structure. This leads to the hypothesis that the
intermittent less organized behavior of the vortices at H/D = 2 under subharmonic forcing is
related to interaction of the vortices with the plate coupled with sufficient proximity of the plate

to the jet exit (i.e. strong feedback effects).
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APPENDIX

Centerline mean velocity profile for non-impinging jet

The free jet (non-impinging jet) streamwise mean velocity profile measured at the jet

centerline for different Rep, shows flow acceleration due to the presence of vena-contracta.
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Figure 78 Centerline mean velocity profile for non-impinging jet at different Reynold’s number
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