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ABSTRACT 

Redox flow batteries (RFBs) are an energy storage technology that can provide convenient, 

versatile energy distribution. They can fulfill growing energy consumption needs while reducing 

harmful emissions by enabling the use of intermittent renewable energy generation. RFBs can 

deliver grid-scale energy capacities and feature the unique ability to scale power and capacity 

independently. These systems store electrical energy as chemical energy in the form of two 

charged redox-active species in solution. The electrochemical and physicochemical properties of 

individual redox-active species influence all RFB system performance metrics (e.g., energy 

densities, power densities, lifespan) and dictate system costs. Although RFBs have entered the 

commercial market as vanadium RFBs, their affordability remains a major limitation.  

The pursuit of cost-effective redox-active species with competitive performance characteristics 

remains a tedious process of individual synthesis, measurement, and evaluation. To expand the 

material design space, we explored organic species paired with non-aqueous solvents. Careful 

selection and analysis of redox-active electrolyte libraries can help discern meaningful correlations 

that will help advance the molecular design of optimal compounds for use in these systems. It 

should be acknowledged that high-performance redox-active species do not guarantee economic 

or environmental feasibility, as we show using a hypothetical nitrate-recovery and ammonia-

generation system.  Using pyridinium salts as model anolytes, we have identified an insightful 

solubility correlation to dispersion forces (i.e., C-H···π interactions). Furthermore, we discuss that 

pyridinium solutions demonstrate properties uncommon among other redox-active electrolytes, 

including low viscosities and high conductivities. Future work in pyridinium development should 

include exploring physicochemical and electrochemical structure-property relationships to 

improve molecular design strategies and assess tangential effects of their scaled application.  
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1 Chapter 1. Introduction 

1.1 Energy, Environmental, and Economic Targets Drive Energy Storage  

Society faces the challenge of meeting growing consumer demands and reducing concurrent 

emissions while being limited to technologies that guarantee economic feasibility. Finding optimal 

outcomes at the intersection of these challenges is desirable for both energy producing and 

consuming industries. Energy storage technologies that would promote this energy transition 

currently encounter performance and price limitations that hinder their widespread adoption.1–3  

Emerging energy storage technologies must be scalable to meet the projected increasing energy 

demands, pair with renewable energy technologies that reduce the production of greenhouse gas 

emissions, and redistribute stored energy at competitive prices, as shown in Figure 1.1.  The goal 

of decoupling emissions from economic growth has initiated a transition to clean energy and will 

require fundamental innovations that are economically competitive to sustain the growing 

demands in energy.4,5 

Figure 1.1. Venn diagram of factors that drive energy storage research. Energy storage 

technologies must be designed to scale to meet the projected increasing energy demands, 

effectively interface with renewable sources, and redistribute stored energy at competitive 

prices.6,7 
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Energy consumption is projected to increase by nearly 50% between 2018 and 2050, and of 

this increase, renewable energy is projected to grow from a share of 15% to 28% of primary energy 

consumption worldwide.8 The expected growth in renewables is enabled by technological 

advancements in solar production9 and wind turbine design.10 Paired with advancements in 

technology for energy conversion to electricity are new challenges in interim energy storage. 

Energy storage is necessary due to the intermittent and uncontrollable nature of renewable sources. 

Services provided by the electrical grid must continue to be extremely responsive and be prepared 

to supply anticipated consumer demand. Energy storage technologies provide the necessary buffer 

between renewable supply and variable demand. Increased control of energy distribution must 

match grid-scale application needs from fast-discharge and high-power settings (e.g., critical 

power systems, transportation, and power grids) to extended-discharge and high-energy scenarios 

(e.g., energy management, back-up power, and load leveling).11,12 

Established energy storage technologies meet diverse needs by providing variable energy 

capacity and power densities, however the emerging energy storage systems necessary to meet 

growing energy demands remain expensive. For grid-scale applications, high energy capacity and 

minimized costs are favored. Pumped hydroelectric energy storage contributes >99% of the global 

large-scale energy storage. Both pumped hydro and compressed air energy storage require the use 

of vast reservoirs (i.e., rivers, lakes, underground caverns).13 Although these established 

technologies demonstrate high performance and low cost, their ability to meet growing energy 

needs is hindered by the need for specific geographical factors, and therefore make these options 

unavailable in many locations. To improve accessibility and overcome these geographical 

limitations, numerous alternative energy storage technologies are of interest including mechanical 

(e.g., flywheels), electrical (e.g., capacitors), chemical (e.g., fuels) or electrochemical (e.g., 
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batteries).1–3 In addition to meeting grid-scale timescale and capacity performance targets for 

energy storage, economic feasibility must be demonstrated.  

Emerging energy storage technologies are complex and will be entering an ever-changing 

energy infrastructure. It can be challenging to accurately anticipate their economic potential and 

feasibility in the market. Technoeconomic analyses (TEAs) provide useful estimations from which 

the decisions to support, reject, or modify future energy storage research can be made. A detailed 

assessment of economic projections based on the current and anticipated state of the technology 

can be conducted with a realistic acknowledgment of uncertainty. These intermediate evaluations 

can provide a sense of the most optimal directions to commit resources for further development as 

well as describe adjacent challenges that may support or limit the future success of a new 

technology. An economic parameter that offers a basis of comparison is the levelized cost of 

energy (LCOE), which is the cost of a system during its lifetime over the total electrical energy 

generated over its lifetime ($ kWh-1).14 The U.S. Department of Energy defines target values of $100-

$150 per kWh in technoeconomic analyses that must be demonstrated before an energy storage 

technology is considered cost-competitive.15 Additionally, in an increasingly environmentally 

conscious world, the role of life-cycle assessments (LCAs) has grown and proven to be a useful 

intermediary tool to direct research goals.  

Life-cycle assessments can support and expand the understanding of developing technologies 

and the consequences of their overall impacts on the environment (e.g., global warming potential, 

eutrophication potential), sustainability (e.g., land availability, water shortage potential), and 

human health (i.e., toxicity or LC50). LCAs follow a standard method of evaluating processes and 

technologies.16 These assessments of major stages over the course of a product’s lifespan can 

reveal subtle challenges or complications that may otherwise be overlooked during preliminary 
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conceptualization and proposal phases. Importantly, results generated by these additional 

evaluation methods (i.e., TEA and LCA) that consider broader financial and ethical measures 

emphasize critical areas to consider prior to commercialization but demonstrating the functional 

performance requirements of the technology must be prioritized. 

Electrochemical styles of energy storage (i.e. batteries) can be designed for various power and 

capacity needs, but not all styles are sufficient for target grid-scale capacities (i.e. kWh to MWh) 

and time-scales (i.e. hours to days).17,18 Lithium-ion technologies for example, are an excellent 

match for small mobile applications (e.g., phone or vehicle batteries) but are not designed to serve 

the large capacities necessitated by grid-scale applications. Redox flow batteries (RFBs) have been 

introduced as an electrochemical energy storage technology that can meet grid-scale energy needs. 

Additionally, RFBs feature the unique capability of scaling power and capacity independently, 

enabling flexibility in desired applications. Various efforts have been made to accelerate the design 

of more affordable RFBs including identifying predictive cost parameters (e.g., concentration, 

molecular weight, cell voltage),1,19 TEAs showing synergistic effects with renewable energy 

technologies,20 and studies determining optimal sizing and operating parameters that extend 

system lifespans.21 The advancement of RFB technologies will require the combined efforts of 

fundamental research to improve practical operation, TEAs to clarify parameters that enable RFBs 

affordability within the grid-scale energy storage market, and LCAs to ensure that all phases of 

RFBs production and implementation are designed with a sustainable outlook.  

1.2 RFB Function and Key Performance Parameters 

Redox flow batteries are uniquely designed for grid-scale (kWh to MWh capacity) energy 

storage applications.17,18 As shown in Figure 1.2, RFBs consist of three components: an 

electrochemical conversion cell, liquid electrolyte storage tanks, and the ion-selective membrane. 
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RFBs store electrical energy as chemical energy in redox-active electrolytes (anolyte or catholyte).  

Figure 1.2. Standard scheme of RFB. Consists of an electrochemical conversion cell (center 

block), electrolyte storage tanks (catholyte, A, and anolyte, B), and ion-exchange membrane 

(center). 

At the electrode surface, the catholyte (dissolved in solution, “A” in Figure 1.2) undergoes an 

non-spontaneous (i.e., electrolytic) oxidation during charging and a subsequent spontaneous (i.e., 

galvanostatic) reduction to produce the original uncharged species. A parallel reduction, and then 

oxidation occurs for the anolyte (“B” in Figure 1.2) in the opposite half of the electrochemical 

conversion cell, similarly electrolytic during charging and galvanostatic during discharging. The 

total cell voltage (Ecell, V) of the system describes the cell potential during charging, given by (Eq. 

1.1), is dependent on the oxidation potential of the catholyte (Eox, V) and the reduction potential of 

the catholyte (Ered, V). Charge neutrality of the system is preserved by free movement of an inert 

supporting electrolyte through an ion selective membrane that separates the anodic and cathodic 

halves of the electrochemical cell. The primary advantage of RFBs is their ability to decouple 

system power and energy capacity, unlike their solid-state battery counterparts, for which energy 

storage capacity is directly related to the amount of electrode material.22 This arrangement is 

advantageous as it allows the scaling and design of multiple system components (i.e., tank 
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volumes, electrode surface areas, multiple electrochemical conversion cell stacks) such that it may 

meet a wide array of performance criteria (i.e., fast-discharge and high-power settings, extended-

discharge and high-energy scenarios).11,12 

𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑜𝑥 − 𝐸𝑟𝑒𝑑 (Eq. 1.1) 

The common performance characteristics used to evaluate and compare RFBs are energy density 

(ED),18 power density (PD),18 and capacity fade (CF).23  Each of these is highly dependent on the 

electrochemical nature of the redox-active species, and these parameters are described quantitatively 

by the following equations: 

𝐸𝐷 =  𝑛 ∙ 𝐶𝑟𝑒𝑑𝑜𝑥 ∙ 𝐹 ∙ 𝐸𝑐𝑒𝑙𝑙    =
𝑛 ∙ 𝑁𝑟𝑒𝑑𝑜𝑥 ∙ 𝐹 ∙ 𝐸𝑐𝑒𝑙𝑙

𝑉
 

(Eq. 1.2) 

𝑃𝐷 =  
𝑖 ∙ 𝐸𝑐𝑒𝑙𝑙

𝐴
 

(Eq. 1.3) 

 

𝐶𝐹 =  
∆𝑄%

∆𝑡
=  

∆(𝑛 ∙ 𝑁𝑟𝑒𝑑𝑜𝑥 ∙ 𝐹 ∙ 𝐸𝑐𝑒𝑙𝑙)

∆𝑡
 

(Eq. 1.4) 

where the system energy density (ED, Wh L-1) is dependent on the number of electrons transferred 

(n), concentration or moles of redox-active species (Credox, mol m-3 or Nredox, mol), Faraday’s 

constant (96,485 C mol-1), total cell voltage (Ecell, V), and system volume (V, L); the system power 

density (PD, W m-2) is dependent on discharge current (i, A), total cell voltage (Ecell, V), and the 

surface area of the electrode (A, m2); and the capacity fade is a measure of percent capacity (Q, 

%) loss over time (t, day). Here the capacity (Q, Wh) is related to the number of electrons 

transferred (n), redox-active species concentration (Credox, mol m-3), Faraday’s constant (96,485 C 

mol-1), and cell voltage (Ecell, V). These three variables (i.e., ED, PD, and CF) are interrelated, as 

they are all dependent on reactions within the electrolyte solutions employed. Additionally, they are 

subject to secondary properties or behaviors resulting from the selected redox active species, solvents, 

and supporting electrolytes that influence variables directly impacting each performance characteristic. 
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For example, the selection of a solvent that the redox active species demonstrates high solubility in, 

that also forms degradation products with the charged species and results in high solution viscosities; 

would be advantageous for ED, but deleterious for CF and PD. Elevated redox species concentrations 

would directly increase ED, but the rapid formation of degradation products would lead to high CF 

rates and high viscosities could limit operating currents and lower PD. Overall, careful material 

selection and compatibility evaluations are necessary to generate the full array of desirable RFB 

performance targets including high energy densities, high power densities, and extremely low rates of 

capacity fade. 

1.2.1 RFB Categorization, Advantages, and Limitations 

Vanadium redox flow batteries (VRFBs) are the primary commercialized standard for RFBs. Since 

RFBs conceptualization in the 1970s and commercialization of the popularized all vanadium 

system (discovered in 1984), RFBs have been marketed for large scale application but have yet to 

be adopted as a mainstream energy management system.24,25 VRFBs have energy densities of 10 

to 30 Wh L-1, power ratings of 30 kW to 3 MW, lifespans of 5 to 10 years, and LCOEs of $150 to 

$1000 per kWh.13,26 The main advantage of VRFBs is the symmetry of the system, operating with 

the same redox species in both halves of the electrochemical cell in different charge states. This is 

possible because vanadium in these systems can reversibly access four different charge states (i.e., 

V2+, V3+, V4+ and V5+). When redox active materials in an asymmetrical system pass through the 

membrane the loss of charged molecules to the opposite half of the cell result in energy 

inefficiencies and introduces the risk of irreversible reactions to form degradation products. 

Fortunately, the symmetry of the VRFBs means that redox species crossover only results in loss 

of efficiency but does not introduce the risk of degradation product formation.27,28 Current research 

is focused on improving variables that influence VRFB cost, which is its primary limitation. Any 

emerging RFB technology must outcompete the standards set by VRFBs in performance and cost. 
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Figure 1.3. State-of the art vanadium RFBs.  Cover depicting commercial RFB system and 

design excerpt adapted from Sumitomo Electric Brochure.29 

The four broad classes of RFBs are defined by the solvent and redox-species. These choices 

result in tradeoffs in cost and performance as summarized in Table 1.1. The first choice is between 

aqueous and non-aqueous solvents and the second is between metal-based and organic redox 

species.17,30–32 For cost, an aqueous solvent system is cheaper due to the wide availability of water. 

However, the desire to increase cell potential (i.e., Ecell) has led to the use of non-aqueous solvents. 

The total aqueous electrochemical window is limited to around 1.5 to 2 V, while utilizing other 

solvents such as acetonitrile or propylene carbonate allows voltage ranges exceeding 4 to 5 V.33 

Selecting non-aqueous solvents introduces a tradeoff impacting theoretical power density, because 

the current density (i/A, A m-2) achievable in aqueous systems is >100 mA cm-2 which exceeds 

current densities <0.5 mA cm-2 common in non-aqueous solvents.34 There is an additional tradeoff 

between solvent options, with conductivity, aqueous-based electrolytes offer higher conductivities 

(e.g., 60 to 740 mS cm-1) often a magnitude higher than commonly achieved in non-aqueous 

electrolyte solutions (e.g., 2 to 35 mS cm-1).35,36  
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Table 1.1. Four main RFB design classes and pros and cons. RFB electrolyte solutions can 

consist of (first row) metal-based redox species paired with aqueous solvent, (second row) organic 

redox species paired with aqueous solvent, (third row) metal-based redox species paired with non-

aqueous solvent, and (forth row) organic redox species paired with non-aqueous solvent. These 

pairings can have advantageous properties (green), disadvantageous properties (red), or unknown 

properties (yellow) with respect to cost and performance targets.   

 

Considering anolyte and catholyte material, the options are broadly split between metal based 

and organic, where predictions of cost are less reliable. However, it is known that costs will be 

high for materials involving precious metals or complex and unscalable synthetic methods for 

organic species. Regardless of the individual species, redox characteristics of the materials will be 

restricted to the solvent in which they operate; electrolytes operating in aqueous solvents will have 

both a limited electrochemical stability window and elevated solution conductivity, and those in 

non-aqueous solvents could have wider stability windows but may require higher concentrations 

of inert supporting electrolytes to achieve equivalent conductivities. A general comparison of 

aqueous and nonaqueous redox-active organic molecules (ROMs) and their respective advantages 

in RFB systems is detailed in Figure 1.4. Non-aqueous organic electrolytes systems remain a 

promising RFB class for development, as they offer wider voltage windows afforded by non-

aqueous solvents and versatility made available by the tunable nature of organic molecules.18  
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Figure 1.4. Summary of ROM properties based on their solvent systems. Comparison of 

aqueous and non-aqueous ROMs (or electroactive molecules). Adapted from Zhong et al. 2020. 37 

1.2.2 Ideal ROM Properties for NRFBs 

Within ROM development for nonaqueous redox flow batteries (NRFBs) the most significant 

properties that must be improved to generate a high-performing and cost competitive energy 

storage solution are stability, solubility, multielectron transfer, redox potentials, and costs.38,39 Low 

reduction potentials (for anolytes) or high oxidation potentials (for catholytes) are desirable as they 

improve maximum cell voltage and subsequently increase theoretical energy density. ROMs that 

are electrochemically stable enough to donate or accept more than one electron, or undergo multi-

electron transfer, can greatly increase energy densities with each additional electron transferred. 

Importantly, a ROM material that is abundant and cheaply produced will contribute to the overall 

affordability of the electrolyte solutions. ROMs that can produce desirable solution properties (i.e. 

low viscosity, high conductivity) without the addition of supplemental solution components (i.e., 

supporting electrolyte, secondary solvents) could be advantageous, by reducing cost and solution 

complexity.  
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The most desirable ROM property is electrochemical stability, such that if achieved, high 

stability can justify less ideal secondary properties is electrochemical stability. Two forms of 

electrochemical stability are important for NRFBs (1) shelf stability and (2) charge-discharge 

stability, these provide information on the routes of degradation occurring in the flow system 

storage tanks and electrochemical conversion cell stacks, respectively. Quantitative assessment of 

these stabilities is reflected in the operating efficiencies (e.g., Coulombic, voltage, energy 

efficiencies) and capacity fade of the system. Shelf stability provides a reflection of the materials 

resistance to decomposition stored as a concentrated solution with the ROM in its charged states. 

This reflects losses and inefficiencies that may arise from the solution in the external storage tanks 

of the system. Charge-discharge stability would reflect ROM decomposition primarily occurring 

as a result of the charging and discharging of the solution including interactions at the electrodes, 

with the solvent, and crossover through the membrane. Decomposition of the ROM species 

(anolytes or catholytes) can be expensive, resulting in a loss of functional capacity and requiring 

the replacement of ROM material or other system components. Not only does ROM stability 

present an economic advantage, avoiding the regular replacement of system components and waste 

disposal would be environmentally beneficial as well. 

1.3 Status and Challenges of RFB Development 

Current research directions for the advancement of RFBs focus on optimizing performance of 

operational parameters, membrane design, and redox-active species. Improvements in various 

operation parameters can be guided by technoeconomic analysis1,23 and assessment of system 

scales.21  RFB membrane advancements focus on optimizing between permeability, conductivity, 

chemical stability, and cost.40 Strategies to both understand and control organic electrolyte material 

solubility, redox potential, reversibility, stability, reaction kinetics, and cost are significant 
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research areas.35,41,42 Though all areas of development for RFBs are critical to enable broader 

adoption of this technology, the energy density, power density, and capacity fade are all 

fundamentally tied to physicochemical and electrochemical properties of the redox-active species. 

As shown in (Eq. 1.2, RFB energy density is dependent on number of electrons transferred, cell 

voltage, and redox-active species concentration. Targeting high, tunable solubility or multielectron 

transfer as methods to maximize energy density remains a prominent challenge that is often 

approached by molecular design through specific functionalization.43,44 Optimization of energy 

density will allow grid-scale RFBs to be affordable while reducing necessary storage volumes and 

land footprint of the system.  

1.3.1 Status and Challenges of ROM Physicochemical Properties in NRFBs 

RFB systems are designed to serve grid scale energy needs. Due to the large scales required, 

the resulting physicochemical properties of the liquid electrolyte become increasingly 

consequential to the overall installation and operating costs. The liquid electrolyte solutions consist 

of ROMs and an inert supporting electrolyte, both of which are dissolved in the desired solvent. 

The final solution properties are the cumulative product of various intermolecular interactions 

among the solute and solvent molecules. 

Because system energy densities are dependent on the concentration of each ROM, a popular 

strategy involves manipulation of molecular structure to increase maximum solubility of the ROM 

in the solution.45 Ideal solubilities for ROMs in NRFBs must achieve ranges of 4 to 5 M to be cost 

effective.46 Maximum solubility of the electroactive species is understood to be a result of solvent 

properties (e.g., viscosity, polarity, dielectric constant)47 in addition to the molecular structure of 

the electroactive species.37 Common strategies employed to promote solubility of organic 

electroactive molecules include addition of alkyl, carbonyl, and ester substituents.37 Although 
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these strategies exist, it remains necessary to experimentally synthesize and evaluate solubilities; 

these methods do not reliably or predictably affect ROM solubility, and may influence other 

solution properties negatively. For example, the introduction of polyether chains, may improve the 

solubility of a ROM but has been shown to lead to high solution viscosities.48–50  

Solution viscosity is an important system property that shares a complex and interrelated 

relationship with maximum ROM solubility. Unfortunately, highly soluble ROMs commonly 

produce solutions with high dynamic viscosity (> 10 cP) and low conductivity (< 5 mS cm-1) at 

operating concentrations (> 0.5 M).51,52 Highly viscous electrolyte solutions in RFBs can 

negatively affect system flow rates (i.e., increase pressure drop, reduce mass transport, and limit 

charge/discharge rates), and poorly conductive solutions can lead to high overpotentials and lower 

storage efficiencies.53,54 Zhang and coworkers recently highlighted that electrolyte concentrations 

within NRFBs must redesign targets with respect to concentration-dependent conductivity and 

viscosity.55 This reframing can help draw focus on additional, though secondary, properties that 

have significant effects on the operation of RFBs. In addition to solubility, electrochemical 

characteristics of individual ROMs are critical variables that influence energy density. 

1.3.2 Status and Challenges of ROM Electrochemical Properties in NRFBs  

Cell voltage (Ecell) is a critical variable that influences energy density, power density and 

capacity fade; multiple approaches are used to expand the voltage window including varying the 

redox-active species and the system solvent. As stated, our focus on non-aqueous solvents is 

motivated by the extended voltage windows available in certain non-aqueous solvents (e.g., 

acetonitrile range: -3.5 V to 2 V vs. SCE reference).33 The wider windows of the solvent enable 

cell voltage optimization by designing a catholyte with a redox couple at a high (i.e., more positive 

oxidation) voltage and pairing it with an anolyte that has a redox couple at a low (i.e., more 
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negative reduction) voltage. Importantly, both redox events must occur within the stable window 

of the solvent, prior to the applied voltage leading to solvent decomposition.  

Both redox events must be reversible and electrochemically stable in the system solvent, and 

they must be able to undergo charging and discharging electron transfer without reacting or 

decomposing. Tuning the redox potential of organic electrolytes often requires installing electron 

withdrawing or electron donating groups as the electronic nature of substituents can affect 

reduction potential of the overall molecule.38,56,57 Assessment of redox potential and other 

electrochemical parameters (e.g., reversibility, diffusion coefficient, kinetic rate constant) provide 

critical preliminary information on the potential applicability of the material, however these 

parameters do not reflect material stability over longer time scales (i.e., over hours or days). In 

contrast, capacity fade describes longer time-scale stability and is the result of electrochemical 

decomposition, cross-over through the membrane, and system component compatibility.43,58 

1.3.3 Status and Challenges of ROM Electrochemical Stability in NRFBs 

RFBs involve complex interactions among charged and uncharged ROMs and other solution 

constituents, and any degradation reactions will increase capacity fade and shorten total system 

lifespans. Ensuring that the ROMs selected are non-reactive in the charged state and uncharged 

state, with itself and other electrolyte solution components (i.e., solvent molecules, supporting 

electrolytes), is critical for stable charging and discharging of RFBs. Modifying the 

electrochemical stability of a redox active molecule can be achieved by adding substituents at 

specific positions that have a tendency to become reactive and lead to irreversible conversions to 

decomposition products.  These decomposition byproducts are often electrochemically inactive or 

have a lower reduction potential23, and would result in loss of capacity over time as redox active 

molecules are continually consumed by degradation reactions.58 Further, inadequate membrane 
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selectivity can add routes of decomposition by allowing anolytes and catholytes to leave their 

respective halves of the electrochemical cell and irreversibly react.23,59 Material crossover can also 

foster unfavorable, decomposition reactions, further contaminating individual halves of the cell.59  

Capacity fade (CF) reflects the electrochemical stability of the redox species; unstable ROMs 

will react to form inactive material by electrochemical decomposition. Decomposition products as 

well as loss of material by transport through the membrane both reduce the functional energy 

density and operational efficiencies of the systems.58,60 It has also been demonstrated that careful 

operation of the system and selection of compatible materials (e.g., membrane, pumps, storage 

vessels, etc.) can mitigate this result and extend the system lifespan. The electrolyte lifespan is 

represented by the capacity fade (percent capacity loss per day) - or rate of loss of functional 

capacity.58 Multiple factors such as temperature, concentration, state of charge (SOC, or percent 

of capacity accessed), and current rates can all affect capacity fade.21,61 The electrochemical 

instability of the redox-active species and crossover are the major mechanisms resulting in capacity 

losses.23 The capacity fade regimes are defined as “high” (>1%/day), “moderate” (0.1-1%/day), 

“low” (0.02-0.1%/day), and “extremely low” (<0.02%/day).58 Extrapolated to a year, the “high” 

rates yield total capacity losses of 36.5% while “extremely low” rates would result in 7.3% total 

capacity loss. Given that target lifetimes for these systems are >20 years26, systems experiencing 

high rates of capacity fade face significant limitations.  

The capacity fade directly affects RFB lifespans, in an effort to extend operational life, groups 

have investigated the mechanisms underlying capacity fade.58 Kwabi et al. reviewed aqueous 

electrolytes and commonly associated decomposition mechanisms as well as detailed capacity fade 

evaluation, to provide strategies for capacity fade mitigation in future system designs. The 

specified common decomposition routes that specific electroactive species are subject to include: 
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(i) nucleophilic addition/substitution, (ii) disproportionation, (iii), dimerization or polymerization, 

and (iv) tautomerization.58 They argue that a comprehensive understanding of the decomposition 

mechanisms each electrolyte is most inclined to undergo can inform the design of electrolyte 

structures with advanced electrochemical stability.  

Another popular strategy to extend RFB lifespans beyond the chemistry of the system 

investigates the physical operation of the system. Variables such as temperature, depth of cycling 

(i.e., SOC), and cycling currents can all contribute to accelerating capacity fade.21 Limited 

lifespans reduce the cost effectiveness of electrochemical energy storage systems; regular 

replacement of the battery in solar or wind power generation plants is a major cost that must be 

minimized.21 Proper system scaling based on energy and power needs and maintain operation 

within defined limits (e.g., SOC, charging or discharging currents) can be used to mitigate 

avoidable capacity fade.21 Goulet et al. identified a specific example demonstrating the 

significance of SOC on capacity fade rates. When cycling model anolyte and catholyte (2,6-

dihydroxyanthraquinone vs. potassium ferrocyanide) and maintaining a current density of 100 mA 

cm-2 (i.e., galvanostatic cycling) the capacity fade rates were shown to increase with increasing 

SOC. When utilizing 88% SOC, with a potential cutoff at 1.25 V, the capacity fade was 0.14% per 

day; conversely, during the case utilizing 99.9% capacity, with a potential cutoff at 1.6 V, the 

capacity fade was 5.6% per day. Additionally, they verified that similar losses occurred when the 

system was cycled at a constant potential (i.e., potentiostatic cycling).62 

Other strategies employed to reduce capacity fade have focused on losses associated with 

crossover of redox active species through the membrane. This problem can be approached from 

both membrane advancements and electrolyte design. Membranes have been a challenging 

component of RFBs because they must carefully balance selectivity, conductivity, and stability all 
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while being chemically and mechanically stable within the greater system.59 Electrolyte design to 

mitigate crossover primarily involves the synthesis of larger, polymerized versions of existing 

electrolytes. The combination of these concepts leads to the redox-active oligomers being paired 

with membrane polymers of intrinsic microporosity (pore size <1nm) using size exclusion to 

reduce crossover.59 These research routes to slow capacity fade can inform improved RFB system 

design for extended lifespans through improved understanding of electrolyte decomposition, 

operational limits, and crossover mitigation. 

1.4 Technoeconomic Analysis and Life Cycle Assessment  

As economic feasibility and environmental responsibility are two focuses of emerging 

technologies, technoeconomic analyses (TEAs) and life-cycle assessments (LCAs) can help 

evaluate their current metrics and highlight areas for improvement, as depicted in Figure 1.5. 

Technoeconomic analyses are a method of evaluating industrial processes or technologies by 

comparing various economic parameters based on technical data, assumptions, and predictions. 

These may include variables such as fixed capital investment, net present value, operating cost, 

etc.63 LCAs involve a standardized procedure for calculating and comparing the environmental 

impact of various life cycle stages of an industrial process or technology. Frequently of interest 

concerning emerging technology development, is the impact on variables effecting global 

warming, hazardous waste production, and effects on human health and safety.16,63 Results 

generated by these evaluation methods that consider broader financial and environmental 

perspectives direct research goals that improve feasibilities for widespread adoption.  
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Figure 1.5. Example of LCA and TEA inputs and outputs. These analysis tools can provide 

useful insights by estimating comprehensive effects of economic and environmental variables. 

Adapted from Faber et al. 2021.63 

1.4.1 Technoeconomic Analyses and Life Cycle Assessments for RFBs 

As technoeconomic feasibility is the primary challenge preventing the broader use of RFBs, 

more detailed analyses of system variables that dictate these costs can inform forward research 

progress. Schmidt et al. highlight both the utility and uncertainty of experience-curves (i.e., price 

projections per cumulative installed capacity) as a tool in estimating and understanding cost 

projections for various forms of energy storage.64 State-of-the-art RFB systems ranged from $500 

to $1500 per kWh over the last ten years, with projections estimating costs of $300 per kWh by 

2040; this projection currently exceeds the U.S. Department of Energy defined target values from 

$100 to $150 per kWh as a competitive energy storage cost range.7,64 As there are myriad variables 

with their respective influences on system performance, as well as cost, detailed technoeconomic 

analyses can clarify preventative challenges and the optimal areas for improvement. In a recent 

summary, Darling acknowledges that projections for ROM containing systems are particularly 

speculative as synthesis and scaled production of these electrolytes could vary widely in terms of 

costs.65 This nuanced and circumstantial form of analysis can reveal markets and opportunities 
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where specific technologies can be economical and verify scenarios where they would fail to 

compete. Currently established Li-ion systems demonstrate a great advantage in mobile energy 

storage applications, and Darling’s work highlights the circumstances where RFB styles have the 

highest potential of being cost competitive (i.e., scenarios with >8 hr discharge time).65 These 

evaluations also confirm the significance of properties of focus (e.g., energy density, power 

density, capacity fade) and bring attention to additional parameters that may influence system 

affordability (e.g., required solubility vs. active material cost).46,65–67 A study of particular interest 

carried out by Kosswattaarachchi et al. shows that highly viscous flow battery electrolyte solutions 

can hinder flow rates and reduce solution conductivities, and thereby negatively impact operating 

costs.53,54 When developing a new technology to address environmental challenges, it is equally 

critical to prevent the introduction of new sources of environmental concern. 

LCAs that encompass various energy storage technologies provide an environmental vantage 

point for the cost and benefits of specific technologies, beyond the economic outlook. LCAs 

investigating RFBs have been completed to provide information on life cycle stages, operational 

configurations, and technological comparison points.68 For RFBs, the World Energy Council 

recognizes that chemical stability of the electrolyte, membrane, and electrodes incur the greatest 

costs over the lifespan of these batteries.69 These components are critical to system function and 

identifying inexpensive alternatives is not trivial. From a performance perspective, extended 

electrolyte lifespans would reduce capacity fade rates23 and improve system efficiencies60 

associated with decomposition. When evaluating environmental impacts, an extended lifespan of 

RFB systems is desirable. Commercial RFBs require large volumes and the liquid electrolytes and 

solvents can be hazardous or toxic.70 RFB redox chemistries in development involve a range of 

metal-based and organic materials,30 and recycling practices could reduce extraction necessary for 
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metal-based species and reduce manufacturing costs of organic species.71 In a broad appraisal of 

LCAs that investigated RFBs (predominantly VRFBs), expected lifetimes, cycle lives, and 

efficiencies were major variables of consideration.66 The benefits of this study are two-fold, (1) 

they summarize commonalities in LCA findings and (2) highlight dangers and discrepancies that 

may arise from misplaced assumptions in estimations for systems that lack real-world operational 

data for LCAs.66 In summary, results from LCAs paired with TEAs can provide a comprehensive 

approach to RFB research and directing new redox active molecule design. 

1.4.2 Evaluations of Systems Employing Electroactive Molecules 

From a broader scope, electrochemical technologies designed using renewable forms of 

electricity, such as electroactive molecules, are of increasing interest across numerous fields.63 The 

concept of isolating nitrate from agricultural wastewater and generating ammonia is a recurring 

idea projected in the field of nitrate reduction catalysis.72 This goal is motivated by the need to 

prevent nitrates from agricultural wastewater producing harmful human health outcomes and 

resulting in eutrophication in local aquatic environments. In the past, the necessary electrodialysis 

and electrocatalysis systems required high energy consumption. Fortunately, the latest 

developments in both redox-active species and conversion catalysts have reinvigorated interests in 

pursuing these systems while anticipating reduced energy requirements.73–75 Several emerging 

electrochemical technologies have been developed independently to enable efficient recovery and 

recycling of nitrate waste; however, it remains unclear whether the implementation of such 

combined technologies can be economically viable. The energy efficient technologies incorporated 

include: electrodialysis for nitrate separation, electrocatalysis for ambient ammonia production, 

and agrophotovoltaics as a clean energy source.73–75 TEAs and LCAs of technologies at this stage 

can project the magnitude of economic and environmental benefits of pursuing these innovations. 
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1.5 Overview of Included Works 

This thesis discusses applications of electroactive molecules that have been experimentally and 

hypothetically evaluated. Primarily, a fundamental understanding of pyridinium behavior in 

solution is consequential to RFB development. Additionally, expanding the understanding of 

applications of electroactive materials informs future advances in sustainable technologies. A 

summary of the works detailed in this dissertation is illustrated in Figure 1.6. 

 

Figure 1.6. Overview of included works. (A) C–H···π interactions disrupt electrostatic 

interactions between non-aqueous electrolytes to increase solubility, (B) Low viscosity, high 

concentration pyridinium anolytes for organic non-aqueous redox flow batteries,  
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Figure 1.6. (cont’d) 

(C) Electrochemical ammonia production from nitrates in agricultural tile drainage: 

Technoeconomic and global warming analysis. 

Chapter 2, titled “C–H···π interactions disrupt electrostatic interactions between non-

aqueous electrolytes to increase solubility,” will introduce pyridiniums as a promising anolyte and 

detail the identification of a unique correlation between maximum ROM solubility and the extent 

of specific intermolecular interactions. We discuss the notable effect of dispersion interactions 

(between cationic molecules) on increasing solubility by competing with the stronger electrostatic 

interactions (between the cations and anions), as depicted in Figure 1.6A. Additionally, the 

solubility trends shown in the original solvent (i.e., acetonitrile) were duplicated in three more 

organic solvents (i.e., tetrahydrofuran, cyclohexanone, and propylene carbonate), suggesting the 

identified trends could be more generalizable. This chapter has been adapted from a previously 

published article in Nature Chemistry.76  

Chapter 3, titled “Low viscosity, high concentration pyridinium anolytes for organic non-

aqueous redox flow batteries,” will extend the discussion of pyridiniums and their solution 

properties in acetonitrile. For the same library of molecules discussed in Chapter 2, we evaluate 

basic electrochemical properties (i.e., reversibility and diffusion coefficients) and include a 

preliminary assessment of charged shelf-life stability. We discuss the advantageous properties of 

high concentration pyridinium solutions including low viscosities and high conductivities and 

highlight a particular pyridinium derivative capable of realizing this coveted pair of characteristics, 

depicted in Figure 1.6B. This chapter has been adapted from a previously published article in ACS 

Applied Energy Materials.77  

Chapter 4, titled “Electrochemical ammonia production from nitrates in agricultural tile 

drainage: Technoeconomic and global warming analysis,” details an evaluation of a hypothetical 

arrangement of emerging technologies that employ state-of-the-art electrochemical processes. The 
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three technologies and their roles within this system are represented in Figure 1.6C. The discussion 

of these systems involves hypothetical functions under variable conditions and summarizes 

projections of their environmental benefits and economic feasibility. Notably, the challenges of 

introducing preventative and remediation style technologies arise and we discuss potential 

strategies to encourage sustainability driven systems. This chapter has been adapted from a 

previously published article in the American Institute of Chemical Engineers (AICHE) Journal. 78 

In summary, the cumulative works of this dissertation target strategies to improve the 

understanding of pyridiniums as a potential anolyte for RFBs by investigating variables that 

influence the physicochemical properties (i.e., solubility, viscosity), determining the 

electrochemical properties (i.e., reversibility, conductivity, etc.), evaluating preliminary 

electrochemical stabilities (i.e., charged species shelf life), and assessing the economic and 

environmental potential for electroactive molecules in emerging applications. 

  



 24 

2 Chapter 2. C-H···π Interactions Disrupt Electrostatic Interactions Between Non-Aqueous 

Electrolytes to Increase Solubility1 

 

Figure 2.1. Chapter 2: Graphical Abstract. Discrete, attractive interactions between C–H groups 

and π electrons of an aromatic ring (C–H···π interactions) describe the solubility of N-substituted 

pyridinium salts in a non-aqueous solvent. A direct correlation exists between the number of C–

H···π interactions for each pyridinium salt and its solubility in acetonitrile. This chapter highlights 

a consequence of disrupting strong electrostatic interactions with weak dispersion interactions, 

showing how minimal structural change can dramatically impact pyridinium solubility. 

  

 
1 This work is published as Samaroo, S.; Hengesbach, C.; Bruggeman, C.; Carducci, N. G. G.; 

Mtemeri, L.; Staples, R. J.; Guarr, T.; Hickey, D. P. C–H···π Interactions Disrupt Electrostatic 

Interactions between Non-Aqueous Electrolytes to Increase Solubility. Nat Chem 2023. 

https://doi.org/10.1038/s41557-023-01291-1. 
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2.1 Introduction 

Redox-active organic molecules (ROMs) have garnered significant interest for their use in non-

aqueous redox flow batteries (NRFBs) to address the challenge of intermittent renewable energy 

production and distribution.30,59,79 These devices provide a grid-scale energy storage solution by 

interconverting electrical and chemical energy using two electrolyte solutions, which consist of 

dissolved ROMs that can donate or accept electrons at either high (catholyte) or low (anolyte) 

redox potentials. ROMs are defined as any solvated organic molecule with a reversible redox 

couple.31,59 Ideal ROMs for NRFBs, however, exhibit characteristics that maximize the battery’s 

energy density. The energy density of a NRFB is the total energy stored per volume of the 

electrolyte solution and is dependent on the cell voltage and concentration of each ROM.45 

Consequently, desirable ROMs possess extreme redox potentials (either high oxidation potential 

or low reduction potential) and high solubility in the desired solvent system.  

 

Figure 2.2. Comparison of strategies for improving electrolyte solubility in nonaqueous 

solvent. Conventional strategies (top) involve tuning electrostatic intermolecular interactions, 

while this work (bottom) highlights the significance of promoting dispersion forces as a strategy 

to improve solubility. 

A primary benefit of ROMs is that their electrochemical and physicochemical properties can 

be tuned through judicious functionalization of a parent molecular structure. Significant progress 

has been made towards understanding the relationship between molecular structure and redox 
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potential, thereby enabling the careful design of ROMs with favorable redox potentials for use in 

NRFBs.80–82 Unfortunately, equivalent correlations between molecular structure and solubility are 

comparatively limited, and there remains a need to develop strategies for improving ROM 

solubility.50  Previously, an iterative design approach was used in combination with parameterized 

modelling to develop a series of pyridinium-based ROMs that exhibit low standard reduction 

potentials with exceptionally high persistence in multiple redox states.83 Based on this, we 

considered the possibility of employing a similar strategy for designing pyridinium ROMs with 

improved solubility. We hypothesize that the use of parameterized modelling with a systematically 

functionalized library of pyridinium ROMs will reveal correlations between their molecular 

structure and solubility.  

Solubility is defined by a dynamic equilibrium between a given compound as a solid precipitate 

and the same compound surrounded by solvent molecules.84  This equilibrium depends on a 

complex combination of electrostatic, ionic, and London dispersion interactions of a molecule with 

itself (solute-solute) and with the bulk solvent (solvent-solute). Within the scope of NRFB ROMs, 

strategies for improving the solubility of a parent species in non-aqueous media are based on the 

rule that “like dissolves like”.85,86  Consequently, previous efforts to improve ROM solubilities 

have focused on promoting solvent-solute interactions by introducing either hydrophilic (e.g., 

oligoether chains, small ionic groups) or hydrophobic (e.g., long paraffinic chains, large ionic 

groups) substituents to match the desired solvent (Figure 2.2),44,50,87 as demonstrated in 

phenothiazine-,44,88 1,4-dimethoxybenzene-,89 and quinone-80 based ROMs. This approach affords 

considerable increases in solubilities over the parent ROMs by as much as 0.5 M; however, the 

introduction of common solubilizing substituents often results in adverse electrochemical or 

physicochemical properties. For example, the incorporation of large functional groups, such as 
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polyether chains, may improve the solubility of a parent compound but may also produce undesired 

physicochemical properties, such as high viscosity, that are detrimental to NRFB operation.48–50  

Thus, there remains a need to identify more nuanced structural features that may be tuned to 

improve ROM solubility.  

In the pursuit of effective ROMs for NRFB use, pyridinium derivatives have been explored as 

anolytes.82,90 Specifically, N-substituted 2,6-dimethyl-pyridinium derivatives exhibit particularly 

high persistence in the charged state with low standard reduction potentials.83 Although rigorous 

optimization resulted in the exceptional combination of electrochemical potential and cyclability, 

similar strategies to manipulate physicochemical properties, such as solubility, of N-substituted 

2,6-dimethyl-pyridiniums has not been performed, and the corresponding solubilities remain 

generally below 1 M.  Additionally, further synthetic derivatization of this class of anolytes was 

limited by poor reactivity of the 2,6-dimethyl pyridine progenitor, thereby hindering further tuning 

to improve solubility.  

Herein, we describe the preparation of a class of pyridinium salts, N- and 4-substituted 2,6-

dimethyl-pyridiniums, and their use as a model system to investigate the relationship between 

molecular structure and solubility in polar aprotic solvents.  Solubilities and electrochemical 

properties are defined for each derivative in acetonitrile, and subsequent crystal structure analysis 

reveals a series of discrete intermolecular dispersion interactions (between hydrogen atoms and 

aromatic -electrons from neighboring pyridiniums, C-H···) that provide a univariate correlation 

to solubility. A linear correlation between solubility and intermolecular C-H··· interactions 

highlights the non-negligible contribution of weak dispersion forces on solvation behavior and 

suggests that molecular structure plays a critical role in promoting solute-solute interactions to 

improve pyridinium solubility.  
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2.2 Methods 

2.2.1 Materials 

All starting materials, including 2,6-dimethyl--pyrone (Ambeed), Grignard reagents (Alfa 

Aesar or Sigma-Aldrich), and all amines (various sources) were of the highest purity available and 

used as received.  Solubility measurements were performed using HPLC grade acetonitrile, 

99.93+%, from Millipore Sigma.  Solubilities were measured by UV-vis spectrophotometry on an 

OLIS RSM 1000 UV/Vis Rapid Scanning Spectrophotometer.  Crystallography experiments were 

performed on a XtaLAB Synergy, Dualflex, HyPix diffractometer.  

2.2.2 General Synthesis of 2,6-Dimethylpyridinium (Me2Py+) ROMs 

All pyryliums were synthesized following a modified procedure reported by DiMauro and 

Kozlowski.91,92  In an oven-dried 250 mL round bottom flask, 2,6-dimethyl--pyrone was 

dissolved in THF under nitrogen.  The stirring solution was cooled to 5 °C via ice bath, then one 

equivalent of arylmagnesium bromide (in a 1 M solution with THF) was added dropwise.  The 

reaction mixture was subsequently allowed to warm to room temperature while stirring over an 

hour.  The crude mixture was poured over a boron trifluoride diethyl etherate solution to yield a 

precipitate which was filtered and washed with diethyl ether.  The product was purified by 

recrystallization in a 1:1 water/methanol mixture.  

The resulting pyrylium intermediates were then reacted with a primary amine to afford the 

desired pyridinium derivatives. In a 50 mL round bottom flask equipped with a magnetic stir bar 

and condenser, 4-substituted 2,6-dimethyl-pyrylium tetrafluoroborate was suspended in ethanol 

(~30 mL). Approximately 1.2 equivalents of the corresponding primary amine was added and the 

mixture was refluxed for 4 hours while under nitrogen. The solution was cooled to room 
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temperature overnight and diluted with diethyl ether. The precipitate was isolated by filtration and 

dried under vacuum to afford a solid product. 

2.2.3 Solubility of Me2Py+ Derivatives 

Solubility measurements and calibration curve measurements for each pyridinium salt were 

completed in triplicate. Stock solutions (stock concentration = 0.25 mM) of each pyridinium were 

prepared using a 50 mL volumetric flask. A precision scale was used to obtain the target mass of 

pyridinium salt for the stock solution. To ensure accuracy, measurements were repeated for each 

mass until value settled within +/- 0.02 mg of the target mass for two successive measurements 

without any removal/addition of material to the vial. The material weighed into the vial was 

transferred by dissolving the sample in a small amount of solvent (acetonitrile, THF, propylene 

carbonate) and transferring to a 50 mL volumetric flask by pipette. To ensure that all material was 

moved from the vial to the flask, pure acetonitrile was added to the vial and then transferred by 

pipette to the flask and repeated five to seven times. The flask was subsequently filled to a total 

volume of 50 mL with acetonitrile. 

Unless otherwise noted, calibration curves for each pyridinium sample included the UV-vis 

measurements at five different concentrations. The stock solution was diluted four times to yield 

calibration solution 1, serial dilutions by half were repeated for calibration solutions 2, 3, 4, and 5 

to generate the full calibration series.  

Saturated solutions of each pyridinium species were made by incrementally adding pyridinium 

salt to a small vial and stirring in solvent (acetonitrile, THF, propylene carbonate) at 22 °C for 30 

minutes. The final unfiltered saturated solution was cloudy and contained undissolved solids. This 

mixture was filtered through Whatman Quantitative filter paper (Grade 1, Particle retention: 11 

μm), to yield final saturated solution. Small circles of filter paper were placed into the “pocket” of 
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a syringe needle, creating two to three layers of filter paper. Then the unfiltered saturated solution 

was drawn into the “needle-less” syringe barrel. The filled barrel was connected to the needle-tip 

containing filter paper. The depression of the plunger forced the cloudy solution through the filter 

paper and removed the undissolved particles.  The saturated solution was measured with 

Eppendorf pipettes (10 μL, 20 μL, 1 mL) and diluted in a 10 mL volumetric flask consecutively, 

until the solution generated had an absorbance measurement that fell within the range of the 

calibration curve. The degree of dilution here determined the dilution factor. 

Absorbance measurements were collected for all 15 calibration curve solutions, and the three 

diluted-saturated solutions using a UV-vis spectrophotometer at the selected wavelength giving 

the maximum absorbance. To generate the calibration curve, the absorbance (AU) was plotted vs. 

concentration (mM), which gave a linear relationship. Calibration curves were considered 

acceptable once a linearity of R2>0.99 was achieved. The slope of this line is the molar absorptivity 

constant ( [L cm-1 mol-1]), found from the Beer-Lambert law. Absorbances of dilution solutions 

were all within the calibration curve range. A rearrangement of this equation was used to calculate 

concentration of the diluted solutions from the absorbance measurements. The dilution factor was 

used to solve for the concentration of the saturated solutions. The error reported included error 

propagation of the calibration data and the deviation of diluted saturated solutions. 

2.2.3.1 Solubility of Me2Py+ Derivatives in Cyclohexanone 

The procedure used for the determination of maximum concentration of pyridinium salt, 

deviated from the standard procedure due to and overlap in absorbance ranges of the solvent and 

pyridiniums (peak absorbance wavelengths range 300-340 nm). The saturated solutions were made 

in cyclohexanone (as described above), then 5 mL was transferred to a small vial and the 

cyclohexanone was removed by roto-evaporation. The residual pyridinium material was then 
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dissolved in acetonitrile and further diluted. The maximum concentration of pyridinium in 

cyclohexanone was determined using the existing calibration curves in acetonitrile. It should be 

noted that the absorbance peak of cyclohexanone, after two degrees of dilution (5 mL:3 mL and 

then 1 mL:3 mL) would fall in the baseline of acetonitrile while the absorbance of the pyridiniums 

would fall within the calibration curve absorbance. 

 
Figure 2.3. Absorbance of cyclohexanone overlaps with representative pyridinium 

(compound 1). There is a baseline solution of acetonitrile (yellow), compound 1 in acetonitrile 

(orange), cyclohexanone in acetonitrile (blue) and a mixture of cyclohexanone and compound 1 in 

acetonitrile (green).  

2.2.4 Electrochemical Analysis of Me2Py+ Derivatives 

The measured redox potentials (E1/2) of all 24 pyridinium derivatives were determined by 

cyclic voltammetry in acetonitrile with ferrocene as an internal redox standard, and all redox 

couples were found to be completely reversible. Experiments were performed using 3 mm GCE 

working electrode and Ag/Ag+ reference electrode with 100 mM tetrabutylammonium 

hexafluorophosphate in acetonitrile as the supporting electrolyte at 25 °C and 200 mV s-1 under a 

N2 atmosphere.  

2.2.5 Crystallographic Analysis of Me2Py+ 

Crystals used in analysis of C-H··· interactions were grown from acetonitrile to ensure 

similarity of the packing structures to assemblies forming in solubility studies.  A saturated 
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solution made by adding the pyridinium salt to acetonitrile and stirring at 22-23 C, for 30 minutes. 

Undissolved pyridinium salt was removed by filtering through Whatman Grade 1 Qualitative Filter 

Paper to yield the final saturated solution. The saturated solution was stored in a capped 4 mL vial 

at 22-23 C, and acetonitrile was allowed to evaporate from the vial slowly over a time ranging 

from 1-2 days to 1-2 months.  

A suitable crystal with dimensions 0.21 × 0.07 × 0.06 mm3 was selected and mounted on a 

nylon loop with paratone oil on a XtaLAB Synergy, Dualflex, HyPix diffractometer. The crystal 

was kept at a steady T = 100.00(10) K during data collection. The structure was solved with the 

ShelXT solution program using dual methods and by using Olex2 1.5 as the graphical interface.93–

95 The model was refined with ShelXL 2018/3 using full matrix least squares minimization on F2. 

2.2.6 Identification of C-H··· Interactions from Crystallographic Analysis 

X-Ray crystallography data was used to identify potentially significant  interactions for 

pyridinium salts. C-H··· interactions were defined based on criteria previously defined by Nishio 

and coworkers;96 an H-centroid distance cutoff of 3.6 Å was used and only H atoms within the 

cylindrical region normal to an aromatic ring were considered. While the majority of 

intermolecular interactions observed were C-H··· interactions, all  interactions were 

incorporated in the final parameter calculation (this included one - interaction, one cation- 

interaction, and one C-F··· interaction). Nevertheless, all interactions in calculation of the C-

H··· parameter (d-6) are dominated by dispersion forces.97–99  

The polyaromatic ionic nature of the compounds studied herein may result in incidental C-

H··· interactions that are not likely to strongly associate in solution. To minimize the possibility 

of including coincidental (or potentially irrelevant) C-H··· interactions, we employed an 

additional exclusion criterion based on the number of electrostatic interactions that the aromatic 
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CH acceptor is engaged in. The number of predominately electrostatic H···BF4
- interactions less 

than the sum of the corresponding Van der Waals radii was compared to the number of C-H··· 

interactions for a given acceptor. For a given CH acceptor, if the number of H···BF4
- interactions 

exceeded the number of C-H··· interactions (typically one), then the C-H··· interaction 

excluded.  This criterion resulted in removing a total of three interactions from the entire set of 

compounds studied that would have otherwise met the criteria for a C-H··· interaction. An 

example of one such interaction that was excluded, and a representative example of a C-H··· 

interaction that was included are detailed in Figure 2.4. 

 
 

Figure 2.4. Representative examples of interactions found in the crystal structures of 

pyridinium salts studied in this work. (A) The structure of N-phenyl-4-phenyl-2,6-

dimethylpyridinium tetrafluoroborate, 1, exhibits one interaction that meets the criteria as a C-

H··· interaction (pink number and dashed line); however, the lattice is dominated by a network 

of strong electrostatic H···F interactions. The interatomic distances of highlighted H···F 

interactions (green numbers and dashed lines) are all shorter than the corresponding sum of Van 

der Waals radii; therefore, the C-H··· interaction was excluded from consideration. (B) The 

structure of N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate, 17, 

revealed one interaction that meets the criteria as a C-H··· interaction (pink number and dashed 

line), and the CH acceptor is simultaneously participating in one strong electrostatic interaction 

(green number and dashed line). Therefore, the C-H··· interaction was included in the final 

solubility correlations. 

2.2.7 1H-NMR Analysis of C-H··· Interactions between Solvated Me2Py+ ROMs  

1H-NMR experiments of pyridiniums were performed using CD3CN, and spectra were 

collected using an Agilent 500 MHz NMR Spectrometer, at 20 °C. 
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2.3 Results and Discussion 

2.3.1 Synthesis and Solubility of 2,6-Dimethylpyridinium ROMs 

Previous strategies to synthesize N-alkyl- and N-arylpyridinium anolytes relied on either the 

Zincke reaction or nucleophilic substitution for the final N-functionalization step from a parent 

pyridine molecule.83,100 Unfortunately, these approaches are not possible for 2,6-dimethyl pyridine 

derivatives due to the steric hinderance of the methyl substituents. As a result, existing reactions 

to produce 2,6-dimethylpyridiniums (Me2Py+) require high temperatures and are limited to N-

methyl and N-ethyl derivatives.83 Alternatively, use of a pyrylium intermediate enables the facile 

production of structurally and electronically diverse N-substituents. Pyridinium salts of the current 

work were prepared via a modular, two-step synthesis from a commercially available -pyrone. 

This synthetic approach (Figure 2.5A) leverages a Grignard reaction with 2,6-dimethyl--pyrone 

to afford a stable pyrylium intermediate, which subsequently forms 1 upon reaction with aniline 

(Figure 2.3B).91,92 Four base pyryliums were generated with varying 4-aryl substituents (i.e., 

phenyl, p-tolyl, 2,6-dimethylphenyl, or p-methoxyphenyl), with the latter two pyryliums 

demonstrating the successful use of sterically hindered aryl Grignard reagents on the multigram 

scale. Subsequent reactions of pyrylium intermediates were similarly modular, working effectively 

with electron poor (p-trifluoromethyl-), electron rich (4-methyl-, 2,6-dimethoxy-), and sterically 

hindered (2,6-dimethyl-2,4-dimethyl-) aniline derivatives as well as several aliphatic chains (n-

butylamine and 2-(2-(2-methoxyethoxy)ethoxy)ethylamine). This simple, two-step synthesis was 

employed to introduce steric and electronic diversity to a parent N-aryl-4-aryl-2,6-

dimethylpyridinium structure and generate pyridinium salt 24 (Figure 2.5B) on the gram scale.91,92 

The breadth of 4- and N-substituents afforded by this synthetic procedure enabled the systematic 

investigation of relationships between molecular structure and pyridinium solubility.  
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Figure 2.5. Synthesis and nonaqueous solubility of pyridinium ROMs. (A) Synthesis of 

pyrylium intermediates and pyridinium species corresponding to 24 derivatives of N- and 4-

substituted Me2Py+ tetrafluoroborate salts. (B) Structures, isolated yields, and solubilities of 

pyridinium salts in the current study; a streamlined version of this figure is included in Appendix 

A Table A.1. (C) Plot comparing solubilities of all 24 pyridinium derivatives; solubilities fit into 

clusters defined as low (< 0.75 M), moderate (0.75 M – 2.0 M), and high (> 2.0 M). Pyrylium 

syntheses were completed at the multigram scale and pyridinium syntheses were completed at the 

gram scale. Isolated yields for each step are reported below each structure. Solubility 

measurements were performed using pure acetonitrile at 22 °C. Solubility reported mean values 

+/- SD where n = 3 for all compounds except for compound 17 (n = 5), compound 24 (n = 5), and 

compound 14 (n = 9), and individual data points are shown in grey circles in-line with 

corresponding compound label.  
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Using this library of electronically and sterically diverse pyridinium salts, we sought to identify 

substituent effects that correlate to solubility in a polar, aprotic solvent. Pyridinium solubilities 

were measured by UV-vis spectrophotometry in pure acetonitrile (Figure 2.5B).  Despite 

maintaining a consistent molecular architecture and ion pair, pyridinium solubilities were found to 

vary widely from 0.3 M to 2.1 M. Additionally, pyridinium solubilities fit into three regions 

(Figure 2.5C) defined as low (<0.75 M), moderate (0.75 M – 2.0 M), and high (>2.0 M) solubility.  

Upon initial examination, the data revealed dramatic increases in solubility resulting from minimal 

variations in molecular structure.  

Comparing 4-phenyl and 4-(p-tolyl) derivatives of N-(p-tolyl)-Me2Py+ (15 and 20, 

respectively), the structural variation is sufficiently distal to the ionic center that we would not 

expect it to significantly alter intermolecular electrostatic interactions, yet the solubility of 20 is 

more than three times that of 15 (1.06 ± 0.03 M vs. 0.32 ± 0.03 M).  Similar juxtapositions can be 

made between 4-phenyl- and 4-(p-tolyl)- N-(2,6-xylyl)-Me2Py+ (2 and 7, respectively) (0.30 ± 0.02 

M vs. 0.75 ± 0.02 M) and 4-(p-tolyl)- and 4-(2,4-xylyl)- N-phenyl-Me2Py+ (6 and 11, respectively) 

(0.45 ± 0.03 M vs. 0.97 ± 0.04 M); each comparison demonstrates significant increased solubility 

with minimal structural change (i.e., the addition of a single methyl substituent).  Interestingly, the 

N-mesityl subclass shows only a subtle increase between 4-phenyl- and 4-(p-tolyl)- N-(mesityl)-

Me2Py+ (4 and 9, respectively) (0.36 ± 0.01 M vs. 0.42 ± 0.01 M), while the solubility of N-

(mesityl)-4-(p-methoxyphenyl)-Me2Py+ (14) is at least five times that of 4 or 9. These apparent 

patterns of increasing solubility with 4-(p-tolyl) or 4-(p-methoxyphenyl) additions, however, lack 

consistency as shown between 4-phenyl- and 4-(p-tolyl)- N-(phenyl)-Me2Py+ (1 and 6, 

respectively) (0.53 ± 0.06 M vs. 0.45 ± 0.03 M) and 4-phenyl- and 4-(p-methoxyphenyl)- N-

(phenyl)-Me2Py+ (1 and 16, respectively) (0.53 ± 0.06 M vs. 0.55 ± 0.05 M). As substituent 
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changes did not reliably correlate to solubility, we turned to computationally modelled parameters 

(e.g., electronic descriptors and Sterimol parameters) to probe the factors driving these large 

solubility variations between structurally similar pyridinium derivatives. 

2.3.2 Electrochemistry and Computational Analysis of Me2Py+ ROMs 

Density functional theory (DFT) computations were used to generate molecular descriptors 

with the potential to correlate to measured solubilities. To ensure that all computed pyridinium 

structures accurately reflect their experimental counterparts, we compared experimentally 

measured one-electron reduction potentials with those calculated from DFT outputs (Figure 2.6B). 

Notably, the fully reversible redox couples for many derivatives are among the lowest reported for 

known ROMs (-1.54 to -1.77 V vs. Fc/Fc+).  The linear correlation between measured and 

modelled redox potentials (Figure 2.6C, R2 = 0.86) confirms the validity of individual geometry-

optimized structures from which modelled parameters were determined.  

 

Figure 2.6. Experimental pyridinium redox potentials enable validation of DFT-optimized 

structures. (A) A representative cyclic voltammogram of 1 mM N-phenyl-4-phenyl-Me2Py+ 

tetrafluoroborate (1) using 1 mM ferrocene as an internal reference. (B) A 1-dimensional plot 

containing the redox potentials (E1/2) of all synthesized pyridinium derivatives. (C)  A plot of 

experimentally measured redox potentials versus the corresponding computed potentials for all 

pyridiniums. Experiments were performed using 3 mm GCE working electrode and Ag/Ag+ 

reference electrode with 100 mM tetrabutylammonium hexafluorophosphate in acetonitrile as the 

supporting electrolyte at 25 °C and 200 mV s-1 under a N2 atmosphere. pyridinium solubility.   
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For each pyridinium salt, density functional theory (DFT) was used to compute the geometry-

optimized ground state energy with a B3LYP functional in combination with 6-31+G(d,p) basis 

set and CPCM polarizable conductor solvation model in acetonitrile. This functional and basis set 

were previously found to provide an optimal balance between accuracy and computational time 

for DFT computations of structurally similar pyridinium salts.101 In order to validate the geometry-

optimized structures determined computationally, the standard reduction potential was computed 

by DFT from the ground state energies of each pyridinium species the oxidized (pyridinium cation) 

and reduced (neutral radical) form in the gas phase and solvated (shown in Figure 2.7) according 

to the following free energy equations; 

Figure 2.7. Gas phase and solvated pyridinium species. Ground state energies of each 

pyridinium species the oxidized (pyridinium cation) and reduced (neutral radical) forms. 

Δ𝐺𝑟𝑒𝑑 = Δ𝐺𝑔𝑎𝑠 + Δ𝐺𝑠𝑜𝑙𝑣2 − Δ𝐺𝑠𝑜𝑙𝑣1  

(Eq. 2.1) 

𝐸𝑟𝑒𝑑
𝑜 = − (

Δ𝐺𝑟𝑒𝑑

𝑛𝐹
) 

(Eq. 2.2) 

 

𝐸𝑟𝑒𝑑 = 𝐸𝑟𝑒𝑑
𝑜 − 4.86 (Eq. 2.3) 
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where Ggas is the gas phase ionization free energy, Gsolv are the solvation of the oxidized and 

reduced pyridinium, n is the number of electrons transferred in the reaction (here assumed to be 

one), F is the Faraday constant (96,485 C mol-1 of electrons), Eo
red is the pyridinium standard 

reduction potential, and Ered is the formal pyridinium reduction potential. The value of -4.86 V is 

the computed standard reduction potential for ferrocene/ferrocenium in acetonitrile; this value was 

computed previously by DFT ground state energies using a SMD solvation model.102 

Consequently, all redox potentials computed herein are reported versus the standard 

ferrocene/ferrocenium reduction potential. 

An array of molecular descriptors was extracted from computed geometry-optimized 

pyridinium structures in the oxidized state, to identify correlations between molecular structure 

and solubility. Descriptors were selected to test the applicability of previously reported 

structure/solubility relationships observed with small organic molecules. Two parameters 

frequently used to describe the impact of solute-solvent interactions on solubility are solute 

polarizability and molecular dipole moment (which in turn describe electronic deformability and 

charge distribution, respectively).103,104 Plots of pyridinium polarizability or dipole moment versus 

solubility (Figure 2.8A and Figure 2.8B), however, do not yield univariate correlations. Moreover, 

several additional commonly used electronic parameters were investigated (e.g., natural bonding 

orbital (NBO) charges for each atom of the core pyridinium structure), but none revealed any 

meaningful correlation to solubility (additional parameters described in Appendix A in Figure A.1, 

Figure A.2, and Figure A.3).  
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Figure 2.8. Conventional physical organic molecular descriptors do not correlate with 

pyridinium solubility. Plots of solubility versus several computationally derived molecular 

descriptors. Pyridinium solubility is plotted against (A) polarizability, (B) dipole moment, (C) 

Sterimol parameters105,106, top, illustration of corresponding B1, B5, and L parameters, bottom, and 

(D) and the average distance between anion, B-, and cation, N+. Solubility is plotted for panels A, 

B, C, and D as mean values +/- SD with n = 3 for all compounds except for compound 17 (n = 5), 

compound 24 (n = 5), and compound 14 (n = 9). It should be noted that Sterimol parameters fall 

within a comparatively narrow distribution, even after normalization (despite the wide variation in 

solubilities), which suggests that steric hinderance of individual substituents is insufficient to 

account for the differences in solubility.  

In addition to investigating parameters describing solute-solvent interactions, we examined 

parameters that describe solute-solute interactions. Specifically, we considered two distinct but 

interrelated instances of solute-solute interactions, (1) between neighboring pyridinium molecules 

or (2) between pyridinium cations and tetrafluoroborate anions. Multivariate structure-activity 

modelling has previously identified Sterimol parameters as effective descriptors of steric influence 
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by molecular substituents on their corresponding reactivity.107 Similar to other reversible chemical 

reactions, dynamic solubility is dependent on both the forward and reverse rate constant for 

precipitate formation. Therefore, we considered using Sterimol parameters to describe the 

influence of sterics of the N- and 4-substituents on pyridinium solubility. Sterimol parameters (B1, 

B5, and L) define steric variation where B1 is the minimum substituent width from a defined atom, 

B5 is the maximum substituent width from a defined atom, and L is the substituent length, as shown 

in Figure 2.8C.108,109 Unfortunately, no univariate correlations were found using Sterimol 

parameters. Finally, it should be noted that several attempts were made to identify linear 

combinations of steric and electronic molecular descriptors that correlate to solubility; however, 

no multivariate model was found. 

Having exhausted traditional computationally derived molecular descriptors, we turned to X-

ray crystallography to experimentally probe intermolecular interactions that may provide insights 

into pyridinium solubility behavior. Pyridinium crystals were grown by slow evaporation from 

pure acetonitrile, ensuring that molecular orientations within crystals were representative of 

assemblies occurring in acetonitrile only. A qualitative crystallographic analysis indicates that 

molecular packing is predominantly controlled by strong (BF4
-···pyridinium+) and weak 

(CH···BF4
-) electrostatic interactions. From this, we would expect to find a correlation between 

solubility and the energy of electrostatic BF4
-···pyridinium+ interactions (which is inversely 

proportional to the distance between counterions); however, a plot of the average BF4
-

···pyridinium+ distance versus solubility (Figure 2.8D) reveals no apparent correlation. The 

average ionic distance provides a preliminary approximation of the total electrostatic energy in 

each crystal lattice; however, the absence of any apparent trend suggests that electrostatic 

interactions cannot singly describe pyridinium solubility.   
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2.3.3 Correlating Me2Py+ Solubility and C-H··· Interactions 

A direct comparison of the crystal structures for two pyridinium derivatives, representing low 

and moderate solubility species, emphasizes dispersion forces as the notable difference between 

structurally similar derivatives. N-(p-tolyl)-4-phenyl-Me2Py+, 15, exhibits poor solubility and N-

(p-tolyl)-4-(p-tolyl)-Me2Py+, 20, exhibits moderate solubility; their corresponding crystal 

structures both contain electrostatic interactions, but, unlike the lattice of 15, that of 20 contains 

C-H··· interactions (between the Me2Py+ methyl CHs and the -electrons of the 4-aryl ring, 

Figure 2.9A/B). This comparison reveals a subtle but key difference between the otherwise 

structurally similar pyridinium derivatives and suggests that weak dispersion forces, specifically 

C-H··· interactions, may play a role in dictating solubility behavior. 

C-H··· interactions are composed primarily of attractive London dispersion forces and are 

defined as occurring between a C-H donor and -electrons of an aromatic ring (Figure 2.9D).110  

Recently, non-covalent C-H··· interactions have garnered significant interest for their role in 

molecular recognition, protein binding, and molecular catalysis.111–113  Despite being significantly 

weaker than their electrostatic and hydrogen bonding counterparts, they can dictate transition state 

geometry in (e.g.) molecular catalysis, where intermolecular distances approach the Van der Waals 

radii.114,115 Based on this, we considered the possibility that C-H··· interactions may disrupt 

electrostatic interactions during the assembly of pyridinium salts near their solubility limit (Figure 

2.9E).   

As highlighted in Figure 2.9A, 20 exists as a self-complementary dimer via two symmetrical 

C-H··· interactions. This motif represents a significant distinction from the crystal lattice of 15, 

which is dominated by alternating ionic interactions (Figure 2.9B). Crystallographic analysis of all 

pyridiniums reveals several distinct C-H··· interactions as parts of either dimeric pairs containing 
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one C-H···, self-complementary dimers containing two C-H··· (analogous to that of 20), or 

dimers containing three asymmetric C-H··· (Appendix A from Figure A.4 to Figure A.19). 

Furthermore, crystal lattices of several pyridinium species revealed repeating clusters of 

pyridiniums (as many as four) linked through combinations of C-H··· interactions. Individual 

dispersion forces within self-complementary dimers are weaker than electrostatic forces arising 

from pairs of pyridinium and BF4
- counterions but may be kinetically favored when solvated. Thus, 

the formation of C-H··· dimers (or higher order aggregates) could restrict the total number of 

electrostatic interactions possible near the solubility limit, thereby destabilizing the precipitate and 

promoting pyridinium solubility. 
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Figure 2.9. C-H··· interactions increase pyridinium solubility by disrupting ionic crystal 

lattice. The chemical structure and crystal lattice of (A) N-(p-tolyl)-4-phenyl-Me2Py+ (15) and (B) 

N-(p-tolyl)-4-(p-tolyl)-Me2Py+ (20).  The herringbone assembly exhibited in the lattice of 15 is 

dominated by electrostatic interactions between pyridinium cations and BF4
- counterions whereas 

electrostatic interactions in the lattice of 20 are disrupted by C-H··· interactions. (C) A plot 

comparing pyridinium solubility in pure acetonitrile to a descriptor of C-H··· interactions 

(defined here as ∑d-6, for C-H··· interactions identified via crystallographic analysis, where 

d = H – centroid distance); solubility plotted as mean values +/- SD where n = 3 for all compounds 

except for compound 17 (n = 5), compound 24 (n = 5), and compound 14 (n = 9); a light blue 

region around the curve represents the 95% confidence interval. (D) Illustration of the criteria used 

to identify C-H··· interactions (previously defined by Nishio and coworkers(Umezawa et al., 

1998)); an H-centroid distance cutoff d ≤ 3.6 Å was used and only H atoms within the cylindrical 

region normal to an aromatic ring were considered. (E) Illustration depicting electrostatic 

interactions in representative crystal packing structures in the absence (left) and presence (right) 

of C-H··· interactions. 

We next sought to define a parameter describing the extent that these C-H··· interactions 

correlate to solubility. The energy of each interaction can be calculated as the Van der Waals free 
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energy for small particles in a medium (at short distances), which is inversely proportional to the 

H·· centroid distance (d-6),116,117 

𝝎(𝒅) =  
−𝟔𝒌𝑩𝑻

(𝟒𝝅𝜺𝟎)𝟐𝒅𝟔
∑

(𝜶𝒎𝒐𝒍𝒆𝒄𝒖𝒍𝒆)𝟐

(𝜺𝒔𝒐𝒍𝒗𝒆𝒏𝒕)𝟐

∞

𝒏=𝟎,𝟏,𝟐…

 
(Eq. 2.4) 

where d is intermolecular distance, kb is the Boltzmann constant, T is temperature, 0 is vacuum 

permittivity, molecule is solute polarizability, and solvent is the solvent dielectric permittivity. To 

approximate the relative contribution of C-H··· interactions to the overall crystal lattice, we 

defined a molecular descriptor as the sum of C-H··· interactions weighted by the inverse H··· 

distance, d, to the sixth power (∑d-6).  A plot of ∑d-6 versus solubility for 23 pyridiniums (Figure 

2.9C) results in a direct linear correlation (R2 = 0.93), thus highlighting the relationship between 

solubility and the number of C-H··· interactions observed in each corresponding crystal lattice.  

This empirical relationship suggests that the full range of pyridinium solubilities observed (i.e., 

0.3–2.1 M in acetonitrile) can be described exclusively as a function of C-H··· interactions.  Most 

pyridiniums in this study engage in zero to three unique C-H··· interactions, as depicted in Figure 

2.9C; however, six such interactions are observed in the extreme case of 14, which is soluble up 

to 2.1 ± 0.2 M in acetonitrile.  The zones of low, moderate, and high solubility are accurately 

predicted by the number of C-H··· interactions (i.e., 0-1 C-H···, 2-3 C-H···, and 6 C-H··· 

interactions, respectively). Importantly, this implies that promoting a greater number of C-H··· 

interactions is more influential than improving the corresponding interaction strength when tuning 

solubility.39 

2.3.4 1HNMR Analysis of C-H··· Interactions between Me2Py+ ROMs 

It should be noted that direct links between solid-state features and solvated-state properties 

are not commonplace,118 and it is difficult to faithfully derive information about the nature of 
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solvated intermolecular solute-solute interactions from the crystalline state without 

complementary solution state studies.119,120 (Davey et al., 2006; Hulme et al., 2007)To provide 

such analysis, we investigated the extent to which C-H··· interactions could be observed in 

solvent at concentrations approaching the solubility limit. To this end, 1H-NMR spectra of 14 were 

measured at variable concentrations in CD3CN (Figure 2.10A).  At higher concentrations, signals 

for protons not implicated in C-H··· interactions shift downfield (a common phenomenon caused 

by increased ionic strength of the NMR solution).121 However, signals corresponding to mesityl 

Hs of 14 shift upfield at increased concentrations; this shielding effect is consistent with C-H··· 

interactions occurring in solution.  Similar shifts can be seen for all Hs implicated in C-H··· 

interactions by crystallographic analysis, suggesting that these assemblies form at concentrations 

significantly lower than their solubility limit.  Interestingly, at concentrations above 0.11 M, the 

peaks corresponding to methyl Hs on the 4-methoxy substituent of 14 shift upfield and are spin-

coupled to an adjacent intramolecular aryl H. This suggests that rotation of the methoxy group 

becomes restricted at high concentrations, and again, is consistent with the crystal structure 

assembly.  Taken together, the 1H-NMR analysis is consistent with C-H··· interactions occurring 

at modest concentrations (as low as 0.2 M) for high-solubility pyridinium salts.   
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Figure 2.10. 1H-NMR confirms C-H··· interactions are present between solvated 

pyridiniums. Variable concentration 1H-NMR spectra of (A) 14 and (B) 13 reveals upfield shifts 

of peaks corresponding to protons involved in C-H··· interactions (due to  shielding effects upon 

C-H··· association), while all other peaks shift downfield at higher concentrations, which is 

consistent with effects of increased ionic strength. (C) Plot of 1H-NMR peak change with 

concentration for 14. (D) Plot of 1H-NMR peak change with concentration for 13. Experiments 

were performed using variable concentrations of 14 or 13 in CD3CN at 20 °C. 

A comparative 1H-NMR experiment of N-(p-trifluoromethylphenyl)-4-(2,4-xylyl)-Me2Py+ 

(13) demonstrated that only downfield shifting (reflecting ionic effects) is observed for poorly 
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soluble pyridinium salts, as shown in Figure 2.10B. The magnitude and direction for 14 and 13 

proton shifts are summarized in Figure 2.10C and Figure 2.10D, respectively. These plots illustrate 

the complete absence of -shielding effects in 13 at increasing concentrations, while H-NMR 

peaks of 14 exhibit both -shielding and ionic interactions at increasing concentrations. These 

comparisons of in-solution behavior confirm that crystal packing structures directly reflect the 

intermolecular (solute-solute) interactions correlated to observed solubility.44 

2.3.5 Correlating Solubility & C-H··· Interactions in Additional Solvents 

To determine whether the prevalence of C-H··· interactions (as quantified by ∑d-6) provides 

an accurate indicator of solubility in solvents other than acetonitrile, we measured the solubility of 

nine representative pyridiniums in three additional solvents (tetrahydrofuran, cyclohexanone, and 

propylene carbonate). Pyridiniums were selected to represent a distribution of low (1, 2, 6, 16), 

moderate (5, 10, 12, 20) and high (14) propensities to participate in C-H··· interactions. Due to 

the importance of solvent dielectric in altering the strength of noncovalent interactions, polar 

aprotic solvents were selected with low (THF, ε = 7.6), moderate (cyclohexanone, ε = 18), and 

high (propylene carbonate, ε = 66) dielectric constants.122–125 Plots of solubility vs ∑d-6 (Figure 

2.11A) reveal linear correlations in cyclohexanone and propylene carbonate (PC) (R2 = 0.75 and 

R2 = 0.72 for cyclohexanone and PC, respectively), while the solubility of pyridiniums in THF was 

relatively invariant. It should be noted that the lack of linearity as measured by the coefficient of 

determination (R2) for pyridiniums in THF may be attributed to generally poor solubility 

(pyridinium solubilities all < 10 mM). Nevertheless, these combined data emphasize the 

importance of C-H··· interactions in describing Me2Py+ solubility across several aprotic solvents.  

Poor solubility of pyridiniums in low-dielectric solvents may be rationalized by the increased 

strength of both electrostatic (Me2Py+···BF4
-) and dispersion (i.e., C-H···) solute-solute 
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interactions, which are both inversely proportional to solvent dielectric.45–48 However, a semi-log 

plot of pyridinium solubility and solvent dielectric (Figure 2.11B) does not result in a continuously 

increasing trend.  This non-linear trend suggests that global solubility of pyridiniums in polar 

aprotic solvents depends on a more complex relationship between electrostatic and dispersion 

interactions, and increasing Me2Py+ solubility for NRFB applications may be accomplished by 

carefully balancing these fundamental forces. Further corroboration of the identified relationship 

between the molecular descriptor (∑d-6) and solubility suggests that this correlation may directly 

inform molecular design strategies to improve solubility. 
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Figure 2.11. C-H··· interactions correlate with pyridinium solubility in several aprotic 

solvents. Plots comparing solubilities of nine representative pyridinium derivatives from low (1, 

2, 6, 16), moderate (5, 10, 12, 20) and high (14) solubility regimes (in acetonitrile). Solubilities 

were evaluated in acetonitrile (blue circles), THF (purple diamonds), cyclohexanone (green 

triangles), and propylene carbonate (orange squares). (A) A plot comparing pyridinium solubility 

in each solvent to a descriptor of C-H··· interactions (∑d-6). (B) Semi-log plot of pyridinium 

solubility in each solvent vs. the dielectric constant of the respective solvent (i.e., εTHF = 7.6, 

εcyclohexanone = 18, εacetonitrile = 37, and εPC = 66). Solubility measurements were performed at 22 °C. 

Data are presented as mean solubility +/- SD with n = 3 for all compounds except for compound 

17 (n = 5), compound 24 (n = 5), and compound 14 (n = 9). 
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2.4 Conclusions 

The primary results of this work provide a direct correlation between solubility and chemical 

structure, suggesting that C-H··· interactions alone can have a dramatic impact on the physical 

properties of ROMs. A modular synthetic approach enabled the preparation of an electronically 

and sterically diverse pyridinium library. This molecular class provided a structurally rigid 

framework to probe structure-solubility trends. While molecular descriptors, traditionally used as 

indicators of solubility, did not result in any correlation with observed solubility trends, we 

identified a strong univariate correlation between pyridinium solubility and the number of C-H··· 

interactions observed in the corresponding crystal lattice. Variable concentration 1H-NMR 

experiments indicate that these interactions occur between solvated pyridiniums at concentrations 

substantially below their solubility limit, thereby suggesting a causal relationship between the 

propensity of a pyridinium to form C-H··· interactions and its solubility in polar aprotic solvents. 

This work highlights the need to expand such approaches to consider dispersion-based substituent 

effects to produce molecules with the desired physicochemical characteristics. Finally, several 

physical properties are correlated through known empirical relationships (e.g., between melting 

point and solubility).126 In drawing connections between C-H··· interactions and solubility, our 

findings may provide a bridge linking molecular structure to other consequential physical 

properties.  
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3 Chapter 3. Low Viscosity, High Concentration Pyridinium Anolytes for Organic Non-

Aqueous Redox Flow Batteries2 

 

Figure 3.1. Chapter 3: Graphical Abstract. The use of ROMs at elevated concentrations in an 

RFB often causes solution properties – such as viscosity and conductivity – to vary in 

unpredictable and impactful ways. At elevated concentration, strong electrostatic interactions 

between ROMs, solvent, and supporting electrolyte often result in high viscosity and low solution 

conductivity, both of which are deleterious to practical RFB operation. The class of 2,6-

dimethylpyridinium ROMs demonstrate low reduction potentials and rapid diffusion coefficients 

at low concentrations, and we find that representative pyridinium ROMs exhibit low dynamic 

viscosities (~1 mPa⋅s), and high conductivities (25.0 - 32.8 mS cm-1) at elevated concentrations 

in acetonitrile.  

 
2 This work is published as Samaroo, S.; Pattillo, A. L.; Servinski, D.; Kruper, W. R.; Carter, D. 

D.; Guarr, T. F.; Hickey, D. P. Low Viscosity, High Concentration Pyridinium Anolytes for 

Organic Nonaqueous Redox Flow Batteries. ACS Applied Energy Materials. American Chemical 

Society 2023. https://doi.org/10.1021/acsaem.3c02370. 
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3.1 Introduction 

Redox flow batteries (RFBs) are an attractive form of large-scale energy storage that may aid 

in integrating the growing number of renewable energy resources into the existing electrical grid.  

RFBs store energy in the form of solvated redox-active molecules by interconverting electrical and 

chemical energy through electrochemical redox reactions.38,127–129 One subset of RFBs, non-

aqueous redox flow batteries (NRFBs), are particularly attractive because of their wide 

electrochemical stability window (up to 4 V) and because they enable the utilization of cost-

effective and modular redox-active organic molecules (ROMs).65,130 While many promising 

ROMs are sparingly soluble in water, they exhibit substantially higher solubility in polar aprotic 

solvents, such as acetonitrile and propylene carbonate. This improved solubility is important, 

because NRFB energy storage capacity is directly proportional to ROM concentration. Despite the 

recent advancements in identifying and developing numerous classes of ROMs that exhibit 

promising electrochemical stability and low reduction potentials (or high oxidation potentials), 

many suffer from high dynamic viscosity (> 10 cP) and low conductivity (< 5 mS cm-1) at 

concentrations that would be sufficiently high for practical operation (> 0.5 M).51,52 In the context 

of an NRFB, highly viscous ROM solutions limit flow rates and cause pressure drop across the 

flow field (both of which limit mass transport, and thus limit charge/discharge rates), while poorly 

conductive solutions result in high overpotentials and low storage efficiency.53,131 Therefore, there 

remains a need to identify classes of ROMs demonstrating moderate viscosities and conductivities 

at elevated concentrations. 

A unique correlation was recently reported between intermolecular solute-solute interactions 

and the maximum solubility for a class of 2,6-dimethyl-4-arylpyridinium ROMs in polar aprotic 

solvents.76 Specifically, intermolecular interactions between CH groups and -electrons of 
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neighboring pyridinium ROMs were shown to disrupt the formation of stable ionic lattices. As a 

result, the propensity for a particular pyridinium ROM to participate in CH- interactions is 

proportional to its solubility in acetonitrile, propylene carbonate, cyclohexanone, and THF.76 

Conventional molecular engineering-centered strategies to improve ROM solubility involve 

tuning a parent structure to either promote electrostatic solute-solvent interactions (i.e., adding a 

polyethylene glycol, PEG, chain or a charged functional group)132,133 or increase solvent-accessible 

surface area (e.g., by adding a flexible alkyl pendant group).48,49,134 Both of these strategies can 

increase the maximum solubility of a parent ROM but require the incorporation of a large 

molecular substituent. Unfortunately, substantial increases in molecular weight of the ROM solute 

are often accompanied by increased viscosity at high concentrations.  By contrast, promotion of 

CH- interactions (and, thus, increased solubility) can be accomplished with minimal modification 

to the parent pyridinium ROM structure (as illustrated in Figure 3.2). Consequently, we considered 

the possibility that this unique method of enhancing pyridinium ROM solubility may break the 

conventional solubility/viscosity paradigm, which suggests RFB solutions with sufficiently high 

concentration of active material will suffer from high viscosity. Herein, we present a study on the 

impact of ROM concentration on viscosity and conductivity for a series of 4-aryl-2,6-

dimethylpyridinium salts in acetonitrile.   
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Figure 3.2 Comparison of strategies used to increase ROM solubilities and the resulting 

viscosity and conductivity trends. (A) An example of a conventional strategy (i.e., adding PEG 

chains) used to increase viologen 12,13 ROM solubility. (B) An alternative approach promoting CH-

 interactions in pyridinium76 ROMs (bottom) with their respective viscosities and conductivities 

at increasing concentrations in acetonitrile. (C) Ideal ROMs have low dynamic viscosity (< 10 

mPa⋅s) and high conductivity (> 5 mS cm-1) at elevated concentrations (> 0.5 M).51,52 

Viscosity is a fundamental property of NRFB solutions that is complex and critical for dictating 

the economic viability of any proposed flow battery. Highly viscous electrolyte solutions require 

higher energy demand to pump the active NRFB fluid through a porous electrode during charging 

and discharging. Consequently, solution viscosity is a significant factor for determining 

performance and operating costs.67,135 In addition to cost, highly viscous RFB solutions are 

intrinsically linked to performance limitations, as shown by the Stokes-Einstein equation, 
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𝐷 =
𝑘𝐵𝑇

𝛼𝜋𝑑
 

(Eq. 3.1) 

where D is solute diffusivity, kB is the Boltzmann constant, T is absolute temperature,  is a 

coefficient that arises from the boundary conditions of the solute-solvent interface (where  ranges 

from 4 for no-slip to 6 for slip conditions),  is the dynamic viscosity, and d is the molecular 

diameter.136 Viscosity of NRFB solutions is inversely proportional to ROM diffusivity as well as 

solution conductivity, both of which are critical for achieving high power densities.131,137 Recent 

works have explored the effect of varying either ROM or supporting electrolyte salt concentrations 

in non-aqueous systems on the properties, such as ionic conductivity and viscosity, of the 

corresponding electrolyte solution.53,55,131,138 While ionic conductivity gradually decreases with 

increasing concentration for non-ionic ROMs, for ionic ROMs and supporting electrolyte, the 

relationship between concentration and ionic conductivity is parabolic, increasing at low 

concentration but decreases after reaching a maximum value.137 The dependence of viscosity on 

solute concentration is proportionally similar for both ionic and nonionic solutes; as concentration 

increases, viscosity increases asymptotically. Therefore, it is desirable to identify molecular design 

strategies to increase both the concentration of maximum conductivity and the onset of exponential 

increase in viscosity with concentration.  

Identifying structure-property relationships in ROMs is complicated by the often-limited 

ability to systematically vary steric and electronic influence of a parent ROM’s substituents. 

Recently, we reported a modular synthetic procedure to prepare a diverse library of N-substituted 

4-aryl-2,6-dimethylpyridinium derivatives.76 These ROMs provide a modular, rigid core structure 

that is ideal for probing structure-property relationships.  Furthermore, they are promising anolyte 

candidates, exhibiting exceptionally low reduction potentials, persistence in the radical state, and 

high solubility in multiple polar aprotic solvents. Herein, we assess the electrochemical 



 57 

characteristics of this uniquely modular class of pyridinium ROMs and evaluate the viscosity and 

ionic conductivity as a function of concentration for a representative selection of molecules. 

Diffusion coefficients are measured by cyclic voltammetry for each pyridinium derivative in 

acetonitrile to provide insight into solute-solvent interactions. Additionally, solution viscosities 

and conductivities of a representative selection of pyridiniums in acetonitrile are measured at 

variable concentrations to determine the impact of CH- interactions on these critical 

physicochemical properties as ROMs approach their solubility limits in acetonitrile.  

3.2 Methods 

3.2.1 Materials 

All synthetic starting materials, including 2,6-dimethyl--pyrone (Ambeed), Grignard reagents 

(Alfa Aesar or Sigma-Aldrich), and all amines (various sources) were of the highest purity 

available and used as received. Arylmagnesium bromides were purchased as 1 M solutions in THF 

from Sigma-Aldrich or Thermo Scientific. Anhydrous tetrabutylammonium hexafluorophosphate 

(99.8%) was purchased from MilliporeSigma. The acetonitrile used during electrochemical 

evaluation was purchased from Acros Organics (99.9%, Extra Dry over Molecular Sieve, 

AcroSeal) and the acetonitrile used to make conductivity and viscosity solutions was purchased 

from Oakwood Chemical (HPLC grade). 

3.2.2 General Synthesis of 2,6-Dimethylpyridiniums 

All pyrylium intermediates were synthesized following a modified procedure reported by 

DiMauro and Kozlowski and all pyridiniums were synthesized using procedure previously 

reported by the Hickey lab.76,139,140 A complete analytical summary for all compounds used for 

electrochemical testing is available in the Supplementary Information of Hickey lab paper.76 

Method for synthesis and analysis for compounds used in viscosity and conductivity 
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determinations are described. The pyridinium compounds synthesized were analyzed by UPLC 

(Ultra Performance Liquid Chromatography) for purity.  

3.2.2.1 Synthesis of 2,6-Dimethylpyrylium Intermediate 

In an oven-dried 250 mL round bottom flask, 2,6-dimethyl--pyrone (27 – 34 mmol) was 

dissolved in THF (120 – 140 mL) under nitrogen and cooled to 5 °C in an ice bath. One equivalent 

of aryl magnesium bromide (in a 1 M solution with THF) was added dropwise to the stirring 

solution. After the addition, the reaction mixture warmed to room temperature over an hour.  Boron 

trifluoride diethyl etherate solution was added to the stirring reaction mixture, yielding a 

precipitate that was isolated by filtration and washed with diethyl ether.  The intermediate pyrylium 

product was purified by recrystallization in a 1:1 water/methanol mixture (yields ranged from 40% 

to 48%). 

3.2.2.2 Synthesis of 2,6-Dimethylpyridinium 

The desired pyridinium derivatives were generated by reacting the respective pyrylium 

intermediate with a primary amine. In a 50 mL round bottom flask equipped with a magnetic stir 

bar and condenser, 4-substituted 2,6-dimethyl-pyrylium tetrafluoroborate (9 – 18 mmol) was 

suspended in ethanol. Approximately 1.2 equivalents of the corresponding primary amine were 

added, and the mixture was refluxed for 4 hours under flowing nitrogen. The solution was cooled 

to room temperature overnight and diluted with diethyl ether. The precipitate was isolated by 

filtration and dried under vacuum to afford a solid product (yields ranged from 45% to 68%). 

3.2.2.3 UPLC Method Details 

UPLC analysis was completed using a Waters Acquity UPLC© (H Class Plus) using a 

photodiode array (PDA) detector. The method used a gradient of two phases: phase A (Aqueous 

pH 4.5 buffer sodium acetate per acetic acid buffer at 10 mM capacity, ammonium acetate as ion 
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pairing agent at 9mM, yellow) and phase B (Acetonitrile, blue). The method was applied with an 

injection volume 3 uL and a  flow rate of 0.5 mL min-1 using a Waters Acquity UPLC© Column 

(BEH C18 1.7 um 2.1x50 mm). 

 

 
Figure 3.3.UPLC method visualization of phase distribution vs. elution time. 

3.2.3 Cyclic Voltammetry 

Cyclic voltammograms (CVs) of all pyridinium derivatives were measured in a nitrogen 

atmosphere glovebox using a Metrohm MultiAutolab M204 Potentiostat. Solutions used for 

electrochemical experiments contained 1 mM pyridinium, 1 mM ferrocene as an internal 

reference, and 100 mM tetrabutylammonium hexafluorophosphate in acetonitrile (99%, Extra Dry) 

as the supporting electrolyte. Experiments were performed using 3 mm glassy carbon working 

electrode and a non-aqueous Ag/Ag+ reference electrode (10 mM AgNO3 in acetonitrile) at 22 °C.  

Please note that iR compensation was not used for any CV measurements. 

For reversibility assessments, CVs were collected at a scan rate of 200 mV s-1. The anodic peak 

current (ipa) was divided by the cathodic peak current (ipc) to yield the peak height ratio, and the 

potentials at peak anodic current (Eipa) and cathodic current (Eipc) were used to measure peak-to-

peak separations.  

For determination of diffusion coefficients, CVs were performed at scan rates of 20, 50, 100, 

200, 400, 800, 1200, and 1600 mV s-1. Peak currents (anodic and cathodic, ipa and ipc
 respectively) 

were plotted vs the square root of the corresponding scan rate (mV s-1) to give a linear trend 
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consistent with the Randles-Sevcik equation to determine diffusion coefficients of each derivative. 

A detailed description of diffusion coefficient calculation can be found in the Appendix B.33 

3.2.3.1 Reversibility Determination: Peak Height Ratio & Peak-to-Peak Separation 

Cyclic voltammograms (CVs) of all pyridinium derivatives were measured in acetonitrile with 

ferrocene as an internal redox standard, and all redox couples were found to be completely 

reversible. CVs were collected at a scan rate of 200 mV s-1. The anodic peak current (ipa) was 

divided by the cathodic peak current (ipc) to yield the peak height ratio. The difference in 

corresponding potential for anodic peak current (ipa) and cathodic peak current (ipc) gave the peak-

to-peak separation value (V). 

3.2.3.2 Diffusion Coefficient Calculation from Pyridinium Crystal Structures 

Diffusion coefficients were estimated for the oxidized form of pyridinium ROMs from the 

Stokes-Einstein equation ((Eq. 3.1).141,76 The diameter of pyridinium species was calculated as the 

average of the maximum diameter along the N-to-C4 axis of the pyridinium ring and the maximum 

diameter perpendicular to this axis. This was done to account for the non-spherical shape of 

pyridinium ROMs.  

3.2.3.3 Electrochemical Diffusion Coefficient Determination, from CV 

Cyclic voltammograms (CVs) of all pyridinium derivatives were measured in acetonitrile with 

ferrocene as an internal redox standard, and all redox couples were found to be completely 

reversible. CVs were collected at scan rates of 20, 50, 100, 200, 400, 800, 1200, and 1600 mV s-1. 

The peak currents (anodic and cathodic, ipa and ipc
 respectively) were related to square root of the 

corresponding scan rate (mV s-1) using the Randles-Sevcik equation: 

𝑖𝑝 = 0.4463 𝐴 𝐶0 (
𝑛3𝐹3𝑣𝐷0

𝑅𝑇
)

1/2

 
(Eq. 3.2) 



 61 

where ip is the peak current, A is the surface are of the electrode (0.071 cm2), C0 is the bulk 

concentration of pyridinium (1x10-6 mol cm-3), n is the number of electrons transferred (1 

electron), F is Faraday’s constant (96485 C mol-1), R is the ideal gas constant (8.314 J mol-1K-1), 

and T is the absolute temperature (295 K). Experiments were performed using 3 mm GCE working 

electrode and Ag/Ag+ reference electrode with 100 mM tetrabutylammonium hexafluorophosphate 

in acetonitrile as the supporting electrolyte at 22 °C and 200 mV s-1 under a N2 atmosphere. Using 

a rearrangement, based on the linear relationship of peak height vs. square root of the scan rate (ipa 

and ipc (A)  vs. 𝜐1/2 (V s-1)1/2), the diffusion coefficient (D0, cm2 s-1) can be determined using the 

theoretical value of the slope.142 DR is the diffusion coefficient based on the anodic (i.e., the 

reduced pyridinium) component of the CV scan, and DO is the diffusion coefficient based on the 

cathodic (i.e., oxidized pyridinium) component of the CV scan. 

𝐷0 = (
𝑠𝑙𝑜𝑝𝑒

0.4463𝑛𝐹𝐴𝐶0
)

2 𝑅𝑇

𝑛𝐹
 

(Eq. 3.3) 

3.2.3.4 Correlation Between Redox Potential and Hammett Parameters 

Hammett substituent constants were taken directly from literature sources,143 when available, 

or were calculated using open-source substituent property prediction software.144 The sum of 

sigma-para substituent constants for the 4-aryl and N-substituents of the 2,6-dimethylpyridinium 

ring correlate strongly (R2 = 0.9) to the experimental reversible redox potential of the 

corresponding pyridinium ROM.  

3.2.4 Charged Solution Shelf Stability  

Cyclic voltammograms were used to assess decomposition in reduced pyridinium solutions in 

propylene carbonate. Solutions of 10 mM pyridinium and 500 mM tetraethylammonium 

tetrafluoroborate in propylene carbonate were prepared in a 25 mL volumetric flask. Prior to 

charging, pyridinium solutions were dried for 12 hours over 3 Å molecular sieves and purged with 
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N2 for 30-40 minutes. All subsequent electrochemical charging and measurements were conducted 

in a glovebox under a N2 atmosphere.  

In a symmetrical H-Cell, solutions were charged (reduced) first at a constant current of 5 mA 

to a -1.65 V potential cutoff, then further charged (reduced) at a constant current of 2.5 mA to a -

1.65 V potential cutoff. Each half of the H-Cell contained 10 mL of pyridinium solution. The 

working and counter electrodes were composed of carbon felt Sigracet 6EA attached to steel wire 

using wire glue. Solution charging was conducted with a 3-electrode arrangement using a Ag/Ag+ 

reference electrode. After charging, the reduced pyridinium solution was promptly removed from 

the H-Cell and isolated in a vial.  

The isolated charged solutions were evaluated daily by CV and visual inspection of color. 

Daily CVs were performed using 3 mm GCE working electrode, platinum plated titanium rod 

counter electrode, and a Ag/Ag+ reference electrode at 25 °C under a N2 atmosphere. CVs were 

collected at 100 mV/s between 0 to -1.65 V every day to assess change in concentration or loss of 

material. Additionally, CVs were measured at 100 mV/s between 1.1 to -1.65 V at the first and 

last day of the shelf stability study to assess changes in concentration, loss of material, and 

formation of decomposition products. 

3.2.5 Viscosity 

Kinematic viscosities for solutions of compounds 3, 5, and 17 were evaluated at variable 

concentrations in pure acetonitrile using a calibrated Ubbelohde viscometer (Cannon, Size 0). 

Concentration ranges were selected based on the maximum solubility in acetonitrile; 0.96, 0.48, 

0.24, 0.12, and 0.06 mM for 1, 0.29, 0.15, 0.07, 0.04, and 0.02 mM for 3; 0.32, 0.16, 0.08, 0.04, 

and 0.02 mM for 5; 0.68, 0.34, 0.17, 0.09, and 0.04 mM for 17. Solutions were made by saturating 

acetonitrile (HPLC grade) with each compound at ambient temperatures in a graduated cylinder, 
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then adding 3-5 mL of pure acetonitrile (to avoid precipitation in the highest concentration 

solutions occurring with slight temperature fluctuations). The initial solution was diluted by half 

with pure acetonitrile, and subsequent serial dilutions were prepared for a total of five 

concentrations for viscosity measurements. The viscosity of pure deionized water and pure 

acetonitrile were measured in the same viscometer to confirm calibration ranges and establish 

viscosities at ambient temperature. Ambient temperature was recorded at the start of each 

measurement (19.3 C  0.4 C). Reported values include the average of five consecutive 

measurements and their standard deviations.  

The density of each solution was measured to calculate dynamic viscosity from the 

corresponding kinematic viscosity. Densities were measured by weighing 100 L of each solution 

at ambient temperature. Dynamic viscosities were calculated by multiplying the measured 

kinematic viscosity by the corresponding density for each solution.   

3.2.6 Viscosity Interpretation (Jones-Dole Equation) 

Concentration-dependent viscosities for salt solutions in the high concentration  regime have 

previously been described using the extended Jones-Dole equation: 

A. 
𝜂(𝑐)

𝜂𝑠
= 1 + 𝐴√𝑐 + 𝐵𝑐 + 𝐷𝑐2 (Eq. 3.4) 

where η(c) and ηs are the viscosities of the pyridinium/acetonitrile solution and pure acetonitrile 

solvent, respectively.145  The empirical coefficients A, B, and C have been interpreted – using a 

variety of theoretical treatments – as molecular descriptors of ion- ion or ion-solvent interactions. 

The Ac1/2 
term can be interpreted using Falkenhagen Theory to describe direct ion-ion (Coulombic) 

interactions, the Bc term has been used to describe solvent-mediated ion-ion interactions (i.e., ions 

are “structure makers” if B > 0 and “structure breakers” if B < 0), and Dc2 has been used to describe 

long range Coulombic interactions between ions. Concentration-dependent viscosity 
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measurements for compounds 1, 3, 5, and 17 were fitted using the extended Jones-Dole equation 

above. Based on the structure maker/breaker interpretation of the B-coefficient, data for all 

compounds was fit with positive B-coefficients and would be considered structure makers. This 

description is also appropriate if the data is fit to a modified Jones-Dole equation that does not 

include the A-coefficient term (which has a small influence on the expression in the high 

concentration regime).145146147 

3.2.7 Conductivity  

Solution conductivities of compounds 1, 3, 5, and 17 were evaluated at variable concentrations 

in acetonitrile using an Orion Star A212 Conductivity Meter (ThermoScientific).  Solutions of 

each representative pyridinium were prepared as described above for viscosity measurements. The 

conductivity of pure deionized water and pure acetonitrile (HPLC grade) were measured to 

establish conductivities at ambient temperature. Ambient temperature was recorded at the start of 

each measurement (17.6 C  0.5 C). Reported values include the average of three consecutive 

measurements and their standard deviations. 

3.3 Results and Discussion 

For this study, we prepared a library of 23 structural derivatives of N-substituted 4-aryl-

2,6-dimethylpyridinium tetrafluoroborate salts using a modular synthetic approach as described 

previously. Pyridiniums were derivatized by either varying the N-substituent or modifying the 4-

aryl ring, and the library was selected to contain sufficient steric and electronic variation at both 

positions to elucidate broader structure-property relationships for this class of pyridinium ROMs. 

Variation of the 4-aryl ring was limited to either all hydrogen (i.e., the parent unmodified phenyl 

ring) (1, 3, 4, 5, 7, 18), 4-methyl (2, 8, 9, 10, 11, 13, 15, 21, 22), 2,4-dimethyl (12, 19, 20), or 4-

methoxy (6, 14, 16, 17, 23) substituents; however, variation of the N-substituent represents a wider 
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range of functionality, including flexible butyl or oligoether chains, and sterically hindering aryl 

rings with either electron donating or withdrawing substituents. The breadth of substituent 

variations spanning across all 23 compounds is particularly valuable in revealing the less 

predictable, combined effects of electron density and sterics in the 4-position and N-position. 
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Figure 3.4 Summary of molecular structures and representative cyclic voltammograms. 

(Top) Structure and corresponding reversible redox potential (V vs. Fc/Fc+) for all 23 pyridinium 

ROMs studied. (Bottom) Representative cyclic voltammograms (CVs) for each pyridinium ROM 

(1 mM active species) in acetonitrile. Experiments were performed using 3 mm GCE working 
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Figure 3.4. (cont’d) 

electrode and Ag/Ag+ reference electrode with 100 mM tetrabutylammonium hexafluorophosphate 

in acetonitrile as the supporting electrolyte at 22 °C and 200 mV s-1 under N2 atmosphere. 

3.3.1 Electrochemistry 

To initiate our investigation, we first measured standard electrochemical properties of each 

pyridinium using cyclic voltammetry (CV) as shown in Figure 3.4. Redox potentials of the series 

of 23 compounds evaluated spans from -1.54 to -1.77 V vs. ferrocene, and CVs reveal that every 

derivative exhibit good electrochemical reversibility (i.e., peak current ratio = 1 and peak-to-peak 

separation less than ~100 mV). It should be noted that compounds are numbered by decreasing 

redox potential, thus compound 1 has the most positive reduction potential and compound 23 has 

the most negative reduction potential. For anolyte ROMs, such as pyridiniums, more negative 

reduction potentials are desirable because both energy and power densities are dependent on the 

difference in catholyte oxidation potential and anolyte reduction potential. It is commonly 

understood that the electronic nature of substituents on a parent ROM influences the corresponding 

reduction potential.38,56,57 Electron withdrawing groups pull electron density away from the core 

structure, making reduction easier (thus resulting in more positive redox potentials), while electron 

donating groups have the opposite effect, making reduction more difficult (thus resulting in lower 

redox potentials).  

The influence of substituent electronics on redox potential can be observed across the library 

of pyridiniums. We can see these effects of certain substituents demonstrated across this library of 

molecules. Compounds 1 and 2 contain electron-withdrawing trifluoromethylphenyl N-

substituents and exhibit the most positive redox potentials, while 22 and 23 contain electron-

donating aliphatic chains as N-substituents and exhibit the most negative redox potentials in the 

library. Pyridinium redox potentials generally follow a Hammett relationship, in which redox 

potential is directly proportional to the sum of Hammett substituent constants (σp) for groups on 
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the N- and 4-position of the parent 2,6-dimethylpyridinium ring.146 This trend is illustrated in 

Figure 3.5; however, there are three notable (12, 19, 20) outliers that all contain 2,4-

dimethylphenyl groups as the 4-substiuent. The presence of a 2-methyl group on the 4-aryl 

substituent introduces enough steric hindrance to cause the 4-aryl ring to deviate from the 

pyridinium plane, thereby disrupting the overlap between the p-orbitals of the two rings. This 

disruption alters the inductive influence of the 4-aryl ring on the redox-active pyridinium ring and 

may account for the deviation from pure Hammett behavior.  Taken together, these trends provide 

insights towards which functional groups may produce desirable properties in future iterations of 

pyridinium molecules. In addition to redox potentials, CV data was used to extract diffusivities for 

pyridinium ROMs in our library.  

 

Figure 3.5. Redox potential of pyridinium ROMs follows a Hammett relationship. Reversible 

redox potential for all 23 pyridinium ROMs vs. the sum of Hammett p parameters for the 4- and 

N-substituents.146 Pyridiniums with 4-phenyl, 4-(p-methoxyphenyl), and 4-(p-methylphenyl) 

substituents (blue circles) correlate strongly to the sum of Hammett parameters, whereas 

pyridiniums with 4-(2,4-dimethylphenyl) (red squares) are notable outliers.  

Diffusion coefficients (or diffusivities) are commonly measured as an initial assessment of 

electrode kinetics and provide critical information about how ROMs behave in solution. The 
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diffusion coefficients for the oxidized and reduced forms of all 23 compounds were determined by 

collecting cyclic voltammograms (CVs) at variable scan rates and applying the Randles-Sevcik 

relationship.33 For the pyridiniums studied, most exhibited diffusion coefficients that range from 

3 x 10-6 cm2 s-1 and 9 x 10-6 cm2 s-1; however, the most rapid diffusion coefficients of D = 1.9 x 

10-5 cm2 s-1 and D = 1.4 x 10-5 cm2 s-1 for the oxidized forms of 3 and 10 respectively, were 

approximately twice as fast. For dilute solutions in which solution viscosity is the same for all 

pyridiniums, the Stokes-Einstein (SE) equation ((Eq. 3.1) suggests that diffusivity should change 

linearly with the Stokes radius. A plot of diffusion coefficients measured by CV for all 23 

pyridiniums versus the diffusion coefficient calculated from the SE equation (using the molecular 

radii extracted from previously published crystal structures of each pyridinium, details provided 

in the Appendix B) is shown in Figure 3.6. The SE equation generally provides an accurate 

estimate of the measured diffusion coefficient based on the crystal lattice-derived molecular radius 

(where small deviations are within experimental error); however, it significantly underpredicts the 

diffusivities of 3 and 10 which are significantly faster despite having a similar molecular radius to 

the other measured pyridiniums.  

One possible explanation for this faster than expected diffusivity may be related to the 

interaction between 3 or 10 with the surrounding solvent. The  term in the SE equation describes 

the friction between the solute and surrounding solvent, where  = 6 is used for no-slip conditions 

(i.e., strong solvent-solute friction) and  = 4 is used for slip conditions (i.e., weak or no solvent-

solute friction).147 For most dilute electrolyte solutions, no-slip conditions ( = 6) provide an 

accurate estimate of diffusivity. If we assume that 3 and 10 interact more weakly with the solvent 

(i.e., allow  = 4), then their predicted diffusivities are more closely aligned with the measured 

values. While this interpretation is highly speculative and requires further experimental 
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investigation, the observation suggests that this class of pyridiniums exhibits physicochemical 

behavior which deviates from that predicted using simple molecular descriptors (e.g., Stokes 

radius).  

 

Figure 3.6. Diffusion coefficients measured by CV vs calculated from Stoke-Einstein for 

pyridiniums in acetonitrile. Calculated diffusion coefficients were determined from the Stokes-

Einstein equation147 based on the crystal structure-derived radius and using either the coefficient, 

 = 6 (blue circles) assuming the no-slip condition, or  = 4 (red circles) assuming slip conditions. 

Measured diffusion coefficients were determined from CVs at variable scan rates and applying the 

Randles-Sevcik relationship.33 Experiments were performed using 3 mm GCE working electrode 

and Ag/Ag+ reference electrode with 1 mM pyridinium and 100 mM tetrabutylammonium 

hexafluorophosphate in acetonitrile as the supporting electrolyte at 22 °C under a N2 atmosphere. 

3.3.2 Charged Solution Shelf Stability 

Although derivatives of pyridiniums in previous works have shown improvements in charge-

discharge cycling as a result of strategic molecular design choices, the current library of derivatives 

may demonstrate changes in electrochemical stability. To perform a preliminary study on the 

storage stability of the charged solution, independent of other system components (i.e., electrode 

material, flowing conditions, tubing, etc.), four selected pyridiniums were reduced in propylene 

carbonate and monitored by CV for degradation. As shown in Figure 3.7, for all derivatives, the 
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starting solutions (before reduction by bulk electrolysis) by CV show a single reversible peak 

around -1.2 V vs. Ag/Ag+; all CVs on day 9 show the same reversible peak as well as the 

development of new, irreversible peaks between 0.6 V to 0.8 V vs. Ag/Ag+. Evidence of charge 

loss by change in current response in daily CVs are shown in Appendix B from Figure B.1 to 

Figure B.5. These results suggest that the charged pyridinium species may be reacting to form the 

decomposition products that are reflected by the irreversible electrochemistry. The electrochemical 

storage stability is a result of numerous solution variables such as supporting electrolyte, solvent, 

charging process, electrode materials, and impurities; future assessment will expand on the testing 

conditions to determine if the degradation occurring in these experiments can be mitigated.  
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Figure 3.7 Shelf storage stability studies in propylene carbonate. Selected pyridiniums were 

charged by bulk electrolysis and electrochemical degradation was monitored daily for 9 days by 

cyclic voltammogram. Solutions contained 10 mM pyridinium and 500 mM tetraethylammonium 

tetrafluoroborate in propylene carbonate. Daily CVs were performed using 3 mm GCE working 

electrode, platinum plated titanium rod counter electrode, and a Ag/Ag+ reference electrode at 25 

°C under a N2 atmosphere. 

3.3.3 Viscosity 

Pyridinium-based ionic liquids have been of previous interest for a variety of industrial 

applications, and some studies have explored how viscosity is influenced by varied substitution, 

aliphatic chain length, and counterions for simple pyridinium ionic liquids.148–150 Changes in 

viscosity from these studies has been rationalized by effects of hydrogen bonding and Van der 
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Waals interactions; however, efforts to predict these behaviors is limited. Furthermore, many 

structure-viscosity correlations suggest that the incorporation of flexible aliphatic chains or 

oligoether chains (often used to improve ROM solubility) strongly correlates to substantially 

increased viscosity at concentrations approaching or exceeding 1 M in polar aprotic solvents.151 

Our recent work demonstrated the ability to achieve high ROM solubility without long, flexible 

substituents by exploiting intermolecular CH- interactions. Based on this, we hypothesized that 

pyridiniums known to exhibit CH- associations may not suffer from similar increases in viscosity 

at high concentrations.  

 

Figure 3.8. Concentration dependent dynamic viscosities in acetonitrile. Compound 1 (green 

diamonds), compound 3 (purple triangles), 5 (pink squares), and 17 (orange circles) pyridiniums. 

Reported viscosity values represent the average of n = 5 replicates, and the error bars represent the 

respective standard deviations at (19.3 C  0.4 C).  

To test this hypothesis, we selected three pyridiniums previously determined to participate in 

varying amounts of CH- bonding and evaluated their kinetic viscosity at variable concentrations 

in acetonitrile. Compounds 1, 3, 5, and 17 were selected for their incremental structural variation 

with 4- and N-substituents as 4-phenyl/N-phenyl, 4-phenyl/N-mesityl, or 4-p-methoxyphenyl/N-
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mesityl, respectively. Additionally, 1, 3, 5, and 17 were previously shown to exhibit either limited 

(3, 5), moderate (1) or extensive (17) CH- solute-solute interactions.  

A plot of dynamic viscosity vs pyridinium concentration is shown in Figure 3.8 and reveals a 

positive linear relationship between viscosity and concentration as each pyridinium nears their 

respective solubility limits in acetonitrile. This general trend is consistent with previously reported 

ROMs in polar aprotic solvents; however, the magnitude of their dynamic viscosities was found 

to be exceptionally low. The resulting dynamic viscosities for all three derivatives nearing their 

maximum solubility (in acetonitrile at 19.3 C  0.4 C) were measured as 1.19  0.05 mPa⋅s (at 

1.0 M for 1), 0.521  0.016 mPa⋅s (at 0.3 M for 3), 0.482  0.003 mPa⋅s (at 0.3 M for 5), and 0.856 

 0.006 mPa⋅s (at 0.7 M for 17). For comparison, many NRFB ROM solutions suffer from dynamic 

viscosities exceeding 10 mPa⋅s at 0.5 M in comparable solvents.47,152 Additionally, the dynamic 

viscosities of pyridinium solutions were all measured to be near or lower than that of pure water, 

which was measured to be 1.00 mPa⋅s with the same experimental procedure and conditions. While 

there was no observed correlation between viscosity and CH- interactions for the set of 

compounds (and experimental conditions) tested, the low viscosities in acetonitrile highlight the 

promise of this class of pyridinium ROMs for NRFB applications.  

3.3.4 Viscosity Interpretation (Jones-Dole Equation) 

The concentration-dependent viscosity measurements  for compounds 1, 3, 5, and 17 were fitted 

using the extended Jones-Dole equation and results are summarized in Figure 3.9. It should be 

noted that the physical interpretation of the A-coefficient is based on the assumption that an ion has 

a higher probability of interacting with an ion of opposite charge rather than on of the same charge 

in solution.153 While this is generally a reasonable assumption, several of the pyridinium ROMs 

studied here are known to form transient self-complimentary complexes in solution caused by 
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attractive CH- dispersion interactions (in both the concentrated regime and approaching the dilute 

regime). This type of cation-cation association has been experimentally observed and is in direct 

contradiction with the premise described by Falkenhagen in 1931. This may account for the 

negative values of the A-coefficient measured for compounds 1 and 17, as shown in Figure 3.9, a 

value that should be exclusively positive according to theory and extensive experimental studies. 

Furthermore, there has been a significant amount of recent skepticism regarding  the ability of the 

B-coefficient to act as a unique and reliable molecular descriptor for small sample sizes of 

electrolytes.154 Any interpretation of these coefficients should be done with caution as the solute 

interactions associated with the designation of “structure-maker” have not been independently 

established for these compounds at high concentrations. 



 76 

Figure 3.9. Concentration-dependent viscosities of (A) 1, (B) 3, (C) 5, and (D) 17 fitted to the 

extended Jones-Dole equation in acetonitrile at 19.3 ºC ± 0.4 ºC. Fitted coefficients (A, B, and 

D) are presented in the inset of each plot. Mean viscosities are reported for each concentration with 

n = 5.  

3.3.5 Conductivities 

Another critical property for NRFB ROMs, ionic conductivity, is inversely impacted by 

increasing viscosity; so that with incremental increases in viscosity in acetonitrile, one would 

expect reduced diffusivities and subsequently diminishing conductivities (consistent with the 

Stokes-Einstein equation and the Nernst-Stokes relationship).67,131,137 At low concentrations of 

ionic ROMs in pure acetonitrile, increased viscosity is generally negligible and conductivity 

increases; however, as ROM concentrations generally approach ~0.4 M, increasing viscosity (and 



 77 

thus, decreasing ROM diffusivity) is sufficient to diminish the solutions ionic conductivity.137 

Consequently, large amounts of supporting electrolyte are necessary to maintain sufficiently high 

conductivity for practical operation of NRFBs.   

To determine whether similar trends would be observed for 2,6-dimethyl pyridinium salts, 

ionic conductivities were measured for solutions of 1, 3, 5, and 17 in pure acetonitrile at varying 

concentrations. The resulting plots of pyridinium concentration versus ionic conductivity (shown 

in Figure 3.10) reveal expected increases in conductivity with ROM concentration; however, in 

contrast to previous studies, the relationship between elevated pyridinium compound 

concentrations (and subsequent increases in solution viscosities) and conductivities of all solutions 

showed an approximately linear relationship up to the solubility limits of each species. The 

elevated concentrations that compound 17 could be assessed at, due to higher solubility, begins to 

show a plateau in conductivity, possibly corresponding to the influence of elevated viscosity 

having a dominant effect compared to the increased concentration of ions. Additionally, the 

maximum conductivities observed are 28.7 mS cm-1, 30.0 mS cm-1, 25.0 mS cm-1, and 32.8 mS 

cm-1 for compounds 1, 3, 5, and 17 respectively. Notably, the conductivities observed for 

compounds 1, 3, 5, and 17 in pure acetonitrile are surprisingly comparable to that of conductivities 

reported for solutions of acetonitrile with catholyte (i.e., TEMPO) and 0.1 to 1.5 M TBAPF6, where 

reported conductivities range from 7.1 to a maximum of 26.8 mS cm-1.138 These results suggest 

that to achieve similar solution conductivities, the pyridiniums solutions near their solubility limit 

may not require nearly as much supporting electrolyte, as an inert salt typically introduced to 

solution as a mechanism to increase solution conductivities.  The paired result of increasing 

conductivities with elevated viscosities, as these compounds approach their solubility limits in 
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acetonitrile, is remarkably encouraging and further promotes 2,6-dimethylpyridiniums as a 

promising class of anolytes.  

 

Figure 3.10. Concentration dependent conductivities in acetonitrile. Compound 1 (green 

diamonds), compound 3 (purple triangles), 5 (pink squares), and 17 (orange circles) pyridiniums. 

Reported conductivity values represent the average of n = 3 replicates, and the error bars represent 

the respective standard deviations at (17.6 C  0.5 C). 

3.4 Conclusions 

In conclusion we have assessed primary electrochemical properties and subsequent 

physicochemical properties critical in the development of 2,6-dimethylpyridiniums as a potential 

anolyte for application in organic non-aqueous redox flow batteries. We assessed 23 derivatives 

of 2,6-dimethylpyridiniums featuring structural variations in the 4-position and N-position. Redox 

potential was found to be predictably influenced by the electronic nature of the substituents at the 

4-position and N-position combined; however, some deviation was observed when sterics at the 

4-position cause divergence between the planes of the pyridinium ring and 4-aryl ring. 

Diffusivities in the low concentration regime were adequately predicted by the Stokes-Einstein 

equation with a few notable exceptions, which may indicate that there is significantly less friction 
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between solvent and solute than would be expected for organic salts in acetonitrile.  Notably, we 

observe a limited effect on solution viscosities for three selected pyridiniums (compounds 1, 3, 5, 

and 17), which will minimize the energy requirements pumping RFB solutions as well as improve 

the mass-transfer mechanisms occurring in solution. Additionally, the corresponding 

conductivities of compound 1, 3, 5, and 17 in pure acetonitrile near their solubility limits are 

comparable to solutions containing high concentrations of common non-aqueous supporting 

electrolyte, which may have implications in the formulation of pyridinium based RFB solutions. 

Overall, this library of 2,6-dimethylpyridiniums demonstrates robust electrochemistry, practical 

viscosities, and high conductivities in acetonitrile that further promote their candidacy as an 

anolyte for organic non-aqueous energy storage applications. 
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4 Chapter 4 Electrochemical Ammonia Production from Nitrates in Agricultural Tile 

Drainage: Technoeconomic and Global Warming Analysis3 

 

Figure 4.1. Chapter 4: Graphical Abstract. Nitrates from agricultural wastewater are harmful 

to human health and result in eutrophication. Technoeconomic and global warming potential 

analyses on several hypothetical nitrate capture and conversion systems for the recovery of nitrates 

from agricultural wastewater and conversion of nitrate to ammonia. The electrochemical 

technologies incorporated include: electrodialysis for nitrate separation, electrocatalysis for 

ambient ammonia production, and agrophotovoltaics. Despite advancements in nitrate separation 

and conversion, capital investments for system installation cannot be recovered by the financial 

benefit of on-site fertilizer production. Our analysis highlights the necessity of government 

intervention to promote nitrate abatement technologies to ensure environmental compliance and 

protect public health.  

 
3 This work is published as Samaroo, S.; Hickey, D. P. Electrochemical Ammonia Production from 

Nitrates in Agricultural Tile Drainage: Technoeconomic and Global Warming Analysis. AIChE 

Journal 2022, No. July 2022, 1–12. https://doi.org/10.1002/aic.17969. 
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4.1 Introduction 

Ammonia-based fertilizers are a critical component of commercial-scale farming around the 

world; however, the industrial-scale production and application of such fertilizers results in 

excessive nitrate concentrations in shared water resources that are correlated with algal blooms 

and negative human health impacts.155  The primary method for producing ammonia is the Haber-

Bosch process. As a result of global ammonia demand paired with the high energy consumption 

of this process, ammonia production is responsible for 1-2% of global energy use and 1.4% of 

global CO2 emissions.156,157 Although agricultural nutrient management has improved in the U.S. 

between 1970 and 1999, progress has plateaued and further improvements in efficiency are not 

anticipated.158  Commercial-scale agriculture is notorious for nonpoint source pollution, and a 

major share is attributed to fertilization practices.159 Nearly 80% of applied N escapes into the 

environment through several mechanisms, including leaching into the soil, dissolving into 

waterways, and escaping into the atmosphere.160,161  When ammonia is applied as fertilizer it enters 

the nitrogen cycle and is partially converted to nitrate in the soil.  After rainfall or irrigation, nitrate 

and unutilized ammonia migrates into communal water supplies. Employing point source pollution 

mitigation strategies to address these emissions on-site could circumvent the immense challenge 

of remediation after pollutants diffuse into the environment. In addition to the effects of excess 

nitrate pollution, reduction of global warming potential (GWP) is of immediate interest. As a 

result, several emerging electrified technologies, such as nitrate reduction electrocatalysis and 

electrodialysis, are targeted at decoupling ammonia production from the exorbitant rates of 

greenhouse gas (GHG) emissions concurrent with the Haber-Bosch process.74,75 Despite 

substantial improvements in these independent technologies, it remains unclear whether their 

combination in this application will result in the desired environmental outcomes. Consequently, 
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broad scope analyses are needed to provide adequate context for this ongoing technological 

expansion.  Accordingly, we considered the potential utility of performing a GWP analysis and 

technoeconomic analysis (TEA) for a hypothetical system that combines several emerging 

technologies aimed at capturing and recycling nitrates from agricultural wastewater; this analysis 

is meant to provide a snapshot of the current progress and remaining challenges in minimizing the 

environmental impact of agricultural nitrate waste. The hypothetical nitrate capture and conversion 

system evaluated herein, is designed to remove nitrates and produce ammonia on-site, with 

deliberate intention to reduce nitrate pollution while offsetting concurrent GHG emissions of 

traditional ammonia production. 

There is interest and optimism surrounding the environmental value of removing nitrate and 

converting it to ammonia using nitrate reduction catalysts; however, there is reasonable skepticism 

surrounding the capital investment, process volumes, product separation, and maintenance 

necessary to execute these processes at scale.72  Multiple individual technologies are currently in 

development that could be incorporated in a unified system which has the potential to recover 

nitrates and produce ammonia; specifically, electrodialysis for ion separation, electrocatalysis to 

produce ammonia, and agrophotovoltaics as a clean energy supply.73–75  A summary of each 

technology and its independent function is detailed in Figure 4.2.  These theoretical, combined 

systems can be designed to remove nitrate only (nitrate capture, NC) or remove nitrate and convert 

it to ammonia (nitrate capture and conversion, NCC).  Their energy demand can be supplied by 

the state electric grid or by an on-site solar array.  
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Figure 4.2. Three individual technologies that can be combined in a system that recovers 

nitrates by electrodialysis (A), converts the nitrates to ammonia through electrocatalysis (B), 

and that can be sustainably powered by agrophotovoltaics (C). 

It should be noted that several approaches to manage nitrate waste are established and currently 

practiced, including controlled drainage, variable N application rates, and crop rotations.162  

Ongoing research efforts to advance nitrate removal technologies include membrane separation, 

ion exchange, adsorption, tailwater recovery systems, and field denitrification beds (e.g. woodchip 

bioreactors).162–167  Furthermore, some emerging research efforts have demonstrated the ability to 

either produce or recycle unused ammonia.  To this end recent systems designed to treat leachates 

or wastewater have employed electrical reactors such as biofiltration paired with 

electrocoagulation.168,169  These applications employing microbial communities for denitrification 

show electric stimulation of bacteria can increase nitrate reduction (by enhancing enzyme activity) 

and will generate ammonia as a byproduct (through dissimilatory nitrate reduction to 

ammonium).166,170  Unfortunately, many existing and emerging nitrogen management strategies 

either manage nitrate waste without generating usable ammonia or they are aimed at recycling 

unused ammonia (in the form of ammonium salts) from animal waste and do not treat tile drainage 

for nitrates.170–173  Therefore, this work primarily focuses on emerging electrochemical 

technologies that can be combined to convert nitrogenous-waste to value added products, such as 
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ammonia and other fertilizers, thereby partially offsetting the GWP and financial cost associated 

with ammonia produced by the Haber-Bosch process.174,175  

Our study examines a hypothetical three-part NCC system based on the three technologies 

listed above that have been demonstrated individually on the lab-scale. A schematic of this 

hypothetical system is presented in Figure 4.3, where the Haber-Bosch system boundaries are 

shown independently as well as supplemented by an NCC system. In the first unit, nitrate is 

removed from agricultural wastewater and concentrated by electrodialysis.  In the second unit, 

nitrate is electrocatalytically reduced to ammonia under ambient conditions. Finally, the third unit 

consists of ammonia separation and storage stages to yield liquid ammonia fertilizer that can be 

stored on-site for future use.  When applied in consecutive fertilization cycles, the ammonia 

fertilizer produced is a value-added product that reduces fertilizer purchasing costs. However, the 

ability of revenue streams from ammonia generation to compensate for the cost of operation and 

installation of this technology remains unstudied.  To inform the prospective outlook of NCC 

systems, we compared them to NC systems at high or low nitrate recovery ranges and using 

electrical grid or solar energy sources. For each combination, we quantified the corresponding 

energy-use emissions and assessed technoeconomic feasibility.  

Figure 4.3. System boundaries for commercial Haber-Bosch produced ammonia compared 

to fertilizer produced by NCC systems that are supplemented by purchased commercial 

ammonia. 
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Independent electrochemical technologies, targeted at energy efficient nitrate separation and 

ambient ammonia production can be employed in tandem in NCC systems. The electrodialysis 

unit extracts nitrate ions from polluted water by applying a potential across a divided 

electrochemical cell.  The polarized electrodes create an electrostatic driving force to pull anionic 

nitrate across an ion-selective membrane from the parent water stream into a concentrate 

stream.176,177  Traditional electrodialysis systems use high voltages (4 - 6 V) to achieve efficient 

ion separation and exhibit substantial loss in separation efficiency at low ion concentrations. 

Electrodialysis systems utilizing a soluble redox-shuttling species (in contrast to a solid metal 

electrode) have been investigated as an alternative for water desalination.178–182  Redox shuttling 

electrodialysis systems can achieve ion separation at reduced voltages (0.2 - 0.5 V) resulting in 

lower energy consumption than present systems.74  Enhanced performance and low energy use are 

imperative qualities for technologies integrated in this remediation system.  

In stark contrast to the Haber-Bosch process, an electrocatalytic nitrate conversion cell can 

generate ammonia with high energy efficiency and under ambient temperature and pressure. 

Several electrocatalysts have been developed and can be employed to achieve fast nitrate reduction 

to ammonia at ambient conditions.75,183–185  Transition metals are of particular interest for nitrate 

reduction based on their electronic structure and are often designed as single metal, bimetallic or 

metal oxide style catalysts.  These emerging catalysts for aqueous nitrate reduction feature 

promising faradic efficiencies (between 55-99%) and high selectivity (between 62-100%).186  As 

an example, ruthenium nanocluster catalysts are particularly high-performing and capable of 

converting nitrate to ammonia at higher rates (5.56 mol gcat
-1 h-1) than the Haber-Bosch process. 

Additionally, this catalyst suppresses the competing hydrogen-hydrogen reduction reaction and is 



 86 

nearly 100% selective for ammonia formation, which is favorable when optimizing efficiencies of 

energy consumption.75,184  

To assess the maximum reduction in GHG emissions from energy consumption, we account 

for circumstances of NCC operation using on-site solar energy. Agrophotovoltaics (APVs) are a 

specific subset of solar arrays designed for agricultural applications. The primary challenge of 

applying standard solar panels to cropland is a conflict of land utilization. Standard solar arrays 

installed close to the ground can reduce sunlight to crops, hinder crop accessibility, and complicate 

navigation of crop equipment. APVs have been designed to address the sunlight and accessibility 

challenges through elevated solar array design and placement.187,188 Because solar power paired 

with energy storage can have significant influence on both global warming potential and system 

affordability, we evaluated NC and NCC system operations with dependence both on the local 

electrical grid as well as on-site solar. Using the electrical grid these NC and NCC systems would 

incur the cost of electricity use, thereby representing a more affordable and near-term use of the 

technology. In contrast, pairing the NCC system with APV technology would guarantee minimized 

emissions during operation. This configuration requires a significantly higher initial cost and may 

demonstrate an optimistic future application. Overall, employing a NC system can mitigate these 

environmental penalties, and the incorporation of energy efficient nitrate-to-ammonia conversion 

technologies can enable the generation of a valuable fertilizer product stream.  

When evaluating the economic viability of NC and NCC systems, it is important to precisely 

define the tradeoffs between total system costs and the value of regenerated ammonia combined 

with the environmental value of reduced nitrate emissions. In locations with lower crop yields, 

excessive application of fertilizer results in loss of nitrogen to the surrounding environment, and 

thus the loss of millions of dollars in fertilizer cost.189  The development of new nitrogen 
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management practices could minimize such losses while reducing the consequent environmental 

damage.  Despite the environmental and health benefits associated with the treatment and reuse of 

agricultural drainage, systems for such recycling efforts face prohibitively high capital investments 

and nontrivial modification of cropland.190 As the U.S. advances towards reducing GHG 

emissions, environmentally driven systems are becoming increasingly economically beneficial.4  

Unfortunately, farming operations face economic challenges associated with variability in 

agricultural practices, crop types, and rainfall; all of which can appreciably influence the practical 

application of NC and NCC systems. Therefore, comprehensive environmental and economic 

analysis of hypothetical NC and NCC systems is needed to inform the direction of ongoing 

research into the corresponding nitrate recovery and recycling technologies. 

Herein, we investigate the costs associated with reducing nitrate pollution, the financial benefit 

of converting nitrate to ammonia, and the economic impact of minimizing CO2 equivalents. To 

illustrate extremes in system costs, nitrate emissions reduction, and CO2 equivalents minimization, 

we compare eight theoretical cases of NC and NCC systems to a baseline Haber-Bosch process 

case. The eight cases include an NC or NCC system, assuming high or low nitrate recovery 

conditions, with energy supplied by the local electrical grid or by an on-site solar array.  

Additionally, we explore conditions that have the greatest opportunity to employ NC and NCC 

systems and introduce conceptual strategies to promote their implementation.  

4.2 Methods 

4.2.1 System Boundaries and Cases 

For the basis of this evaluation, we used data from an existing study assessing a nitrogen mass 

balance in a tile drained watershed (Big Ditch watershed in Champaign, Illinois – referred to as 

the “reference study” herein) between 2001-2002.191  This analysis assumes the use of tile 
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drainage, as it is widely used in the Midwest Corn Belt states (Illinois, Indiana, Iowa, Minnesota, 

and Ohio), and provides a distinct inlet source for a recovery system.192  Corn fertilization rates 

and schedules used throughout this work reflect the crops of the reference study, however this 

system may be applied to any crop requiring N based fertilizers. Corn fertilization primarily occurs 

over three months from April through June.193  Anhydrous ammonia was selected as the purchased 

form of fertilizer because it is widely used for corn crop fertilization for the average US farm.194,195  

After fertilizer is applied to fields, N is lost to the atmosphere and fixed into the corn as biomass. 

Importantly, only the fraction of nitrate leached into the soil and water can be recovered from 

drainage and converted to fertilizer. The fraction of N needed to fulfill crop needs that is not 

supplied by the recycled fertilizer, will be supplemented by commercial ammonia fertilizer that is 

assumed to be produced using the Haber-Bosch process as shown in Table 4.1. 

Table 4.1. Summary of evaluated inputs and outputs of the individual system boundaries for 

the base case and NCC systems as well as details pertaining to the feed acquisition, 

production processes, and transportation stages evaluated. 

Most recoverable nitrates concentrate in tile drainage throughout the fertilization months (April 

through June). The theoretical maximum %N recovery (TMNR) is calculated based on Equation 1, 

where mNH3 is the mass of yearly applied anhydrous ammonia (82 wt% N) fertilizer (kg NH3), 

CNO3 is the average concentration of nitrate (22.5 wt% N) in the tile drainage water (kg NO3
- L-1) 

from April through June, VTile is the total volume of water leaving the tile drainage (L) from April 

through June. Table C.3 in Appendix C shows the range of variation in TMNR. The values of 
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TMNR are influenced by fertilizer application, rainfall, agriculture practices, etc. TMNR provides 

a value estimating the proportion of recycled fertilizer (generated by the recovery system), that 

displaces the total required fertilizer for the following crop cycle. High TMNR values would 

indicate that high N concentrations escape through tile drainage and could be recovered to provide 

a substantial fertilizer supply to the farmer; this supply would offset considerable purchased 

fertilizer costs. In contrast, low TMNR values would indicate that agricultural practices are 

successfully mitigating environmental risks, but the amount of recovered N would not appreciably 

offset the annual amount of fertilizer that must be purchased.  

𝑇ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙 𝑀𝑎𝑥𝑖𝑚𝑢𝑚 %𝑁 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 (𝑇𝑀𝑁𝑅) =  
(𝐶𝑁𝑂3)(𝑉𝑇𝑖𝑙𝑒)(0.225)

0.82∗𝑚𝑁𝐻3
 * 100% (Eq. 4.1.) 

This assessment includes feed acquisition, processing, and fertilizer product transportation for 

three nitrate recovery conditions and identifies the variables that most strongly influence 

installation costs, operating costs, and energy use. The base case considers a farming business 

required to purchase anhydrous ammonia fertilizer produced by the Haber-Bosch process. Two 

alternative cases were evaluated at 1.6% TMNR and at 32% TMNR, studying a farm using a NCC 

system that produces recycled fertilizer and offsets the purchased fertilizer needs for the following 

year. Supplementary fertilizer was assumed to be purchased from the same source as the base case, 

varying only in the mass of fertilizer required.  The basis unit was held constant between cases at 

28,400 kg NH3 in the form of anhydrous ammonia. The basis unit was established by the average 

Illinois farm size (154 hectares) and fertilization rate (184 kg per hectare) of the reference study. 

This would require that approximately 28,400 kg anhydrous ammonia be applied yearly.195,196  

Purchased and recovered ammonia fertilizer allocation for the base case, 1.6% TMNR case, and 

32% TMNR case is detailed in Table 4.2. 
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Table 4.2. Distribution of nitrogen form and source for evaluated cases: base case and NCC 

cases. Case descriptions: (1) Base Case: 100% Haber-Bosch supplied anhydrous ammonia without 

nitrate removal, (2) 1.6% TMNR Case: TMNR = 1.6% (1,700 kg NO3
-) recovered and 

supplemented by purchased ammonia, and (3) 32% TMNR Case: TMNR = 32% (44,400 kg NO3
-

) recovered and supplemented by purchased ammonia. 

A total of eight scenarios and a baseline case were compared, and definitions for each case are 

summarized in Table 4.3. For each TMNR case, we considered several combinations of technology 

and energy sources. Comparing NC to NCC demonstrated the difference between pollution 

abatement alone and pollution abatement paired with ammonia production for local use. 

Additionally, we considered two different energy supplies to power the hypothetical NC/NCC 

systems: energy directly from the electrical grid, and locally collected solar energy.  These options 

contrast near-term, accessible electricity linked to GHG emissions production with a longer-term, 

electricity source that is not associated with GHG emission during system operation but requires 

an initial investment cost. The comparison highlights the cost of avoided GHG emissions in all 

NC and NCC systems considered.   

Table 4.3. Various arrangements of NC (nitrate capture) and NCC (nitrate capture and 

conversion) where electricity is supplied by either the state electrical grid (grid) or an 

installed, on-site APV system (solar). These configurations are evaluated for global warming 

potential, initial investment, and operational costs.  
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The rate of rainfall and tile drainage rates during April through June determines feed flow rates 

and nitrate concentrations. These rates were extrapolated from the reference study. The average 

nitrate concentration in the tile drainage during that time was 14.8 mg L-1 (2001-2002), which 

exceeds the EPA limit for allowable nitrate content (10 mg L-1).195  The average rainfall was 97 

cm (1971-2000); this rate was scaled by 25% to give the proportion of tile and riverine discharge 

from the Big Ditch watershed area, which was further scaled by 30% to give the proportion 

associated with rainfall from April through June – yielding 7.3 cm in tile drainage.  Across 154 

hectares, the total drained volume is 112 million liters. The theoretical maximum mass of 

recoverable ammonia based on average drainage is 457 kg ammonia, which is 1.6% of the average 

applied fertilizer N. Consequently, this represents a low-alternative TMNR case. The base case 

involved conversion of gaseous ammonia feeds produced using the Haber-Bosch process, which 

were further converted to the target fertilizer before being shipped to the farm location.  The 

calculated value of 1.6% N recovery represents a low-alternative case, and a hypothetical 32% N 

recovery (assuming average nitrate concentration in the tile was 297 mg L-1) represents a high-

alternative case. 

4.2.2 Nitrate System Design 

The proposed nitrate recovery system is composed of three primary operating units: first, 

nitrate recovery by electrodialysis; second, nitrate reduction to ammonia by electrocatalysis; and 

third, the ammonia purification and storage.  As detailed in Figure 4.4, tile drainage will be pumped 

to an electrodialysis unit where the nitrate will be extracted and concentrated at 1 M NO3
- into a 

potassium hydroxide (KOH, 1 M) stream.  Once the nitrate is isolated in the basic, aqueous stream, 

it is passed to the electrocatalysis unit.  
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Figure 4.4. The process flow diagram for the proposed system for NCC as a method to 

generate anhydrous ammonia fertilizer from tile drainage water containing excessive nitrate 

concentrations. The NC system (red dashed line) demarks the equipment necessary to capture 

nitrate. The NCC system (green dashed line) shows all equipment necessary to both capture nitrate 

and generate, separate, and store ammonia.  

Following the separation unit, the nitrates are reduced to ammonia using a recently reported 

ruthenium-based electrocatalyst (Ru-ST-12), which operates most efficiently under alkaline 

conditions (~1 M KOH) and at high nitrate concentrations (~1 M NO3
-).75  Electrochemically 

generated ammonia is separated from the 1 M KOH solution by an air stripping column, and the 

ammonia gas is compressed, condensed, and stored. Once the 1 M KOH solution is fully stripped 

of ammonia, it can be recycled for further extraction of nitrate in the electrodialysis unit.197,198  

Potassium hydroxide storage tanks are paired with the electrodialysis unit to extract the nitrate ions 

during the three to four months of high nitrate loss to the environment. The operating time required 

for ammonia stripping was varied based on the total ammonia to be removed. 

Sizing and energy use of the sump pump and electrodialysis (ED) unit are dictated by 

fluctuations in local rainfall (data for this study is from Champaign, Illinois).  The sump pump, 
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electrodialysis unit, and the nitrate storage make up the NC system. Sizing and operation 

parameters of all remaining equipment associated with nitrate recycling is dictated by the 

anticipated TMNR.  The NCC system is anticipated to operate roughly three months (April-June) 

of the year and have an extended period following the fertilization season to isolate and store the 

final product. This timeline indicates that the nitrate reduction and final conversion stages could 

reasonably run at low fertilizer production rates, and thus consume less energy by selecting 

efficient rates rather than executing rapid production targets. It should be noted that heterogeneity 

in field topography and relative placement of the system are expected to introduce variation in 

pumping requirements, but such variations were not considered for this study. 

All equipment was scaled to account for the maximum expected rainfall; however, average 

rainfall was used to estimate energy consumption during operation.  To represent a range of 

realistic fluctuations in operational energy use, 95% of the total energy requirements was taken as 

a baseline value and was calculated using average rain flow rates. The remaining 5% was 

calculated using the average rainfall plus three standard deviations to represent the highest rain 

flow rates and elevated energy demands.  The fractions of statistical variation in rainfall were based 

on data from 2018-2021 but applied to the scale of rainfall data from 1971-2001. This was done 

to reflect the conditions of the original reference study and more accurately capture the 

intermittency of daily rainfall to define operating ranges and energy consumption of equipment.  

Despite our best efforts to provide a comprehensive analysis, several variables are not reflected 

that may have nontrivial impacts on the results. These variables were not included due to lack of 

available data. The effect of variable drainage composition as well as the effect of residual ions 

crossing into the “clean” stream of the electrodialysis unit resulting in downstream system 

contamination was not evaluated. Additionally, much of the data associated with the nitrate 
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recovery system components are associated with lab-scale work and would require pilot scale 

studies to better reflect the system operations and determine component lifetimes. An estimate of 

converted cropland required to install the system, as well as pumping requirements dependent on 

field topography and system placement, will also affect initial costs and energy use. Detailed data 

on system performance and operational barriers of a pilot scale system would further inform these 

analyses. Finally, while our analysis considers the economic benefit provided by APV installation 

as it relates to the offset energy costs for hypothetical NC and NCC systems, we do not consider 

the ancillary benefits of offset energy costs that an APV system would provide for non-NC/NCC 

operations.199,200 

4.3 Results and Discussion 

GWP is a measure of CO2, nitric oxide, and N2O emissions combined and compared as carbon 

dioxide equivalents. GWP is strongly influenced by energy consumption and fuel use in 

transportation for the eight compared NC and NCC arrangements. Figure 4.5 shows the GWP of 

all nine cases and shows the differences between the base case and all TMNR, operation, and 

energy source configurations. The reductions in GWP, though some negligible, suggest that the 

cumulative CO2 equivalents associated with recycled fertilizer is lower per kg ammonia than the 

purchased fertilizer for all the NC and NCC operations. It follows that, as more purchased fertilizer 

is supplemented with recycled fertilizer, a greater fraction the CO2 equivalents associated with the 

Haber-Bosch process can be displaced. The GWP comparison highlights optimal reductions can 

be achieved when applying the NC systems to crops that are significantly overfertilized.  
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Figure 4.5. The GWP (in kg CO2 equivalents) for each of the eight nitrate abatement 

configurations, as well as the base case. For the configurations supplied by on-site solar 

electricity, the GWP contributions are associated with the commercial ammonia production and 

transport. For the configurations supplied by local grid electricity, the CO2 equivalents result from 

the Illinois electrical grid and commercial ammonia production and transport. 

Figure 4.5 illustrates that the Haber-Bosch process, which is associated with purchased 

fertilizer, contributes the most to GWP for all cases studied. Comparing the NCCgrid (1.6%) and 

NCCgrid (32%) cases, the GWP contribution from the electrocatalysis unit and ammonia stripper 

increases. This result is expected, because operational stages in the NCC system after 

electrodialysis are dictated by anticipated TMNR. In the NCCgrid (32%) case, these units must be 

larger and will consume more energy while separating and storing more ammonia. This 

consumption is linked to grid-based emissions, which yields larger fractions of GWP.  Such 

variations in energy consumption are inconsequential when considering NC cases, because there 

is no grid electricity consumption, and the same volume of water is assumed to be processed for 

both TMNR conditions. Thus, all variation in GWP arises from Haber-Bosch processing and 

ammonia transport. For all 1.6% TMNR scenarios, 0.2% - 3.1% reduction in GWP is projected, 
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while for 32% TMNR scenarios, 14% - 32% reduction in GWP can be achieved. Because many of 

these technologies are still under development, the initial investments can be hindering even when 

advancements in performance make operational costs increasingly appealing. 

The technoeconomic analysis presented here spans twenty years, and is based on annualizing 

the initial investment, operations, and maintenance costs at a discount rate of 1.5% to determine 

the net present values (NPV).201–203  A summary of assumptions and calculated values for this 

analysis is shown in Table 4.4.  A detailed example of cost distribution used to evaluate varied 

combinations of technology (NC vs. NCC), energy supply (grid vs. solar), TMNR (1.6% vs. 32%), 

maintenance frequency (every 5- or 10-year equipment replacement), and finally discount rates of 

1.5% (federal and private/farmer), 1.5% (federal) and 7% (private/farmer), and 7% (federal and 

private/farmer) is included in Table C.15 of Appendix C. The single source of yearly cash in-flows 

are associated with the avoided cost of purchased anhydrous ammonia fertilizer, which is currently 

valued at $1022 per metric ton. The yearly cash out-flows are associated with the electricity 

required to operate.  Energy storage capacity for the solar array system was designed assuming 

five hours of sunshine, while using 20 kWh batteries and assuming $0.71 W-1  for solar array 

installation costs.188 A sensitivity analysis of yearly operating costs for NCC grid 1.6% and NCC 

grid 32% arrangements with variation in TMNR, cost of electricity, electrodialysis electricity use, 

pumping, electrocatalysis electricity use, ammonia stripper electricity use, and cost of anhydrous 

ammonia is shown in Figure 4.6. While the use of solar panels and energy storage contributes 

further to the overall goal of reducing GHG emissions during operation of NCC, the installation 

of these system components contribute substantial costs.  
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Table 4.4. The following assumptions and calculated values can be used to estimate the 

TMNR value needed to achieve a positive NPV over a 20-year lifespan of operation. 

Financially, operation of NC or NCC systems at elevated TMNR conditions benefits from both 

economies of scale for equipment costs, and the circumvented costs of purchased fertilizer. 

Nevertheless, for all eight cases the offset costs of generated ammonia (whether paying for grid 

electricity or using free solar electricity) fails to generate a positive NPV over the system lifespan. 

Overall the financial benefit of generating ammonia from the nitrates redirected from negatively 

impacting the environment remains too low, and alternative nitrate remediation (e.g., 

denitrification bioreactors) or prevention (e.g., fertilizer application rate reduction and timing) 

strategies remain more affordable and sometimes cost saving.162  It should be noted that this 

economic analysis is an extremely lean, study-level assessment meant to provide a preliminary 

perspective on the scalability of the theoretical combination of technologies.  As a result, additional 

factors that require more detailed analyses and capital (e.g., controllers, analyzers, operators etc.) 

were not explicitly evaluated or included. Extension of the study-level analysis to include 

additional equipment would incur higher capital costs and would not appreciably change the 

conclusion of the NC or NCC systems’ economic outlook.  
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Figure 4.6. Sensitivity analysis of yearly operating costs for NCC grid 1.6% and NCC grid 

32% arrangements with variation in TMNR (grey), cost of electricity (lavender), 

electrodialysis electricity use (red), pumping (maroon), electrocatalysis electricity use 

(orange), ammonia stripper electricity use, and cost of anhydrous ammonia (black). This 

analysis is based on assumptions from Table 4.4 is the main text. (A) The NCC grid 1.6% 

operation is most sensitive to the cost of electricity consumption, electricity needs for the 

electrodialysis unit, and the cost of ammonia. Small variation for NCC grid 1.6% operation can 

result net losses during operation, with high ammonia costs paired with low electricity cost and 

consumption promoting net gains. (B) The NCC grid 32% operation is most sensitive to the cost 

ammonia. Even with operating variation, the NCC grid 32% operation will maintain net gains, 

with high ammonia costs optimal conditions. 

Analogous water resource projects pursuing environmental benefits often face 

overwhelmingly high capital investments.192  The NCC systems are not unique in that regard, but 

conditions exist where state or federal incentives (i.e. low discount rates from NRCS) can be used 

to improve economic returns.204  Incorporation of this type of funding can reduce the initial fixed 

capital investment required by the farmer and reduce the operational time required before a positive 

NPV is achieved. Without additional economic drivers, these abatement technologies are likely to 

remain a poor financial decision. To accomplish critical pollution abatement of both nitrate and 

GHG emissions, federal financial assistance or emissions penalties may be necessary.  
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Figure 4.7. Yearly net present values (NPV) of NC systems, providing pollution abatement-

only, with and without nitrate emissions fees. The fees were estimated to accomplish a positive 

NPV after 20 years of operation, by introducing another offset cost. The emissions fee per kg of 

nitrate is significantly lower to compensate for the initial investment of the NC grid systems, 

compared to the NC solar systems. Maintenance consists of replacing the anodes, cathodes and 

membranes of the systems, where high frequency corresponds to replacement every five years low 

frequency corresponds to replacement every ten years. The changes in NPVs are shown for high 

maintenance frequency of the NC grid 1.6% (light orange), low maintenance frequency of the NC 

grid 1.6% (light green), high maintenance frequency of the NC grid 32% (dark orange), low 

maintenance frequency of the NC grid 32% (dark green). (A) NPV of NC grid system with no 

nitrate emissions fees.  (B) NPV of NC grid system with nitrate emissions fees. (C) NPV of NC 

solar system with no nitrate emissions fees.  (D) NPV of NC solar system with nitrate emissions 

fees. 

Previous models within agricultural economics have suggested multifaceted approaches to 

motivate the use of nonpoint source pollution mitigation systems, including: subsidies, threat of 

regulation, financial incentives, taxes, and policies applied separately or in combination.205,206  

Others suggest that conditional dependence on the success rate for pollution control by effluent 

fees, subsidies, marketable permits, and direct regulation.207  The primary difficulty with nonpoint 

source pollution is quantifying the avoided harm associated with emissions. There would be losses 

indirectly linked to fish and wildlife professions, human health concerns, as well as operations 
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contributing to global warming potential. The financial benefits of the NCC systems are solely 

linked to avoided costs through on-site production of ammonia. The NC systems offers no avoided 

cost factor, but it is the arrangement that achieves the bare minimum function of pollution 

abatement. Working backwards from the NCgrid arrangements initial investment and maintaining 

the same assumptions from Table 4.4 we can estimate the type of emissions fees that would need 

to be linked to nitrate emissions to promote the installation of such systems. Examples of yearly 

net present values (NPV) of NC systems, providing pollution abatement-only, with and without 

nitrate emissions fees are shown in Figure 4.7. These preliminary evaluations suggest a range of 

$0.07 - $0.08 per kg nitrate for 32% TMNR and $0.69 - $0.70 per kg nitrate lost to the environment. 

The fee range variability accommodates high or low frequency (5-year or 10-year) equipment 

maintenance costs. For comparison, in Table 4.5, the fee was estimated for the NCsolar system. The 

necessary fee to support this solar powered arrangement shows much higher rates of about $20 

and $416 per kg tile-drained nitrate.  Given the extent of this assessment and the omissions of 

factors that would require higher initial or annual capital (e.g., controllers, analyzers, operators 

etc.), all reported emissions fees provide a low estimate of the magnitude of fees necessary. 

Table 4.5. Ranges of estimated nitrate emissions fees, that would push NC configurations 

into financial feasibility. Recovery at different TMNR values and assuming varied energy sources 

can shift the estimated emissions fee rates. A comprehensive table of emissions fee estimates 

paired with varied combinations of technology (NC vs. NCC), energy supply (grid vs. solar), 

TMNR (1.6% vs. 32%), maintenance frequency (every 5- or 10-year equipment replacement), and 

finally discount rates of 1.5% (federal and farmer), 1.5% (federal) and 7% (farmer), and 7% 

(federal and farmer) is included in Table C.15 of Appendix C.  

 

The most affordable arrangement, NCgrid, is also the most reasonable to consider for mandatory 

implementation in a case of more stringent environmental policy. If the only income generated in 
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the economic evaluation is the avoided costs of purchased ammonia ($1.022 per kg ammonia), and 

the high ($0.70 per kg tile drained nitrate) or low ($0.07 per kg tile drained nitrate) emissions 

penalties, then the maximum affordable equipment cost (per hectare per year) to provide a possible 

return on investment can be estimated for a given TMNR. As shown in Figure 4.8, the NCCgrid 

system scenarios are evaluated by considering several possible emissions policies with an 

extrapolation of the previously estimated equipment costs. For scenarios in which the estimated 

costs are below the maximum affordable equipment investment cost, the anticipated installation 

costs are low enough to yield a positive NPV over the course of 20 years. Scenarios with estimated 

costs exceeding the maximum affordable equipment investment cost offer no promise of return on 

investment. For all cases the higher TMNR scenarios are more promising than low TMNR 

scenarios. With zero emissions fee the estimated costs will never fall below the maximum 

affordable equipment cost target, however this condition is achieved at roughly 65% TMNR when 

applying the low emissions fee, and at 5% TMNR when applying the high emissions fee. The cost 

extrapolation of the total investment is shown in Figure 4.8, where the equipment makes up 40% 

of the initial capital investment. Of this 40%, the farmer is responsible for 25%, and 75% is covered 

by the Natural Resources Conservation Services (NRCS) or a similar government entity.167,208 



 102 

 

Figure 4.8. (A) Comparison of the projected maximum affordable equipment cost per 

hectare per year using assumptions from Table 4, showing when the estimated costs become 

affordable enough to anticipate a return on investment in 20 years. The estimated costs (black 

dashed line) are extrapolated using the six-tenths rule between the two price estimates for 1.6% 

and 32% TMNR configurations.209 The linear estimate for maximum affordable total equipment 

cost is shown with zero avoided emissions fees (blue), the low emissions fee estimate (red), the 

high emissions fee estimate (orange). (B) The cost extrapolation of the total required investment 

at variable TMNR values where the equipment makes up 40% of the initial capital investment, of 

which the farmer is responsible for 25%, and 75% is supplemented by government assistance. The 

total capital investments (TCI) are shown with solid lines, and the total farmer investment (TFI) 

are shown by dashed lines and zero fees to supplement costs (blue), the low emissions fee estimate 

(red), the high emissions fee estimate (orange). 

The cost distribution for all eight cases as well as the total cost associated with the distribution 

is detailed in Figure 4.9. Of the technologies involved in these nitrate abatement system 

arrangements, many of them are newer and have potential to become more affordable to purchase 

and install. The scenarios involving solar arrays are heavily encumbered by the cost of the APV 

system and the paired energy storage. The APV systems exemplify the current cost of the 

incremental reduction of GHG emissions during system operations. As APV systems become more 

widely available, this initial investment cost is expected to decrease substantially.210  However, 

further inspection of the NCgrid and NCCgrid cases show that over half the initial investment is due 
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to aqueous chemical storage and pumps, both of which are more stable technologies whose 

components are not expected to become significantly cheaper. Therefore, cost reductions in 

electrodialysis and electrocatalysis installations may not have as significant an influence as 

reductions in APV systems, energy storage, liquid storage, and ammonia purification technologies 

in making these systems more cost-effective. These conclusions reflect and confirm the skepticism 

focused on capital investment, process volumes, product separation, and maintenance that are 

associated with system design for ammonia synthesis from waste nitrates.72  These financial 

barriers again highlight the necessity of an external incentive, such as an emission fee, to 

incentivize the proposed concept toward economic viability. 

Figure 4.9. The cost distribution for the initial equipment investment, for various TMNR, 

operation, and energy source configurations. For each corresponding arrangement, the total 

equipment cost is shown in the bar graph below on a log scale. The cost distribution is shown for 

each case including tile drainage pumping (red), electrodialysis (orange), electrocatalysis (dark 

yellow), nitrate storage tank (green), ammonia stripping/compression/condensation (turquoise), 

and ammonia storage (dark blue), APV (dark pink), and energy storage (purple). 

Although NC and NCC systems face economic limitations, it is interesting to consider the 

applicability of this technology with anticipated changes in climate, energy use, and federal 



 104 

incentives. Environmental and economic drivers in the United States motivate the pursuit of low-

emission energy sources (e.g. wind, solar) so the use of the electrical grid will have reduced 

GWP.211  Solar power is becoming increasingly accessible and its direct integration into this 

system could guarantee reduced GHG emissions tied to ammonia production. Climate patterns are 

already changing, annual precipitation rates in the U.S. have been increasing since 1901 by 

approximately 0.2 inches per decade, and this growth would impact the recovery system in two 

ways.212  Increasing total rainfall may result in increased nitrate concentration in tile drainage 

(potentially increasing TMNR), though high variability in rainfall may make optimal sizing of 

equipment challenging. A costly engineering solution to resolve this variability would be the 

installation of on-farm reservoirs, which would allow interim storage during heavy rains. The feed 

rate to the system from the reservoir could then be processed at intended rates. Previous studies 

concerning on-farm reservoirs, used for tail water recovery, have shown profitability in areas with 

limited water availability conditions.192,213,214  Tail water recovery systems share a unified mission 

with the nitrate recovery system, in that they are designed to reduce the escape of nutrients, 

pesticides, and sediments off cropland. 215,216  Applying both systems in tandem could have 

compounding benefits.  

Case studies investigating motivation in adoption of advancement nutrient management 

suggest that systems with increased profitability, better crop yields, existing financial government 

incentives are qualities of more favorably adopted conservation practices.217 In addition to the 

persisting focus in remediation strategies, the USDA recently announced strong interest in funding 

fertilizer production that is domestic, innovative, and sustainable – as a means of reducing foreign 

fertilizer dependence.218  If the initial capital investments for nitrate capture and conversion 
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systems are addressed by federal financial incentives that align with USDA goals, adoption of 

these systems will be made more attractive.  

4.4 Conclusions 

In summary, hypothesized NCC systems take harmful tile drainage waste and generate a value-

added ammonia fertilizer; the GWP assessment emphasizes the environmental promise of this 

technology while the technoeconomic analysis reveals the necessity of government intervention. 

Moreover, these analyses reveal that optimal environmental and financial potential exists where 

the mass of recycled fertilizer generated considerably displaces the fertilizer needs of the following 

season (e.g. high TMNR). Greater quantities of offset fertilizer promote the reduction of emissions 

generated by standard Haber-Bosch fertilizer production methods. Further, if a nitrate emissions 

policy is introduced, this provides a financial incentive promoting these pollution abatement 

technologies. A major challenge in applying this technology will be estimating locations with 

adequate nitrate to recover, and this information is highly dependent on farming practices, climate, 

and location.  

In conclusion, NCC systems can theoretically substantially reduce nitrate emissions, which 

reduces eutrophication potential and human health hazards, all while generating ammonia with 

lower emissions than traditionally produced ammonia. We have assessed the status of emerging 

electrochemical technologies extrapolated into NCC systems and determined that maximum 

reduction of emissions occur when applying the system to scenarios with high TMNR. 

Consequently, when more nitrate is recycled to fertilizer, the mass of purchased anhydrous 

ammonia is lower, and the corresponding Haber-Bosch related emissions will be reduced. NCC 

systems are similar to other nutrient management systems (e.g., TWR) with the mission of reduced 

agricultural emissions; and analogously they are not independently economically viable. NCC 
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systems currently, and for the foreseeable future, will require substantial support from NRCS (or 

similar government entities) to overcome high initial fixed capital investment challenges. Greater 

federal financial support, nitrate emissions penalties, and cost reductions in advanced technologies 

are all necessary to incentivize these NC and NCC systems as a realistic and cost-effective 

investment for nitrate pollution abatement.  
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5 Chapter 5. Conclusions and Future Work 

5.1 Summary 

The work presented in this dissertation focuses on improving physicochemical and 

electrochemical properties of electrolytes and understanding the hypothetical implications of their 

economic and environmental evaluations. As with many disruptive technologies designed for the 

current energy transition, RFBs must demonstrate improvements in meeting energy demands, 

environmental impacts, and economic feasibility. The combination of experimental assessment 

and hypothetical evaluation have been employed to pursue these goals. A deeper fundamental 

understanding from experimental probing and rationalization will direct future molecular design 

while hypothetical assessment methods (i.e., LCA or TEA) can influence design goals for target 

markets and align research targets with desirable outcomes. Chapter 2 introduces pyridiniums as 

a promising anolyte, and details the identification of a unique correlation between maximum ROM 

solubility and the extent of C-H···π interactions.76 Chapter 3 expands on the evaluation of 

pyridiniums and discusses solution properties (i.e., viscosity), electrochemical properties (i.e., 

reversibility, diffusion coefficients), and a preliminary study of charged shelf-life stability.77 

Chapter 4 details an evaluation of a hypothetical combination of emerging technologies that 

employ state-of-the-art electrochemical processes.78 

The properties of redox active electrolytes are consequential in the performance and costs of 

systems that employ them, and one such performance metric is energy density. Energy per unit 

volume, in Wh L-1, is a critical parameter that impacts RFB size and cost, and the ability to elevate 

energy densities can improve technical and economic feasibilities. Established vanadium RFB 

systems demonstrate energy densities ranging between 10 to 30 Wh L-1. Exploration within the 

non-aqueous organic RFB design space is advantageous due to the stability of non-aqueous 
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solvents and the prevalence and tunability of organic molecules. Pyridiniums have been introduced 

as a potential anolyte, and in prior experimental investigations they demonstrate strong cycling 

stability and exceptionally low reduction potentials.  

In previous works on pyridiniums, a class of anolytes, have been synthesized, characterized, 

and tested to assess their current candidacy as a ROM for use in RFBs. Despite these optimal 

characteristics, their synthesis was prohibitively difficult and energy intensive. These limitations 

necessitated the development of a new synthetic route before any further investigation of this class 

of molecules. The introduction of alternative synthetic methods, detailed in Chapter 2, enabled an 

easy and modular variation of the core structures. A library of pyridiniums with variation on the 4 

and N positions, of 2,6-dimethylpyridinium derivatives were synthesized in two steps (1) the 4-

position is fixed using a Grignard reagent (to form the pyrylium) and (2) a primary amine fixes the 

N position after reactions with the pyrylium intermediate. Through this synthesis 24 pyridiniums 

were generated and this method demonstrated synthetic modularity and promising yields. 

As a result of this inventive synthetic procedure, the generated molecular library was evaluated 

to investigate properties of interest and their dependence on variations in molecular structure. 

Importantly, we established that the electrochemical properties of the core structure were not lost 

by the introduction of these various substituents, beginning by confirming that the low reduction 

potentials were maintained, described first in Chapter 2 and further evaluated in Chapter 3. The 

reduction potentials of the full library of pyridiniums were measured and their behaviors (based 

on variations in molecular structure) were consistent with that of ROMs in literature. This series 

follows well-studied trends in reduction potentials where substituents with more electron 

withdrawing natures decrease electron density and make it easier to reduce the molecule leading 

to a more positive redox potential. Oppositely, substituents with more electron donating tendencies 
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will increase electron density making it more difficult to reduce. These reduction potentials were 

determined by cyclic voltammetry of each derivative and range from -1.5 V to -1.7 V vs. ferrocene. 

All pyridinium derivatives undergo reversible reduction and oxidation at the short timescales of 

cyclic voltammograms. To quantitatively map and evaluate these results, the sum of the Hammet 

parameters for the corresponding substituents (in the 4- and N-positions) show a strong correlation 

with the reduction potential. Overall, we can use a relationship of these established parameters to 

anticipate the reduction potentials of derivatives like this parent molecule. Additionally, we have 

confirmed that derivatives within the new library of molecules demonstrate low reduction 

potentials and reversibility. Following the evaluation of preliminary electrochemical properties, 

we probed specific physicochemical properties of these molecules that are consequential to RFB 

energy density and operation. 

As highlighted in Chapter 2, increasing maximum ROM solubility is a primary focus of those 

studying RFB electrolytes because it can enable increased energy densities. The resulting library 

of pyridiniums featured molecules with consistent BF4- counterions and core pyridinium 

structures. The maximum solubilities of these materials were measured in acetonitrile and from 

0.3 M to 2.1 M in roughly three solubility regimes (1) low, (2), moderate, and (3) high. We 

identified dramatic solubility increases (doubling or tripling) from the simple introduction of a 

methyl substituent. However, this pattern lacked consistency across the full pyridinium library, 

and we concluded that molecular structure alone could not clearly rationalize these changes in 

maximum solubility. Parameters generated by density functional theory (DFT) modelling focused 

on variables that describe the charge distribution and shape of the molecule (i.e., polarizability, 

dipole moment or steric parameters) to understand solute-solvent interactions. Unfortunately, all 

DFT generated parameters failed to reveal any appreciable univariate or multivariate correlations. 
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Notably, DFT modelling does not generate information on multiple molecules or their interactions, 

thus x-ray crystallography was employed to provide more detail through an experimental 

understanding of intermolecular interactions.  

We compared the crystal structures of low and moderately soluble derivatives and found that 

the lower solubility derivatives showed only strong electrostatic interactions with the BF4- ion, 

while in contrast the moderately soluble compounds showed C-H···π interactions disrupting the 

strong electrostatic interactions. C-H···π interactions are a weak dispersion interaction that can 

occur between a π-system and a hydrogen attached to a carbon. We rationalize this difference in 

solubility by considering that the strong interaction stabilizes the crystal lattice and decreases 

solubility, while the same strong interactions are disrupted by the weak C-H···π interactions. This 

interference destabilizes the crystal lattice and encourages solvation. Discrepancies in the presence 

or absence of these interactions provided a strong indication that C-H···π interactions may be a 

critical descriptor to quantify. 

The criteria used to define a C-H···π interaction was a maximum distance of 3.6 angstroms 

within the cylindrical extension orthogonal to the aromatic π-system. In addition to these position 

and distance criteria, we established criteria to exclude coincident C-H···π interactions. To ensure 

that C-H···π interactions were not a result of electrostatic forces, we compared the ratio of C-H···π 

interactions to the interactions with BF4- to the π-system. From this selection criteria, we generated 

a linear correlation of C-H···π descriptor and maximum pyridinium solubility in acetonitrile. The 

solubility descriptor is the sum of each interaction distance to the -6th, where d is that distance 

between the hydrogen and centroid of the π-system (i.e. Figure 2.9). This descriptor correlated 

effectively with the solubility regions: the low solubility corresponds to species showing 0 or 1 

total C-H···π interaction, the moderate solubility corresponds to 2 or 3 total C-H···π interactions, 



 111 

and the high solubility derivative shows 6 distinct C-H···π interactions. As this relationship relies 

on the crystal structure, it is not predictive, but it begins to provide new design insights for 

solubility. It should be noted that the C-H···π interactions were evaluated from the solid state and 

have been extrapolated to describe a solvated state behavior, which is not commonly translatable. 

To verify the existence of C-H···π interactions among pyridinium molecules in solution, we 

examined NMRs at increasing concentrations in acetonitrile. Importantly, the protons engaged in 

C-H···π interactions (as seen in the crystal structure) also shifted up-field at higher concentrations, 

while other protons shifted downfield. The trends in up-field shift align well with the C-H···π 

interaction hypothesis because the protons involved in a C-H···π interaction become increasingly 

shielded by the π-system at increasing concentrations. Conversely, pyridinium derivatives with 

zero determined C-H···π interactions, or zero protons involved in a C-H···π interaction, only shift 

downfield at increasing concentrations. The NMR studies confirm that the anticipated C-H···π 

interaction behavior indicated by crystal structure is reflected in the solvated state and can be used 

to conceptually rationalize the observed solubility trends in acetonitrile.  

A further compelling series of results is the solubility trends of pyridinium in three additional 

organic solvents. These trends hold to varying degrees and suggest that the role of these 

intermolecular interactions (C-H···π interactions) may be similarly involved in solvation behavior 

in other solvents. When maximum solubility is graphed with the independent variable as the 

dielectric constant of the solvent, new correlations may be inferred pointing to a theoretical, 

solubility maxima. Overall, the number of C-H···π interactions (occurring in both the crystal 

structure and solvated state) indicates that the competition between these (strong electrostatic and 

weak dispersion) forces are important in understanding maximum solubility behaviors of ROMs 
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in non-aqueous solvents. Notably, at increased concentrations, properties such as viscosity and 

conductivities are impacted and must also be assessed. 

As emphasized in Chapter 3, at elevated concentrations, some ROM solutions can become 

highly viscous. As a result of increased viscosity, higher pumping energies may be required and 

the conductivities of electrolyte solutions can be diminished as materials approach their solubility 

limit. We selected four derivatives to evaluate, two from the low solubility regime, one from the 

moderate regime, and the highly soluble derivative, and measured their kinematic viscosities at 

increasing concentrations. All derivatives at the maximum concentration evaluated demonstrate 

viscosities between that of acetonitrile and pure water and appear to follow analogous viscosity 

vs. concentration trends. Unlike the maximum solubilities of pyridiniums observed, the measured 

viscosities do not appear to vary widely, and thus we expect these general behaviors to be 

representative of the entire molecular library.  

For the same solutions evaluated for viscosity, we measured the resulting solution conductivity 

and found that at elevated concentrations approaching their solubility limit, they demonstrate 

conductivities comparable to non-aqueous solutions of pure supporting electrolyte. This result is 

quite promising as it indicates that lower (or zero) quantities of inert supporting electrolyte may 

achieve operational solution conductivities. Overall, pyridiniums, as an anolyte class, demonstrate 

behaviors that deviate from common challenges encountered by flow battery electrolytes that 

achieve higher energy densities. However, it should be noted that success shown in redox-species 

development alone does not guarantee economic or environmental feasibility.  

LCA and TEA style studies can help bolster arguments for applied technologies, costs, and 

environmental impacts that may not be immediately obvious when conducting more fundamental 

analyses on redox species. As discussed in Chapter 4, analyses on a hypothetical system for nitrate 
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pollution reduction and ammonia production were carried out. While redox-shuttles based on these 

systems have shown significant improvement in performance, the technologies employing them 

remain limited in their economic feasibility for certain applications.  

High nitrate concentrations in ground water can lead to destructive algal bloom formations and 

negative human health impacts. The primary source of this nitrate is ammonia-based fertilizer 

application in the agricultural industry. Ammonia markets are projected to increase, and the 

production of ammonia is associated with 1.4% of global CO2 emissions. Electrochemical catalysts 

in development for nitrate conversion to ammonia promote the value of energy efficient ammonia 

production from recycled nitrate. We recognized three individual technologies with potential to be 

combined for this purpose including: (1) electrodialysis systems that enable electrochemical 

separation of salts from water using redox shuttles and selective membranes, (2) electrocatalysts 

that enable energy efficient ammonia productions from waste nitrate, and (3) agrophotovoltaics 

that provide clean solar energy for the total system, without disturbing farm functions. We initially 

assessed the potential for nitrate pollution reduction (by recovering nitrate) and CO2 emissions 

reduction (by electrocatalytic ammonia production).  

To define the eight scenarios and base case, we first looked at standard Haber-Bosch-produced 

ammonia starting with methane and hydrogen, which was then converted to ammonia, and 

transported and delivered to the farm system. This defined the conventional ammonia base case. 

To add in the nitrate capture and conversion boundaries, we use electrodialysis to remove nitrate 

ions from tile-drainage producing a clean water stream and a nitrate concentrate stream that pass 

over the electrocatalyst and is converted to ammonia, from there the ammonia will be separated, 

purified, and stored for later use as fertilizer (offsetting the total fertilizer need from the Haber-

Bosch process). The three varied functions or conditions include: (1) function of recovering nitrate 
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only (i.e., nitrate capture, NC) or both recovery and conversion (i.e., nitrate capture and 

conversion); (2) the theoretical maximum nitrate recovered (TMNR); and (3) the electrical source 

between grid electricity or on-site produced solar. All versions of these systems required 

exceptionally high fixed capital investments and the yearly revenue was not capable of recovering 

the initial spending over 20 years (the assumed lifespan of the project). The primary conclusion 

demonstrates that although great advancements in the electrochemical technologies have been 

made, these technologies make up around 15% of initial costs, and large fractions of costs 

remained associated with the cost of liquid storage and purification. Ultimately, despite the 

promise shown by this technology in emissions reductions, they are not economically feasible. 

5.2 Future Work 

The scope of all intended future work involves the pursuit of a more comprehensive assessment 

of the pyridinium salts as organic electrolyte materials for RFB application. First, we can add 

breadth and depth to the fundamental understanding of solution properties such as solubility, 

viscosity, and conductivity and expand on the dispersion parameter correlation of recent analyses. 

Second, we must evaluate the existing materials for functional application in RFB systems and 

identify trends that will guide advancements in redox-species design. The overall objective is to 

conduct and evaluate experiments that enhance the understanding of molecular design and use 

these insights to strategically influence RFB performance characteristics of energy density, power 

density, and capacity fade. 

5.2.1 Fundamental Investigation of Pyridinium Physicochemical Properties 

Understanding how structural moieties dictate intermolecular interactions and influence 

solvation behavior will accelerate redox species design. From the pyridinium library, the C-H···π 

interaction correlation describes a single interaction among many complex solvation interactions. 
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Experiments that can explore the fundamental directions include testing solubility with varying 

temperature, supporting electrolytes, varying the counterion (e.g., BF4
-, TFSI-) paired with the 

pyridinium core, and comparing the solubility of the neutral radical pyridinium. Quantifying and 

correlating useful structure-property relationships between molecular design and solubility will be 

of particular interest, and additional correlations can be explored to explain other physicochemical 

properties pertinent to RFBs. Subsequent evaluation of trends in viscosity and conductivity will 

be necessary to provide a comprehensive assessment of the effect of variables of interest (i.e., 

temperature, supporting electrolytes, counterions, molecular structure). Furthermore, redox-active 

materials must stay in solution throughout all intended electron transfer processes. If the neutral 

radical species (that is generated by reduction during charging) is less soluble than the cationic 

species, the material could precipitate out of solution, and no longer be accessible for charge-

discharge cycling. ROM precipitations would negatively impact capacity fade rates and system 

efficiencies. Inventive methods must be established to rigorously isolate and test the solubility of 

the neutral radical.219,220 The expected instability of the radical species provides a challenge, and 

new methods of solubility assessment may be required.221  

Understanding the radical solubility is not only theoretically interesting but will elucidate the 

effective concentration for each redox species accessible under RFB operating conditions. Similar 

methods to those described in Chapters 2 and 3, can be used to inform the underlying mechanisms 

causing resulting solution behaviors. To supplement these new investigations, crystal structures 

could enable visualization and isolation of specific intermolecular interactions, while proton shifts 

in NMR studies could clarify the anticipated intermolecular assembly behavior in solution. Beyond 

pyridinium ROMs, which was of primary focus in this dissertation, newly observed trends and the 
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associated rationalization of resulting solution behaviors, can be used to develop correlations that 

can guide molecular design and analogous electrolyte solution development. 

5.2.2 Technological Feasibility by Electrochemical Assessment 

 Further experiments to assess the technological feasibility of pyridinium style anolytes for 

RFB applications include evaluating performance characteristics such as: electrochemical 

parameters (e.g., electron transfer coefficients), charge-discharge cycling stability (under flowing 

conditions), and long-term storage stability of charged pyridiniums. The electrochemical 

parameters will provide insights about the reaction kinetics that influence the system currents and 

efficiencies.60 The assessment of chemical stability under various conditions will inform the 

functional lifespan for each material, which directly impacts the levelized cost of energy and 

influences their economic and environmental viability.14  

As the preliminary electrochemical assessment of pyridiniums has been shown in Chapter 3, 

understanding the effect of parameters of interest for manipulating solution behaviors will be 

important. It will be useful to understand the effect of supporting electrolytes, counterions, 

molecular structure, charge state, and concentration on the previously studied variables (diffusion 

coefficients) and variables that remain to be assessed (electron transfer coefficients).222,223 The 

trends identified that increase understanding in redox potentials, diffusion coefficients, and 

electron transfer coefficients can be instrumental in improving energy densities and power 

densities.  

Reversible redox species demonstrate the most basic form of electrochemical stability for 

charge-discharge cycling, and those candidates must be evaluated at variable timescales and 

conditions to demonstrate highly stable character. The operating conditions of an ideal RFB (e.g., 

high concentration, long charge/discharge cycles) contrast greatly with the conditions used in 
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typical cyclic voltammograms (e.g., low concentration, short charge/discharge cycles). Bulk 

electrolysis experiments more closely replicate operational conditions for materials to demonstrate 

long-term stability. Bulk electrolysis is a method where a defined fraction of the species in solution 

undergoes oxidation/reduction by applying a current or voltage and convection (e.g., stirring); after 

the expected fraction is “charged” the opposite current/voltage is applied to “discharge” the 

solution. These two charge-discharge steps can be repeated in succession for hours to days, and 

current/voltage data and various analysis of the resulting solution can quantify the cycling-stability 

of the species. Robust chemical and electrochemical stability are indicated by high coulombic 

efficiency, faradaic efficiency, and overall capacity. Each efficiency is a measure of electron 

accounting between cycles, and capacity fade indicated loss of the redox active species (by 

crossover or decomposition) over time. Many variables can be probed in bulk electrolysis 

experiments (e.g., current rate, cut-off voltage, concentration, supporting electrolyte, electrode 

material, membrane/separator, etc.) each variable indicating electrochemical stability, chemical 

compatibilities, or the lack thereof. 

Beyond bulk electrolysis stability, the charged redox-active species must be stable on longer 

storage timescales necessary for commercial application and the electrolytes solutions must not 

undergo parasitic chemical reactions with other RFB system components to preserve the system 

lifespan. The charged species must be stored in solution for long periods without decomposition. 

The shelf-storage studies in Chapter 3 provide preliminary data on pyridinium shelf stability but 

more rigorous evaluation is necessary. Bulk electrolysis testing will indicate this type of stability, 

and it should be evaluated separately from electrochemical assessment (e.g., NMR, CV, UV-vis).  

Additionally, system compatibilities will be tested to ensure optimal conditions for scaled-up 

analysis.  First, system components (e.g., seals, tubing, adapters) can be assessed independently 
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for swelling, fouling, and deterioration with system solutions. Then, compatible components can 

be assembled in a small-scale flow cell, where an electrochemical cell is paired with external 

chambers of anolyte and catholyte. Small-scale flow cycling will be an ultimate technical 

assessment for these pyridinium redox-species, and stability and compatibility data will guide the 

design of the next generation of pyridinium materials. 

Finally, to add valuable perspective concerning the scaled use of pyridinium anolytes we will 

include technoeconomic and environmental assessments. As we pursue energy solutions that 

reduce harmful emissions, it is critical to ensure we are not introducing equally problematic waste 

streams. A proactive approach, evaluating broad-use costs and tangential emissions of pyridinium-

based RFBs will supplement fundamental studies and bolster conclusions of anticipated feasibility, 

as well as provide parameters of comparison with other RFB electrolytes. 

5.3 Conclusions 

Redox flow batteries are a commercialized, grid-scale energy storage solution that face cost 

limitations. The redox-active species selected as an RFB anolyte and catholyte influence all 

performance metrics including energy density, power density, lifespan, and costs. A design space 

being explored is organic non-aqueous RFBs, which offer the tunability of organic molecules and 

a wide voltage window of non-aqueous solvents. Within this growing subset of RFBs, there is a 

need to better understand how molecular structure affects physicochemical properties as well as 

functional properties. Using a distinct library of pyridinium tetrafluoroborate salts, we probed the 

relationship of intermolecular interactions in solution and its relationship to maximum solubility. 

We revealed a single descriptor of solubility, C-H···π interactions, from numerous non-correlating 

descriptors. C-H···π interactions provide a simple but powerful direct correlation to maximum 

solubility and suggest that increasing competition between dispersion forces and electrostatic 
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forces could be a structural modification targeted to increase solvation. Additionally, we have 

evaluated the subsequent effect of achieving these elevated concentrations on solution properties 

such as viscosity and conductivity. Fortunately, these solutions maintain low viscosities and high 

conductivities at maximum concentrations and demonstrate promise for additional investigation 

as anolyte materials for RFBs. 

Redox-active species designed for RFBs or other applications will benefit from advanced 

understanding in how to tune their performance. Circumstances where progress in redox-active 

species performance delivers great improvements, such as electrodialysis, does not guarantee 

scalable or cost-effective application to all proposed technologies; the global warming and 

technoeconomic analyses of the nitrate recovery and ammonia generation system provides an 

example of beneficial emissions reductions but infeasible technology costs. Similarly, after 

electrochemical and scaled technical assessment of pyridinium salts, a broad evaluation of costs 

or emissions associated with system life cycle stages (e.g., production, operation) when applying 

pyridiniums at large scales will provide critical information directing future research.  

In summary, RFBs are an emerging energy storage technology that could supply the growing 

energy demand while promoting the use of renewable generation; to increase affordability and 

promote their widespread adoption, RFB performance and cost metrics must become more 

competitive. The redox-active species employed in these systems influence all critical parameters 

(e.g., energy density, power density, lifetime, cost, etc.). Careful development and analysis of 

redox-active electrolyte libraries can help discern meaningful relationships that will help advance 

molecular design of optimal compounds for use in these systems.  

There are two directions this work can take, adding depth to the understanding of parameters 

that influence degree of solvation and evaluating the potential for these pyridinium salts to be 
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scaled for use in RFB technologies. Although these studies are focused on a specific class of 

organic salt for a distinct application, we must acknowledge that there is broad value in identifying 

relationships between structural variation and the resulting properties that can be employed for 

molecular design for a variety of applications. 
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A. APPENDIX A: CHAPTER 2 SUPPLEMENTAL INFORMATION 

 
A.1. Other Supplementary Materials for Chapter 2 include the following:  

Metrical parameters for the structures are available free of charge from the Cambridge 

Crystallographic Data Centre under reference numbers CCDC-2162134, 2163981, 2165226, 

2157789, 2155765, 2155982, 2162102, 2156178, 2163473, 2155992, 2155704, 2156211, 

2156206, 2155715, 2167771, 2157809, 2166708, 2168227, 2157813, 2156563, 2156214, 2158012 
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A.2. Solubility Measurement Walkthrough 

Description & Figures 

Weigh material into 4 mL vials. The mass used was determined for a target 

concentration of 0.25 mM for the stock solution based on volumetric flask being used 

(50 mL).  

 

Note: For the precision scale the last digit fluctuated, to ensure accuracy measurements 

were repeated until the value settled within +/- 0.02 mg of the target mass. This step 

was done precisely due to the defined volume of the volumetric flask. 

 

Note: All solutions in this procedure were made in triplicate, except for the saturated 

solution. 

Make stock solutions. Material in the vial was transferred to volumetric flask by 

diluting with solvent and transferring by pipette. The small vial was rinsed with solvent 

and transferred to volumetric flask. This was repeated at least five to seven times to 

ensured all material in vial was transferred. Then solvent was added to flask until the 

meniscus aligned with the 50 mL line on the flask. The flask was shaken to ensure a 

homogeneous solution. 

 

Make calibration solutions. The stock solution was diluted to a needed concentration 

for the first set, and then diluted by half for four subsequent dilutions. Dilutions were 

completed using Eppendorf pipettes (10 mL, 5 mL, 1 mL).  
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Most calibration sets were made by diluting 5 mL of stock to 20 mL to make the most 

concentrated calibration sample (A1). Subsequently, 5 mL of A1 was taken and diluted 

to 10 mL to make A2, etc., until A5 is made. As shown below, the final volumes were: 

A1 (15 mL), A2 (5mL), A3 (5mL), A4 (5mL), A5 (10 mL).  

 

 

Note: Eppendorf pipettes and 20 mL syringes can be used for dilution with no significant 

difference in calculated results. For this procedure Eppendorf pipettes were selected to 

make most calibration solutions. 

Make the saturated solution. Approximately 0.5 mL acetonitrile was added to a 4 mL 

vial with a stir bar, then slowly solid material was added until the solution became 

cloudy and further added material did not dissolve. The solution was stirred for 30 

minutes after each addition of material, then the solution was re-evaluated.  

Note: This process took significantly longer for materials with very high solubility. 

Note: The temperature of the room was recorded. The mixtures were NEVER heated to 

increase dissolution. The goal was to identify the solubility at the room temperature, 

NOT a super saturated solubility.  

Filter saturated solution. The connection of a syringe needle was packed with at least 

two small layers of Whatman 1 filter paper. The cloudy saturated solution was pulled 

into a 1 mL syringe (no needle). The Whatman packed syringe needle was connected to 

the filled syringe and then the solution was gently pressed through the filter paper into 

a clean 4 mL vial. This filtered solution was transparent, and free of any undissolved 

solids.  
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Note: Compressing unfiltered saturated solution (with lots of sediments) too quickly can 

cause a significant pressure to build up and may cause the needle to be ejected from the 

end of the syringe. Gentle filtration is especially important for materials with high 

solubility.  

Dilute the saturated solution. The small volume of filtered saturated solution was 

diluted to a larger volume, targeting a concentration in the middle of the calibration 

curve. This often required two to three consecutive dilutions from the concentrated 

solution because the calibration solutions were very dilute.  

Identify the wavelength for solution absorbance measurements.  

The stock solution was diluted by approximately four times; this diluted solution was 

added to a cuvette, which was used to measure the solution’s UV-vis absorbance 

spectrum. The maximum wavelength was identified for each pyridinium salt and was 

used for all subsequent measurements. 

Record solvent baseline. A pure solvent baseline absorbance reading was collected. 

This baseline was set for all following solution measurements.  

Work-up absorbance data. Maximum absorbance (absorbance units) was plotted 

versus pyridinium concentration (mM) at the selected wavelength for each of the 15 

solutions in the calibration set. This resulted in a linear relationship. The slope of this 

line gave the molar absorptivity constant ( [L/(cm*mol)]).  
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*Refer to Beer-Lambert’s law for a further explanation of this relationship 

Back-calculate saturated solution concentration. Absorbances of the dilution set 

were related to a corresponding concentration using the linear calibration curve. 

Rearrangement of the linear equation was used to solve for concentration from the 

absorbance values. Concentration of the saturated solutions was then back calculated 

from this measurement.  

Report solubility and error. The average and standard deviation for three 

measurements was calculated. Error propagation of the calibration curve and dilution 

solutions were calculated to report the solubility (mM) +/- one standard deviation 

(mM)).  

Note: Procedures to determine solubility using both glass (Hamilton Co.) and 

disposable plastic syringes were tested and compared (data not shown). It was 

determined that there were no notable differences between results among Eppendorf 

pipettes, glass syringes, and disposable plastic syringes.  
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Table A.1. Pyridinium Tetrafluoroborate Solubility in Pure Acetonitrile at 22 °C. 
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Table A.2. Representative pyridinium tetrafluoroborate solubilities in acetonitrile, 

tetrahydrofuran (THF), cyclohexanone, and propylene carbonate at 22 °C. 

 
  



 149 

Table A.3. Table of pyridinium compounds and their respective experimentally measured 

and computationally determined redox potentials. All calculated values were determined from 

DFT optimized structures [B3LYP/6-31+(d,p)] with CPCM in acetonitrile. In relating the 

measured and computed redox potentials, as plotted in the main text figure Fig. 3C, a value of -

4.86 V is a correction constant used and all potentials are referenced versus the standard 

ferrocene/ferrocenium reduction potential in acetonitrile. 

Compound 
Emeasured Ecalculated Ecalculated,correction 

(V vs. Fc/Fc+) (V vs. Fc/Fc+) (V vs. Fc/Fc+) 

1 -1.60 -1.60 -1.60 

2 -1.60 -1.61 -1.61 

3 -1.54 -1.56 -1.59 

4 -1.61 -1.63 -1.61 

5 -1.60 -1.61 -1.60 

6 -1.64 -1.62 -1.61 

7 -1.63 -1.65 -1.63 

9 -1.65 -1.65 -1.63 

12 -1.72 -1.78 -1.72 

13 -1.66 -1.72 -1.68 

14 -1.69 -1.75 -1.70 

15 -1.61 -1.64 -1.62 

17 -1.68 -1.73 -1.69 

18 -1.62 -1.67 -1.64 

19 -1.67 -1.64 -1.63 

20 -1.66 -1.65 -1.63 

21 -1.70 -1.75 -1.70 

22 -1.74 -1.80 -1.74 

23 -1.77 -1.84 -1.76 
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Figure A.1. Natural bond orbital (NBO) charge (corresponding labels shown in top middle 

panel) obtained using DFT modelling of the pyridinium molecules depict a complete absence 

of correlation with measured solubility. All values were determined from DFT optimized 

structures [B3LYP/6-31+(d,p)] with CPCM in acetonitrile. Solubility reported mean values +/- SD 

with n = 3 for all compounds except for compound 17 (n = 5), compound 24 (n = 5), and compound 

14 (n = 9). 
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Table A.4.  Natural bond orbital (NBO) charge (plotted in Fig. S2) obtained using DFT 

modelling of the pyridinium molecules depict a complete absence of correlation with 

measured solubility. All values were determined from DFT optimized structures [B3LYP/6-

31+(d,p)] with CPCM in acetonitrile.

Compound 

Pyridinium 
Solubility NBO Charge – Pyridinium Ring NBO Charge – 4-Phenyl Ring 

M N1 C2 C3 C4 C5 C6 C1 C2 C3 C4 C5 C6 

1 0.6 -0.33 0.30 -0.25 0.07 -0.25 0.30 -0.09 -0.21 -0.24 -0.22 -0.24 -0.21 

2 0.3 -0.34 0.30 -0.24 0.07 -0.24 0.30 -0.09 -0.21 -0.24 -0.22 -0.24 -0.21 

3 1.2 -0.34 0.30 -0.24 0.07 -0.24 0.30 -0.09 -0.21 -0.24 -0.22 -0.24 -0.21 

4 0.4 -0.34 0.30 -0.24 0.07 -0.24 0.30 -0.09 -0.21 -0.24 -0.22 -0.24 -0.21 

5 1.0 -0.33 0.30 -0.25 0.07 -0.25 0.30 -0.09 -0.21 -0.24 -0.22 -0.24 -0.21 

6 0.4 -0.34 0.30 -0.25 0.06 -0.25 0.30 -0.09 -0.20 -0.24 -0.01 -0.24 -0.21 

7 0.4 -0.34 0.29 -0.24 0.07 -0.24 0.29 -0.09 -0.20 -0.24 -0.01 -0.24 -0.20 

8 0.6 -0.35 0.30 -0.25 0.07 -0.25 0.30 -0.11 -0.20 -0.28 0.35 -0.32 -0.19 

9 0.4 -0.34 0.29 -0.25 0.06 -0.25 0.29 -0.09 -0.21 -0.24 -0.01 -0.24 -0.21 

10 1.0 -0.34 0.30 -0.25 0.06 -0.25 0.30 -0.09 -0.21 -0.24 -0.01 -0.24 -0.21 

11 1.0 -0.33 0.29 -0.25 0.07 -0.25 0.29 -0.08 -0.01 -0.23 -0.01 -0.25 -0.21 

13 0.4 -0.33 0.29 -0.25 0.07 -0.25 0.29 -0.08 0.00 -0.23 -0.01 -0.25 -0.21 

14 2.1 -0.34 0.29 -0.25 0.07 -0.25 0.29 -0.11 -0.20 -0.28 0.35 -0.32 -0.19 

15 0.4 -0.33 0.30 -0.25 0.07 -0.25 0.30 -0.09 -0.21 -0.24 -0.22 -0.24 -0.21 

16 0.6 -0.34 0.30 -0.25 0.06 -0.25 0.30 -0.11 -0.20 -0.03 0.35 -0.32 -0.19 

17 1.0 -0.34 0.29 -0.25 0.07 -0.25 0.29 -0.11 -0.20 -0.28 0.35 -0.32 -0.19 

18 1.0 -0.35 0.30 -0.25 0.07 -0.25 0.30 -0.09 -0.20 -0.24 -0.01 -0.24 -0.20 

19 1.3 -0.33 0.30 -0.25 0.06 -0.25 0.30 -0.09 -0.21 -0.24 -0.01 -0.24 -0.21 

20 1.2 -0.34 0.30 -0.25 0.06 -0.25 0.30 -0.09 -0.20 -0.24 -0.01 -0.24 -0.21 

21 0.4 -0.32 0.29 -0.24 0.06 -0.24 0.29 -0.10 -0.21 -0.24 -0.24 -0.24 -0.21 

22 1.4 -0.31 0.28 -0.25 0.08 -0.25 0.28 -0.11 -0.20 -0.28 -0.01 -0.28 -0.20 

23 1.1 -0.33 0.29 -0.25 0.06 -0.25 0.29 -0.11 -0.19 -0.32 0.34 -0.28 -0.20 
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Figure A.2. A series of Sterimol parameters (B1, B5, and L) that describe steric substituent 

properties shows no correlation with measured solubility (A). The Sterimol parameter (B) B1 

is the minimum width of the molecule from a defined atom, (C) B5 is the maximum width of the 

molecule from a defined atom, and (D) L is the bond length between the defined atom and the first 

atom in the substituent.108,109 The corresponding molecular labels shown in top right panel. 

Sterimol parameter values were determined from DFT optimized pyridinium structures [B3LYP/6-

31+(d,p)] with CPCM in acetonitrile. Solubility reported mean values +/- SD with n = 3 for all 

compounds except for compound 17 (n = 5), compound 24 (n = 5), and compound 14 (n = 9). 
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Table A.5. Sterimol parameters (B1, B5, and L) that describe steric substituent properties 

(plotted in Figure A.1) obtained using DFT modelling of the pyridinium molecules depict a 

complete absence of correlation with measured solubility. All values were determined from 

DFT optimized structures [B3LYP/6-31+(d,p)] with CPCM in acetonitrile.

Compound 
 

Pyridinium 
Solubility 

N-Position Substituent 
 

4-Position Substituent 
 

M B1 / Å B5 / Å L / Å B1 / Å B5 / Å L / Å 

1 0.6 1.7 3 7 1.7 3 7 

2 0.3 2.0 4 7 1.7 3 7 

3 1.2 2.2 3 8 1.7 3 7 

4 0.4 2.0 4 8 1.7 3 7 

5 1.0 1.9 4 8 1.7 3 7 

6 0.4 1.7 3 7 1.7 3 8 

7 0.4 2.0 4 7 1.7 3 8 

8 0.6 2.2 3 8 1.7 3 8 

9 0.4 2.0 4 8 1.7 3 8 

10 1.0 1.9 4 8 1.7 3 8 

11 1.0 1.7 3 7 1.7 4 8 

13 0.4 2.0 3 8 1.7 4 8 

14 2.1 2.0 4 8 1.8 3 9 

15 0.4 1.7 3 8 1.7 3 7 

16 0.6 1.7 3 7 1.8 3 9 

17 1.0 2.0 4 7 1.8 3 9 

18 1.0 2.0 3 8 1.8 3 9 

20 1.2 1.7 3 8 1.7 3 8 

21 0.4 1.7 5 7 1.7 3 7 

22 1.4 1.7 5 7 1.7 3 8 

23 1.1 1.7 5 7 1.8 3 9 
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Figure A.3. Additional computationally determined or crystal structure-derived parameters 

selected to represent electronic variations pyridinium derivatives. (A) polarizability, (B) 

dipole moment, (C) avg. distance between pyridinium (N+) and tetrafluoroborate (B-), and (D) 

solvent accessible surface area are shown to have zero appreciable relationship with measured 

pyridinium solubility in acetonitrile. Solubility reported mean values +/- SD with n = 3 for all 

compounds except for compound 17 (n = 5), compound 24 (n = 5), and compound 14 (n = 9). 
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Table A.6. Additional computationally determined or crystal-structure derived parameters (plotted 

in Figure A.2) selected to represent electronic variations pyridinium derivatives. 

Compound 
 
 

Pyridinium 
Solubility 

 

Solvent 
Accessible 

Surface Area 
 

Dipole 
Moment 

Magnitude 
 

Polarizability 
 

Avg. 
Distance 
Between  
N+ and B- 

 

M  Å2 Debye (a.u.) Å 

1 0.6 484 3 317 4.97 

2 0.3 527 1 351 5.13 

3 1.2 532 8 334 - 

4 0.4 540 0 370 5.06 

5 1.0 527 1 352 - 

6 0.4 512 4 341 4.55 

7 0.4 539 2 342 5.97 

8 0.6 560 7 358 4.08 

9 0.4 568 1 394 5.23 

10 1.0 555 2 376 4.75 

11 1.0 533 5 356 3.93 

13 0.4 581 6 372 4.36 

14 2.1 583 2 411 6.15 

15 0.4 512 2 335 4.90 

16 0.6 527 5 358 5.33 

17 1.0 554 3 393 5.46 

18 1.0 575 7 358 4.42 

19 1.3 - 2 390 4.12 

20 1.2 541 3 359 4.10 

21 0.4 485 2 217 4.88 

22 1.4 513 5 308 5.48 

23 1.1 528 6 323 5.34 

 
  



 156 

A.4. Explicit C-H··· Interactions 

Individual intermolecular  interactions used in the calculation of the C-H···  parameters (d-6) 

are provided from Figure A.4 to Figure A.19. Compounds in which no C-H···  interactions were 

identified are not included in this set of figures. 

 
Figure A.4. - interaction observed in the crystal structure of N-phenyl-4-phenyl-2,6-

dimethylpyridinium tetrafluoroborate, 1. 

 

 
Figure A.5. (A)/(B) C-H··· interactions observed in the crystal structure of N-(2,4-xylyl)-4-

phenyl-2,6-dimethylpyridinium tetrafluoroborate, 5. 

 

 
Figure A.6. C-H··· interaction observed in the crystal structure of N-(2,6-xylyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate, 7. 
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Figure A.7. C-H··· interaction observed in the crystal structure of N-(p-trifluoromethylphenyl)-

4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate, 8. 

 

 
Figure A.8. (A)/(B) C-H···p interactions observed in the crystal structure of N-(2,4-xylyl)-4-(p-

tolyl)-2,6-dimethylpyridinium tetrafluoroborate, 10. 

 

 
Figure A.9. (A)/(B) C-H···p interactions observed in the crystal structure of N-phenyl-4-(2,4-

xylyl)-2,6-dimethylpyridinium tetrafluoroborate, 11. 
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Figure A.10. (A)/(B)/(C) C-H···p interactions observed in the crystal structure of N-(2,6-xylyl)-

4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate, 12. 

 
Figure A.11. (A)/(B)/(C)/(D) C-H···p interactions observed in the crystal structure of N-(mesityl)-

4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate, 14. 

 
Figure A.12. C-H···p interaction observed in the crystal structure of N-phenyl-4-(p-

methoxylphenyl)-2,6-dimethylpyridinium tetrafluoroborate, 16. 
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Figure A.13. (A)/(B) C-H···p interactions observed in the crystal structure of N-(2,6-xylyl)-4-(p-

methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate, 17. 

 
.

 
Figure A.14. (A) C-H··· interaction and (B) C-F···p interaction observed in the crystal structure 

of N-(p-trifluoromethylphenyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate, 

18. 

 

 
Figure A.15. (A)/(B)/(C) C-H··· interactions observed in the crystal structure of N-(2,4-

dimethoxybenzene)-4-(p-tolyl)-2,6-dimethylpyridnium tetrafluoroborate, 19. 
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Figure A.16. C-H··· interaction observed in the crystal structure of N-(p-tolyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate, 20. 

 

 
Figure A.17. - interaction observed in the crystal structure of N-butyl-4-(p-phenyl)-2,6-

dimethylpyridnium tetrafluoroborate, 21. 

 

 
Figure A.18. (A) Cation-, and (B)/(C) C-H···p interactions observed in the crystal structure of 

N-butyl-4-(p-tolyl)-2,6-dimethylpyridnium tetrafluoroborate, 22. 
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Figure A.19. (A)/(B) C-H··· interactions observed in the crystal structure of N-butyl-4-(p-

methoxyphenyl)-2,6-dimethylpyridnium tetrafluoroborate, 23. 
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A.5. General Procedure: Synthesis of Pyrylium Intermediates 

All pyryliums were synthesized following a modified procedure reported by DiMauro and 

Kozlowski.224  In an oven-dried 250 mL round bottom flask, 2,6-dimethyl--pyrone was dissolved 

in THF under nitrogen.  The stirring solution was cooled to 5 °C via ice bath, then one equivalent 

of phenylmagnesium bromide (in a 1 M solution with THF) was added dropwise.  The reaction 

mixture was subsequently allowed to warm to room temperature while stirring over an hour.  The 

crude mixture was poured over a boron trifluoride diethyl etherate solution to yield a yellow 

precipitate which was filtered and washed with diethyl ether.  The product was purified by 

recrystallization in a 1:1 water/methanol mixture.  

 

A.6. General Procedure: Synthesis of Pyridinium Tetrafluoroborate Salts 

All pyridiniums were synthesized following a modified procedure from Yue, et al.225  

A.6.1. Pyrylium Synthesis 

Compound SI-A 

 
2,6-dimethyl-4-phenylpyrylium tetrafluoroborate (SI-A) 

An oven dried 250 mL round bottom flask was charged with a magnetic stir bar before dissolving 

2,6-dimethyl--pyrone (2.0 g, 0.016 mol) in THF (75 mL) while under nitrogen. After cooling the 

solution to 5 °C via ice bath, phenylmagnesium bromide as a 1 M solution in THF (16 mL, 0.016 

mol) was added dropwise. The solution was allowed to warm to room temperature over an hour. 

The crude solution was then poured over boron trifluoride diethyl etherate (5.92 mL, 0.048 mol) 

to yield a yellow precipitate which was filtered and washed with diethyl ether. After recrystallizing 

in 1:1 water:methanol, the product was isolated as yellow crystals (3.0157 g, 0.011 mol) in 69% 

yield. 

Physical State: yellow crystalline solid. 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.19 (s, 2H), 8.15 – 8.05 (m, 2H), 7.91 – 7.80 (m, 1H), 

7.78 – 7.68 (m, 2H), 2.90 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 178.46, 166.25, 135.45, 130.25, 129.35, 118.55, 20.88 
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Compound SI-B 

 
4-(p-tolyl)-2,6-dimethylpyrylium tetrafluoroborate (SI-B) 

An oven dried 500 mL round bottom flask was charged with a magnetic stir bar before dissolving 

2,6-dimethyl--pyrone (8.0 g, 0.065 mol) in THF (225 mL) while under nitrogen. After cooling 

the solution to 5 °C via ice bath, p-tolylmagnesium bromide as a 1 M solution in THF (65 mL, 

0.065 mol) was added dropwise. The solution was allowed to warm to room temperature over an 

hour. The crude solution was then poured over boron trifluoride diethyl etherate (24 mL, 0.195 

mol) to yield an orange precipitate which was filtered and washed with diethyl ether. After 

recrystallizing in 1:1 water:methanol, the product was isolated as orange crystals (11.45 g, 

0.0415 mol) in 64% yield. 

Physical State: orange crystalline solid. 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.15 (s, 2H), 8.06 – 7.98 (m, 2H), 7.60 – 7.49 (m, 2H), 

2.87 (s, 6H), 2.51 (s, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 177.87, 165.81, 147.88, 131.00, 129.50, 128.93, 117.74, 

20.95, 20.78 
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Compound SI-C 

 
4-(2,4-xylyl)-2,6-dimethylpyrylium tetrafluoroborate (SI-C) 

An oven dried 500 mL round bottom flask was charged with a magnetic stir bar before dissolving 

2,6-dimethyl--pyrone (6.207 g, 0.05 mol) in THF (200 mL) while under nitrogen. After cooling 

the solution to 5 °C via ice bath, 2,4-dimethylphenylmagnesium bromide as a 0.5 M solution in 

THF (100 mL, 0.05 mol) was added dropwise. The solution was allowed to warm to room 

temperature over an hour. The crude solution was then poured over boron trifluoride diethyl 

etherate (18.5 mL, 0.15 mol) to yield a yellow precipitate which was filtered and washed with 

diethyl ether. After recrystallizing in 1:1 water:methanol, the product was isolated as orange 

crystals (6.0532 g, 0.02 mol) in 40% yield. 

Physical State: orange crystalline solid. 
1H NMR (500 MHz, Acetonitrile-d3): δ 7.88 (s, 2H), 7.42 (d, J = 7.9 Hz, 1H), 7.37 – 7.27 (m, 

2H), 2.89 (s, 6H), 2.46 (s, 3H), 2.43 (s, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 177.88, 144.21, 132.94, 130.37, 127.93, 122.01, 20.82, 

20.50, 19.61. 
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Compound SI-D 

 
4-(p-methoxyphenyl)-2,6-dimethylpyrylium tetrafluoroborate (SI-D) 

An oven dried 250 mL round bottom flask was charged with a magnetic stir bar before dissolving 

2,6-dimethyl--pyrone (3.1 g, 0.025 mol) in THF (100 mL) while under nitrogen. After cooling 

the solution to 5 °C via ice bath, 4-methoxyphenylmagnesium bromide as a 0.5 M solution in THF 

(50 mL, 0.025 mol) was added dropwise. The solution was allowed to warm to room temperature 

over an hour. The crude solution was then poured over boron trifluoride diethyl etherate (9.25 mL, 

0.075 mol) to yield a yellow precipitate which was filtered and washed with diethyl ether. After 

recrystallizing in 1:1 water:methanol, the product was isolated as reddish yellow crystals (5.0702 

g, 0.017 mol) in 67% yield. 

Physical State: red-yellow crystalline solid. 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.21 – 8.10 (m, 2H), 8.07 (s, 2H), 7.28 – 7.19 (m, 2H), 

3.98 (s, 3H), 2.82 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 176.72, 166.58, 164.53, 132.24, 123.44, 116.37, 115.98, 

56.04, 20.63 
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A.6.2. Pyridinium Synthesis 

Compound 1 

 
N-phenyl-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (1) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.3 g, 1.1 mmol) was suspended in ethanol (20 mL). Aniline 

(0.12 mL, 1.3 mmol) was added and the mixture was refluxed for 4 hours while under nitrogen. 

The solution was cooled to room temperature overnight and diluted with diethyl ether. The 

precipitate was isolated by filtration and dried under vacuum to afford the white solid (0.325 g, 

0.94 mmol) in 85% yield.  

IR (KBr, Acetonitrile): 1375 (m), 1443 (m), 1561 (w), 1637 (m), 2252 (s), 2292 (w), 2943 (w), 

3013 (m), 3034 (m), 3164 (w) 

MP: 229 °C  
1H NMR (500 MHz, Acetonitrile-d3): δ 8.19 (s, 2H), 8.06 – 7.96 (m, 2H), 7.83 – 7.76 (m, 3H), 

7.75 – 7.65 (m, 3H), 7.54 – 7.46 (m, 2H), 2.44 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.29, 138.50, 134.07, 132.27, 131.36, 131.09, 129.85, 

128.03, 125.59, 123.91, 21.65. 

HRMS: Calc’d for C19H18N, [M-BF4
-]: 260.1439; found: 260.1433 
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Compound 2 

 
N-(2,6-xylyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (2) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.5 g, 1.8 mmol) was suspended in ethanol (30 mL). 2,6-

dimethylaniline (0.2  mL, 2.2 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.5784 g, 1.54 mmol) in 85% yield. 

Physical state: white solid. 

IR (KBr, Acetonitrile): 1338 (m), 1443 (m), 1473 (m), 1559 (m), 1636 (s), 2252 (s), 2925 (w), 

3613 (w)  

MP: 274 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.27 (s, 2H), 8.05 – 7.99 (m, 2H), 7.77 – 7.68 (m, 3H), 

7.62 – 7.55 (m, 1H), 7.48 (d, J = 7.6 Hz, 2H), 2.39 (s, 6H), 1.98 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 155.37, 132.69, 132.40, 131.34, 130.33, 129.86, 128.15, 

125.15, 20.41, 16.32. 

HRMS: Calc’d for C21H22N, [M-BF4
-]: 288.1752; found: 288.1746 
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Compound 3 

 
N-(p-trifluoromethyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (3) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.5 g, 1.8 mmol) was suspended in ethanol (30 mL). 4-

(trifluoromethyl)aniline (0.271 mL, 2.2 mmol) was added and the mixture was refluxed for 4 hours 

while under nitrogen. The solution was cooled to room temperature overnight and diluted with 

diethyl ether. The precipitate was isolated by filtration and dried under vacuum to afford the beige 

solid (0.5263 g, 1.27 mmol) in 70% yield. 

Physical State: beige solid. 

IR (KBr, Acetonitrile): 1326 (s), 1443 (m), 1566 (m), 1637 (s), 2252 (w), 2293 (w), 3003 (w), 

3035 (w), 3618 (m) 

MP: 237 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.21 (s, 2H), 8.11 (dd, J = 7.6, 1.4 Hz, 2H), 8.05 – 7.97 

(m, 2H), 7.77 – 7.64 (m, 5H), 2.43 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.10, 133.90, 132.45, 129.89, 128.40, 128.08, 127.01, 

124.02, 21.70. 

HRMS: Calc’d for C20H17NF3, [M-BF4
-]: 328.1313; found: 328.1307 
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Compound 4 

 
N-(mesityl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (4) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.5 g, 1.8 mmol) was suspended in ethanol (30 mL). 2,4,6-

trimethylaniline (0.31 mL, 2.2 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.6013 g, 1.54 mmol) in 86% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (m), 1443 (m), 1635 (s), 2251 (s), 2292 (w), 2943 (w), 3001, 3626 

(w) 

MP: 257 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.26 (s, 2H), 8.06 – 7.97 (m, 2H), 7.78 – 7.64 (m, 3H), 

7.34 – 7.24 (m, 2H), 2.45 (s, 3H), 2.39 (s, 6H), 1.83 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.58, 155.60, 141.76, 134.07, 132.36, 132.27, 130.81, 

129.85, 128.14, 125.07, 20.43, 20.22, 16.23. 

HRMS: Calc’d for C22H24N, [M-BF4
-]: 302.1909; found: 302.1913 
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Compound 5 

 
N-(2,4-xylyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (5) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.5 g, 1.8 mmol) was suspended in ethanol (30 mL). 2,4-

dimethylaniline (0.270 mL, 2.2 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.4263 g, 1.13 mmol) in 63% yield. 

Physical State: white solid. 

MP: 168 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.22 (s, 2H), 8.05 – 7.98 (m, 2H), 7.75 – 7.63 (m, 3H), 

7.48 – 7.38 (m, 2H), 7.28 (d, J = 8.0 Hz, 1H), 2.49 (s, 3H), 2.40 (s, 6H), 1.99 (s, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.39, 156.07, 142.13, 134.09, 133.14, 132.41, 132.30, 

129.84, 129.26, 128.07, 125.11, 124.41, 21.09, 20.29, 15.87. 

HRMS: Calc’d for C21H22N, [M-BF4
-]: 288.1752; found: 288.1757 
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Compound 6 

 
N-phenyl-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (6) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)- 2,6-

dimethylpyrylium tetrafluoroborate (0.4625 g, 1.6 mmol) was suspended in ethanol (25 mL). 

Aniline (0.177 mL, 1.9 mmol) was added and the mixture was refluxed for 4 hours while under 

nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl ether. 

The precipitate was isolated by filtration and dried under vacuum to afford the white solid (0.4865 

g, 1.35 mmol) in 84% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (m), 1443 (m), 1556 (w), 1594 (w), 1612 (m), 1637 (s), 2252 (s), 

2293 (m), 2943 (m), 2997 (m), 3164 (w), 3620 (m) 

MP:  247 °C  
1H NMR (500 MHz, Acetonitrile-d3): δ 8.17 (s, 2H), 7.96 – 7.88 (m, 2H), 7.82 – 7.72 (m, 3H), 

7.55 – 7.40 (m, 4H), 2.50 (s, 3H), 2.42 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.14, 156.09, 143.51, 138.52, 131.33, 131.07, 131.06, 

130.54, 128.00, 125.67, 123.37, 21.62, 20.56. 

HRMS: Calc’d for C20H20N, [M-BF4
-]: 274.1596; found: 274.1588 
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Compound 7 

 
N-(2,6-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (7) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in ethanol (30 mL). 2,6-

dimethylaniline (0.25 mL, 2.0 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.5464 g, 1.40 mmol) in 83% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1325 (s), 1440 (w), 1557 (m), 1612 (s), 1637 (s), 2252 (m), 2925 (w), 3620 

(w) 

MP: 248 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.25 (s, 2H), 7.96 – 7.91 (m, 2H), 7.61 – 7.44 (m, 5H), 

2.51 (s, 3H), 2.37 (s, 6H), 2.00 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.54, 155.15, 143.70, 132.76, 131.31, 131.04, 130.55, 

130.31, 128.11, 124.59, 20.59, 20.37, 16.32. 

HRMS: Calc’d for C22H24N, [M-BF4
-]: 302.1909; found: 302.1902 
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Compound 8 

 
N-(p-trifluoromethyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (8) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in ethanol (30 mL). 4-

(trifluoromethyl)aniline (0.263 mL, 2.1 mmol) was added and the mixture was refluxed for 4 hours 

while under nitrogen. The solution was cooled to room temperature overnight and diluted with 

diethyl ether. The precipitate was isolated by filtration and dried under vacuum to afford the pale 

yellow solid (0.2858 g, 0.66 mmol) in 39% yield. 

Physical State: pale yellow solid. 

IR (KBr, Acetonitrile): 1325 (s), 1375 (m), 1442 (m), 1612 (s), 1637 (s), 2252 (s), 2293 (m), 2943 

(m), 3002 (m), 3164 (w), 3626 (m) 

MP: 237 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.18 (s, 2H), 8.14 – 8.06 (m, 2H), 7.96 – 7.87 (m, 2H), 

7.75 – 7.67 (m, 2H), 7.56 – 7.45 (m, 2H), 2.49 (s, 3H), 2.41 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.60, 155.85, 143.73, 130.89, 130.55, 128.39, 128.36, 

128.04, 127.08, 123.46, 21.66, 20.55. 

HRMS: Calc’d for C21H19NF3, [M-BF4
-]: 342.1470; found: 342.1463 
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Compound 9 

 
N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (9) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.3 g, 1.0 mmol) was suspended in ethanol (20 mL). 2,4,6-

trimethylaniline (0.18 mL, 1.3 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the orange solid 

(0.3165 g, 0.78 mmol) in 78.5% yield. 

Physical State: orange solid. 

IR (KBr, Acetonitrile): 1375 (m), 1444 (m), 1612 (m), 1634 (s), 2252 (s), 2943 (w), 3544 (m), 

3620 (w) 

MP: 267 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.23 (s, 2H), 7.97 – 7.87 (m, 2H), 7.57 – 7.47 (m, 2H), 

7.29 (dd, J = 1.4, 0.7 Hz, 2H), 2.50 (s, 3H), 2.44 (s, 3H), 2.36 (s, 6H), 1.95 (d, J = 0.8 Hz, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 155.35, 143.64, 132.32, 130.77, 130.52, 128.07, 124.49, 

20.39, 16.23. 

HRMS: Calc’d for C23H26N, [M-BF4
-]: 316.2065; found: 316.2069 
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Compound 10 

 
N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (10) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in ethanol (30 mL). 2,4-

dimethylaniline (0.26 mL, 2.1 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.4872 g, 1.35 mmol) in 74% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (s), 1444 (s), 1612 (m), 1636 (s), 2252 (s), 2292 (m), 2943 (m), 3002 

(m), 3163 (m), 3617 (w) 

MP: 208 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.19 (s, 2H), 7.96 – 7.86 (m, 2H), 7.56 – 7.49 (m, 2H), 

7.47 – 7.44 (m, 1H), 7.44 – 7.40 (m, 1H), 7.28 (d, J = 8.1 Hz, 1H), 2.51 (s, 3H), 2.49 (s, 3H), 2.39 

(s, 6H), 1.98 (s, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.22, 155.84, 143.54, 142.07, 133.11, 132.46, 131.06, 

130.51, 129.23, 128.02, 125.17, 123.85, 21.05, 20.56, 20.28, 15.88. 

HRMS: Calc’d for C22H24N, [M-BF4
-]: 302.1909; found: 302.1905 
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Compound 11 

 
N-phenyl-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate (11) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(2,4-

dimethylphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in 

ethanol (30 mL). Aniline (0.183 mL, 2.0 mmol) was added and the mixture was refluxed for 4 

hours while under nitrogen. The solution was cooled to room temperature overnight and diluted 

with diethyl ether. The precipitate was isolated by filtration and dried under vacuum to afford the 

white solid (0.394 g, 1.05 mmol) in 63% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (s), 1444 (s), 1613 (w), 1636 (s), 2252 (s), 2292 (m), 2943 (m), 3001 

(m), 3163 (w), 3619 (w)  

MP: 204-205 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 7.87 (s, 2H), 7.83 – 7.73 (m, 3H), 7.54 – 7.46 (m, 2H), 

7.38 – 7.19 (m, 3H), 2.44 (s, 3H), 2.43 (s, 3H), 2.40 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 158.96, 155.63, 138.57, 135.70, 133.02, 132.16, 131.35, 

131.10, 129.50, 127.45, 127.02, 125.57, 21.53, 20.30, 19.32. 

HRMS: Calc’d for C21H22N, [M-BF4
-]: 288.1752; found: 288.1747 
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Compound 12 

 
N-(2,6-xylyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate (12) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(2,4-

dimethylphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in 

ethanol (30 mL). 2,6-dimethylaniline (0.250 mL, 2.0 mmol) was added and the mixture was 

refluxed for 4 hours while under nitrogen. The solution was cooled to room temperature overnight 

and diluted with diethyl ether. The precipitate was isolated by filtration and dried under vacuum 

to afford the pale pink solid (0.5194 g, 1.29 mmol) in 76% yield. 

Physical State: pale pink solid. 

IR (KBr, Acetonitrile): 1336 (m), 1375 (m), 1446 (m), 1550 (m), 1633 (s), 2252 (s), 2292 (w), 

2921 (w), 3397 (w) 

MP: 197 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 7.97 (s, 2H), 7.58 (dd, J = 8.2, 7.1 Hz, 1H), 7.50 – 7.45 

(m, 2H), 7.40 (d, J = 7.8 Hz, 1H), 7.33 – 7.24 (m, 2H), 2.46 (s, 3H), 2.43 (s, 3H), 2.35 (s, 6H), 

2.01 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 159.27, 154.83, 141.40, 135.85, 132.80, 132.71, 132.23, 

131.34, 130.34, 129.75, 128.16, 127.50, 20.33, 20.32, 19.44, 16.33 

HRMS: Calc’d for C23H26N, [M-BF4
-]: 316.2065; found: 316.2068 
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Compound 13 

 
N-(p-trifluoromethylphenyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate (13) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(2,4-

dimethylphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in 

ethanol (30 mL). 4-(trifluoromethyl)aniline (0.251 mL, 2.0 mmol) was added and the mixture was 

refluxed for 4 hours while under nitrogen. The solution was cooled to room temperature overnight 

and diluted with diethyl ether. The precipitate was isolated by filtration and dried under vacuum 

to afford the white solid (0.438 g, 0.9 mmol) in 58% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1325 (s), 1375 (s), 1443 (s), 1553 (m), 1614 (s), 1636 (s), 2252 (s), 2293 

(m), 2943 (m), 3003 (m), 3621 (m) 

MP: 200 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.17 – 8.06 (m, 2H), 7.89 (s, 2H), 7.77 – 7.68 (m, 2H), 

7.38 – 7.21 (m, 3H), 2.44 (s, 3H), 2.43 (s, 3H), 2.40 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 155.43, 135.75, 132.20, 129.52, 128.46, 128.43, 127.49, 

127.16, 126.99, 21.59, 20.30, 19.32. 

HRMS: Calc’d for C22H21NF3, [M-BF4
-]: 356.1626; found: 356.1619 

 

  



 179 

Compound 14 

 
N-(mesityl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (14) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(4-

methoxyphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.0732 g, 0.205 mmol) was suspended 

in ethanol (10 mL). 2,4,6-trimethylaniline (0.043 mL, 0.307 mmol) was added and the mixture 

was refluxed for 4 hours while under nitrogen. The solution was cooled to room temperature 

overnight and diluted with diethyl ether. The precipitate was isolated by filtration and dried under 

vacuum to afford the yellow solid (0.023 g, 0.05 mmol) in 27% yield. 

Physical State: yellow solid. 

IR (KBr, Acetonitrile): 1375 (m), 1444 (m), 1612 (m), 1634 (s), 2252 (s), 2943 (w), 3544 (m), 

3620 (w) 

MP: 218 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.24 – 8.15 (m, 2H), 8.08 – 7.96 (m, 2H), 7.31 – 7.26 (m, 

2H), 7.25 – 7.18 (m, 2H), 3.95 (s, 3H), 2.44 (s, 3H), 2.34 (s, 6H), 1.96 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 163.51, 155.80, 155.03, 141.66, 132.44, 130.75, 130.04, 

125.72, 123.63, 115.34, 55.55, 20.35, 20.21, 16.24. 

HRMS: Calc’d for C23H26NO, [M-BF4
-]: 332.2014; found: 332.2008 
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Compound 15 

 
N-(p-tolyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (15) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.5 g, 1.8 mmol) was suspended in ethanol (30 mL). p-toluidine 

(0.236 mL, 2.2 mmol) was added and the mixture was refluxed for 4 hours while under nitrogen. 

The solution was cooled to room temperature overnight and diluted with diethyl ether. The 

precipitate was isolated by filtration and dried under vacuum to afford the white solid (0.4831 g, 

1.33 mmol) in 74% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (s), 1443 (s), 1509 (m), 1560 (m), 1637 (s), 2252 (s), 2292 (m), 2943 

(m), 3005 (m), 3164 (m), 3617 (m) 

MP: 226 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.18 (s, 2H), 8.03 – 7.98 (m, 2H), 7.75 – 7.66 (m, 3H), 

7.62 – 7.56 (m, 2H), 7.40 – 7.32 (m, 2H), 2.53 (s, 3H), 2.44 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 156.49, 156.19, 142.01, 136.02, 134.10, 132.26, 131.46, 

129.86, 128.03, 128.02, 125.28, 123.87, 21.66, 20.36. 

HRMS: Calc’d for C20H20N, [M-BF4
-]: 274.1596; found: 274.1591 
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Compound 16 

 
N-phenyl-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (16) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(4-

methoxyphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.65 mmol) was suspended in 

ethanol (30 mL). Aniline (0.182 mL, 2.0 mmol) was added and the mixture was refluxed for 4 

hours while under nitrogen. The solution was cooled to room temperature overnight and diluted 

with diethyl ether. The precipitate was isolated by filtration and dried under vacuum to afford the 

white solid (0.4155 g, 1.10 mmol) in 67% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (s), 1443 (s), 1603 (s), 1638 (s), 2252 (s), 2292 (s), 2943 (s), 3002 

(s), 3164 (m), 3543 (m), 3620 (m)  

MP: 219-222 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.12 (s, 2H), 8.07 – 7.96 (m, 2H), 7.83 – 7.72 (m, 3H), 

7.52 – 7.41 (m, 2H), 7.26 – 7.15 (m, 2H), 3.94 (s, 3H), 2.39 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 163.40, 155.72, 131.25, 131.01, 129.90, 125.73, 125.67, 

122.50, 115.30, 55.53, 21.56. 

HRMS: Calc’d for C20H20NO, [M-BF4
-]: 290.1545; found: 290.1538 

 

  



 182 

Compound 17 

 
N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (17) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(4-

methoxyphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.65 mmol) was suspended in 

ethanol (30 mL). 2,6-dimethylaniline (0.25 mL, 2.0 mmol) was added and the mixture was refluxed 

for 4 hours while under nitrogen. The solution was cooled to room temperature overnight and 

diluted with diethyl ether. The precipitate was isolated by filtration and dried under vacuum to 

afford the yellow solid (0.4596 g, 1.13 mmol) in 69% yield. 

Physical State: yellow solid. 

IR (KBr, Acetonitrile): 1375 (m), 1443 (m), 2253 (s), 2292 (m), 2409 (w), 2944 (m), 3003 (m), 

3164 (m), 3618 (w) 

MP: 224 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.20 (s, 2H), 8.08 – 7.99 (m, 2H), 7.56 (dd, J = 8.2, 7.1 

Hz, 1H), 7.46 (dq, J = 7.8, 0.7 Hz, 2H), 7.28 – 7.14 (m, 2H), 3.95 (s, 3H), 2.34 (s, 6H), 1.99 (d, J 

= 0.7 Hz, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 163.51, 154.78, 132.84, 131.23, 130.24, 130.04, 125.67, 

123.68, 115.33, 55.54, 20.30, 16.31. 

HRMS: Calc’d for C22H24NO, [M-BF4
-]: 318.1858; found: 318.1851 
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Compound 18 

 
N-(p-trifluoromethylphenyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium 

tetrafluoroborate (18) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(4-

methoxyphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.65 mmol) was suspended in 

ethanol (30 mL). 4-(trifluoromethyl)aniline (0.251 mL, 2.0 mmol) was added and the mixture was 

refluxed for 4 hours while under nitrogen. The solution was cooled to room temperature overnight 

and diluted with diethyl ether. The precipitate was isolated by filtration and dried under vacuum 

to afford the pale yellow solid (0.4046 g, 0.91 mmol) in 55% yield. 

Physical State: pale yellow solid. 

IR (KBr, Acetonitrile): 1326 (m), 1375 (s), 1444 (m), 1601 (m), 1637 (w), 2253 (s), 2292 (m), 

2944 (w), 3003 (w), 3164 (w), 3619 (w) 

MP: 269 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.15 (s, 2H), 8.11 – 8.07 (m, 2H), 8.05 – 8.00 (m, 2H), 

7.73 – 7.67 (m, 2H), 7.25 – 7.17 (m, 2H), 3.94 (s, 3H), 2.39 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 163.57, 155.96, 155.48, 130.01, 128.35, 128.32, 127.17, 

125.51, 122.58, 115.35, 55.56, 21.61. 

HRMS: Calc’d for C21H19NF3O, [M-BF4
-]: 358.1419; found: 358.1412 
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Compound 19 

 
N-(2,4-dimethoxyphenyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (19) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in ethanol (30 mL). 2,4-

dimethoxyaniline (0.299 mL, 2.1 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the purple solid 

(0.4896 g, 1.16 mmol) in 68% yield. 

Physical State: purple solid. 

IR (KBr, Acetonitrile): 1375 (s), 1443 (s), 1511 (m), 1636 (s), 2252 (s), 2292 (s), 2943 (m), 3002 

(m), 3164 (m), 3201 (w), 3618 (m) 

MP: 183-185 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.14 (s, 2H), 7.94 – 7.85 (m, 2H), 7.56 – 7.43 (m, 2H), 

7.31 (d, J = 8.7 Hz, 1H), 6.88 (d, J = 2.5 Hz, 1H), 6.83 (dd, J = 8.8, 2.5 Hz, 1H), 3.94 (s, 3H), 3.84 

(s, 3H), 2.49 (s, 3H), 2.41 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 157.15, 130.47, 128.01, 127.17, 123.24, 106.50, 100.17, 

56.25, 55.83, 20.87, 20.53. 

HRMS: Calc’d for C22H24NO2, [M-BF4
-]: 334.1807; found: 334.1811 
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Compound 20 

 
N-(p-tolyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (20) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.5 g, 1.7 mmol) was suspended in ethanol (25 mL). P-

toluidine (0.2143 g, 2.0 mmol) was added and the mixture was refluxed for 4 hours while under 

nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl ether. 

The precipitate was isolated by filtration and dried under vacuum to afford the white solid (0.4209 

g, 1.12 mmol) in 66% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (m), 1443 (m), 1509 (m), 1612 (m), 1637 (s), 2252 (s), 2292 (m), 

2943 (m), 3002 (m), 3164 (w), 3617 (w) 

MP: 172 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.14 (s, 2H), 7.97 – 7.85 (m, 2H), 7.62 – 7.55 (m, 2H), 

7.53 – 7.45 (m, 2H), 7.39 – 7.30 (m, 2H), 2.52 (s, 3H), 2.49 (s, 3H), 2.41 (s, 6H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 161.53, 161.30, 148.75, 147.24, 136.70, 136.35, 135.80, 

133.25, 130.61, 26.90, 25.83, 25.64. 

HRMS: Calc’d for C21H22N, [M-BF4
-]: 288.1752; found: 288.1746 
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Compound 21 

 
N-(n-butyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (21) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 2,6-dimethyl-4-

phenylpyrylium tetrafluoroborate (0.3 g, 1.1 mmol) was suspended in ethanol (20 mL). 1-

butylamine (0.130 mL, 1.3 mmol) was added and the mixture was refluxed for 4 hours while under 

nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl ether. 

The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.1324 g, 0.40 mmol) in 37% yield. 

Physical State: pale yellow solid. 

IR (KBr, Acetonitrile): 1331 (m), 1375 (s), 1447 (s), 1636 (s), 2250 (s), 2292 (s), 2943 (m), 3002 

(m), 3164 (w), 3619 (w) 

MP: 192 °C  
1H NMR (500 MHz, Acetonitrile-d3): δ 8.02 (s, 2H), 7.96 – 7.86 (m, 2H), 7.71 – 7.60 (m, 3H), 

4.48 – 4.36 (m, 2H), 2.88 (s, 6H), 1.92 – 1.79 (m, 2H), 1.64 – 1.49 (m, 2H), 1.06 (t, J = 7.4 Hz, 

3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 206.49, 155.25, 131.91, 129.72, 127.81, 124.98, 52.23, 

29.90, 20.56, 19.61, 12.73. 

HRMS: Calc’d for C17H22N, [M-BF4
-]: 240.1752; found: 240.1747 
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Compound 22 

 
N-(n-butyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (22) 

In a 100 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (0.9939 g, 3.47 mmol) was suspended in ethanol (50 mL). 1-

butylamine (0.412 mL, 4.17 mmol) was added and the mixture was refluxed for 4 hours while 

under nitrogen. The solution was cooled to room temperature overnight and diluted with diethyl 

ether. The precipitate was isolated by filtration and dried under vacuum to afford the white solid 

(0.3945 g, 1.15 mmol) in 33.3% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (m), 1443 (m), 1561 (w), 1637 (m), 2252 (s), 2292 (w), 2943 (w), 

3013 (m), 3034 (m), 3164 (w) 

MP: 129 °C  
1H NMR (500 MHz, Acetonitrile-d3): δ 7.99 (s, 2H), 7.87 – 7.78 (m, 2H), 7.52 – 7.41 (m, 2H), 

4.44 – 4.33 (m, 2H), 2.86 (s, 6H), 2.47 (s, 3H), 1.91 – 1.76 (m, 2H), 1.57 (h, J = 7.4 Hz, 2H), 1.05 

(t, J = 7.4 Hz, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 143.03, 130.38, 127.73, 124.47, 52.11, 29.88, 20.53, 

19.60, 12.73. 

HRMS: Calc’d for C18H24N, [M-BF4
-]: 254.1909; found: 254.1900 
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Compound 23 

 
N-(n-butyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (23) 

In a 50 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(4-

methoxyphenyl)-2,6-dimethylpyrylium tetrafluoroborate (0.5 g, 1.65 mmol) was suspended in 

ethanol (30 mL). Aniline (0.247 mL, 2.5 mmol) was added and the mixture was refluxed for 4 

hours while under nitrogen. The solution was cooled to room temperature overnight and diluted 

with diethyl ether. The precipitate was isolated by filtration and dried under vacuum to afford the 

pale-yellow solid (0.2289 g, 0.64 mmol) in 40% yield. 

Physical State: pale yellow solid. 

IR (KBr, Acetonitrile): 1375 (s), 1444 (s), 1525 (s), 1604 (s), 1636 (s), 2252 (s), 2292 (m), 2943 

(m), 2969 (m), 3003 (m), 3163 (w), 3620 (w) 

MP: 135-137 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 7.95 (s, 2H), 7.94 – 7.89 (m, 2H), 7.19 – 7.13 (m, 2H), 

4.42 – 4.28 (m, 2H), 3.91 (s, 3H), 2.83 (s, 6H), 1.90 – 1.75 (m, 2H), 1.55 (h, J = 7.4 Hz, 2H), 1.04 

(t, J = 7.4 Hz, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 154.76, 153.87, 129.60, 125.71, 123.71, 115.16, 55.46, 

51.91, 29.93, 20.48, 19.59, 12.72. 

HRMS: Calc’d for C18H24NO, [M-BF4
-]: 270.1858; found: 270.1852 
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Compound 24 

 
N-(2-(2-(2-methoxyethoxy)ethoxy)ethyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (24) 

In a 100 mL round bottom flask equipped with a magnetic stir bar and condenser, 4-(p-tolyl)-2,6-

dimethylpyrylium tetrafluoroborate (1.0 g, 3.5 mmol) was suspended in ethanol (50 mL). 2-(2-(2-

methoxyethoxy)ethoxy) ethanamine (0.694 mL, 4.2 mmol) was added and the mixture was 

refluxed for 4 hours while under nitrogen. The solution was cooled to room temperature overnight 

and diluted with diethyl ether. The precipitate was isolated by filtration and dried under vacuum 

to afford the white solid (0.969 g, 2.25 mmol) in 64% yield. 

Physical State: white solid. 

IR (KBr, Acetonitrile): 1375 (s), 1443 (s), 1511 (m), 1636 (s), 2252 (s), 2292 (s), 2943 (m), 3002 

(m), 3164 (m), 3201 (w), 3618 (m) 

MP: 192 °C 
1H NMR (500 MHz, Acetonitrile-d3): δ 8.00 (s, 2H), 7.89 – 7.79 (m, 2H), 7.52 – 7.38 (m, 2H), 

4.68 (t, J = 5.1 Hz, 2H), 3.96 (dd, J = 5.5, 4.7 Hz, 2H), 3.56 – 3.52 (m, 2H), 3.51 – 3.47 (m, 2H), 

3.46 – 3.42 (m, 2H), 3.41 – 3.37 (m, 2H), 2.88 (s, 6H), 2.46 (s, 3H). 
13C NMR (126 MHz, Acetonitrile-d3): δ 130.37, 127.80, 124.22, 71.54, 70.58, 69.93, 68.11, 

57.85, 52.16, 21.34, 20.48. 

HRMS: Calc’d for C21H30NO3, [M-BF4
-]: 344.2226; found: 344.2222 
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A.7. Pyrylium & Pyridinium NMR Data 

 
Figure A.20. 1H-NMR spectrum of 2,6-dimethyl-4-phenylpyrylium tetrafluoroborate (SI-A) 

in CD3CN at 25 °C. 

 

 
Figure A.21. 13C-NMR spectrum of 2,6-dimethyl-4-phenylpyrylium tetrafluoroborate (SI-A) 

in CD3CN at 25 °C. 
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Figure A.22. 1H-NMR spectrum of 4-(p-tolyl)-2,6-dimethyl-pyrylium tetrafluoroborate (SI-

B) in CD3CN at 25 °C. 

 

 
Figure A.23. 13C-NMR spectrum of 4-(p-tolyl)-2,6-dimethyl-pyrylium tetrafluoroborate (SI-

B) in CD3CN at 25 °C. 
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Figure A.24. 1H-NMR spectrum of 4-(2,4-xylyl)-2,6-dimethylpyrylium tetrafluoroborate (SI-

C) in CD3CN at 25 °C. 

 

 
Figure A.25. 13C-NMR spectrum of 4-(2,4-xylyl)-2,6-dimethylpyrylium tetrafluoroborate 

(SI-C) in CD3CN at 25 °C. 
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Figure A.26. 1H-NMR spectrum of 4-(p-methoxyphenyl)-2,6-dimethylpyrylium 

tetrafluoroborate (SI-D) in CD3CN at 25 °C. 

 

 
Figure A.27. 13C-NMR spectrum of 4-(p-methoxyphenyl)-2,6-dimethylpyrylium 

tetrafluoroborate (SI-D) in CD3CN at 25 °C. 
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Figure A.28. 1H-NMR spectrum of N-phenyl-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (1) in CD3CN at 25 °C. 

 

 
Figure A.29. 13C-NMR spectrum of N-phenyl-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (1) in CD3CN at 25 °C. 
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Figure A.30. 1H-NMR spectrum of N-(2,6-xylyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (2) in CD3CN at 25 °C. 

 
Figure A.31. 13C-NMR spectrum of N-(2,6-xylyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (2) in CD3CN at 25 °C. 
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Figure A.32. 1H-NMR spectrum of N-(p-trifluoromethylphenyl)-4-phenyl-2,6-

dimethylpyridinium tetrafluoroborate (3) in CD3CN at 25 °C. 

 
Figure A.33. 13C-NMR spectrum of N-(p-trifluoromethylphenyl)-4-phenyl-2,6-

dimethylpyridinium tetrafluoroborate (3) in CD3CN at 25 °C. 
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Figure A.34. 1H-NMR spectrum of N-(mesityl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (4) in CD3CN at 25 °C. 

 
Figure A.35. 13C-NMR spectrum of N-(mesityl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (4) in CD3CN at 25 °C. 

  



 198 

 
Figure A.36. 1H-NMR spectrum of N-(2,4-xylyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (5) in CD3CN at 25 °C. 

 
Figure A.37. 13C-NMR spectrum of N-(2,4-xylyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (5) in CD3CN at 25 °C. 
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Figure A.38. 1H-NMR spectrum of N-phenyl-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (6) in CD3CN at 25 °C. 

 

 
Figure A.39. 13C-NMR spectrum of N-phenyl-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (6) in CD3CN at 25 °C. 
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Figure A.40. 1H-NMR spectrum of N-(2,6-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (7) in CD3CN at 25 °C. 

 
Figure A.41. 13C-NMR spectrum of N-(2,6-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (7) in CD3CN at 25 °C. 
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Figure A.42. 1H-NMR spectrum of N-(p-trifluoromethylphenyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate (8) in CD3CN at 25 °C. 

 
Figure A.43. 13C-NMR spectrum of N-(p-trifluoromethylphenyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate (8) in CD3CN at 25 °C. 
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Figure A.44. 1H-NMR spectrum of N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (9) in CD3CN at 25 °C. 

 
Figure A.45. 13C-NMR spectrum of N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (9) in CD3CN at 25 °C. 
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Figure A.46. 1H-NMR spectrum of N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (10) in CD3CN at 25 °C. 

 
Figure A.47. 13C-NMR spectrum of N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (10) in CD3CN at 25 °C. 
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Figure A.48. 1H-NMR spectrum of N-phenyl-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (11) in CD3CN at 25 °C. 

 

 
Figure A.49. 13C-NMR spectrum of N-phenyl-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (11) in CD3CN at 25 °C. 
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Figure A.50. 1H-NMR spectrum of N-(2,6-xylyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (12) in CD3CN at 25 °C. 

 
Figure A.51. 13C-NMR spectrum of N-(2,6-xylyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (12) in CD3CN at 25 °C. 
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Figure A.52. 1H-NMR spectrum of N-(p-trifluoromethylphenyl)-4-(2,4-xylyl)-2,6-

dimethylpyridinium tetrafluoroborate (13) in CD3CN at 25 °C. 

 
Figure A.53. 13C-NMR spectrum of N-(p-trifluoromethylphenyl)-4-(2,4-xylyl)-2,6-

dimethylpyridinium tetrafluoroborate (13) in CD3CN at 25 °C. 
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Figure A.54. 1H-NMR spectrum of N-(mesityl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (14) in CD3CN at 25 °C. 

 
Figure A.55. 13C-NMR spectrum of N-(mesityl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (14) in CD3CN at 25 °C. 
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Figure A.56. 1H-NMR spectrum of N-(p-tolyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (15) in CD3CN at 25 °C. 

 
Figure A.57. 13C-NMR spectrum of N-(p-tolyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (15) in CD3CN at 25 °C. 
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Figure A.58. 1H-NMR spectrum of N-phenyl-4-(p-methoxylphenyl)-2,6-dimethylpyridinium 

tetrafluoroborate (16) in CD3CN at 25 °C. 

 

 
Figure A.59. 13C-NMR spectrum of N-phenyl-4-(p-methoxylphenyl)-2,6-dimethylpyridinium 

tetrafluoroborate (16) in CD3CN at 25 °C. 
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Figure A.60. 1H-NMR spectrum of N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium (17) tetrafluoroborate in CD3CN at 25 °C. 

 

 
Figure A.61. 13C-NMR spectrum of N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (17) in CD3CN at 25 °C. 
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Figure A.62. 1H-NMR spectrum of N-(p-trifluoromethylphenyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (18) in CD3CN at 25 °C. 

 
Figure A.63. 13C-NMR spectrum of N-(p-trifluoromethylphenyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (18) in CD3CN at 25 °C. 
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Figure A.64. 1H-NMR spectrum of N-(2,4-dimethoxybenzene)-4-(p-tolyl)-2,6-

dimethylpyridnium tetrafluoroborate (19) in CD3CN at 25 °C. 

 
Figure A.65. 13C-NMR spectrum of N-(2,4-dimethoxybenzene)-4-(p-tolyl)-2,6-

dimethylpyridnium tetrafluoroborate (19) in CD3CN at 25 °C. 
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Figure A.66. 1H-NMR spectrum of N-(p-tolyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (20) in CD3CN at 25 °C. 

 

 
Figure A.67.13C-NMR spectrum of N-(p-tolyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (20) in CD3CN at 25 °C. 
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Figure A.68. 1H-NMR spectrum of N-(n-butyl)-4-(p-tolyl)-2,6-dimethylpyridnium 

tetrafluoroborate (22) in CD3CN at 25 °C. 

 

 
Figure A.69. 13C-NMR spectrum of N-(n-butyl)-4-(p-tolyl)-2,6-dimethylpyridnium 

tetrafluoroborate (22) in CD3CN at 25 °C. 
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Figure A.70. 1H-NMR spectrum of N-(n-butyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridnium 

tetrafluoroborate (23) in CD3CN at 25 °C. 

 

 
Figure A.71. 13C-NMR spectrum of N-(n-butyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridnium tetrafluoroborate (23) in CD3CN at 25 °C. 
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Figure A.72. 1H-NMR spectrum of N-(2-(2-(2-methoxyethoxy)ethoxy)ethyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate (24) in CD3CN at 25 °C. 

 

 
Figure A.73. 13C-NMR spectrum of N-(2-(2-(2-methoxyethoxy)ethoxy)ethyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate (24) in CD3CN at 25 °C. 
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A.8. X-ray Crystal Structures of Pyridinium Tetrafluoroborate Salts 

 

 
Figure A.74. X-Ray crystal structure of N-phenyl-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (1) [50% thermal ellipsoid]; CCDC-2157789. 

 

 
Figure A.75. X-Ray crystal structure of N-(2,6-xylyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (2) [50% thermal ellipsoid]; CCDC-2156178 
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Figure A.76. X-Ray crystal structure of N-(mesityl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (4) [50% thermal ellipsoid]; CCDC-2156211. 

 

 
Figure A.77. X-Ray crystal structure of N-(2,4-xylyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (5) [50% thermal ellipsoid]; CCDC-2167771. B-Level Alert Note: 

Parameter ratio, Zmax < 18, detected. The severe disorder results in many parameters which 

causes this value to be lower than desired, but no more data could be processed. 
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Figure A.78. X-Ray crystal structure of N-phenyl-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (6) [50% thermal ellipsoid]; CCDC-2155765. 

 

 
Figure A.79. X-Ray crystal structure of N-(2,6-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (7) [50% thermal ellipsoid]; CCDC-2163473. 
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Figure A.80. X-Ray crystal structure of N-(p-trifluoromethylphenyl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate (8) [50% thermal ellipsoid]; CCDC-2157813. 

 

 
Figure A.81. X-Ray crystal structure of N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (9) [50% thermal ellipsoid]; CCDC-2156206. 

  



 221 

 
Figure A.82. X-Ray crystal structure of N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (10) [50% thermal ellipsoid]; CCDC-2157809. 
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Figure A.83. X-Ray crystal structure of N-phenyl-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (11) [50% thermal ellipsoid]; CCDC-2155982. Note: Two protons ipso to 

methyl groups near the interannular linkage with pyridinium can be seen in the 

corresponding cif report; this observation is due to a disorder of the terminal xylyl such that 

there is half occupancy for C14(CH3)/H. 
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Figure A.84. X-Ray crystal structure of N-(2,6-xylyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (12) [50% thermal ellipsoid]; CCDC-2155992. 

 

 
Figure A.85. X-Ray crystal structure of N-(p-trifluoromethylphenyl)-4-(2,4-xylyl)-2,6-

dimethylpyridinium tetrafluoroborate (13) [50% thermal ellipsoid]; CCDC-2156563. 
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Figure A.86. X-Ray crystal structure of N-(mesityl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (14) [50% thermal ellipsoid]; CCDC-2155715. B-

Level Alert Note: Positive residual density was detected (0.95 eA-3). This residual density 

resides in one of the BF4- anions. Attempts to build disorder were not successful.   

 

 
Figure A.87. X-Ray crystal structure of N-(p-tolyl)-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (15) [50% thermal ellipsoid]; CCDC-2166708. 
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Figure A.88. X-Ray crystal structure of N-phenyl-4-(p-methoxylphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (16) [50% thermal ellipsoid]; CCDC-2162102. 

 

 
Figure A.89. X-Ray crystal structure of N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate (17) [50% thermal ellipsoid]; CCDC-2155704. 
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Figure A.90. X-Ray crystal structure of N-(p-trifluoromethylphenyl)-4-(p-methoxyphenyl)-

2,6-dimethylpyridinium tetrafluoroborate (18) [50% thermal ellipsoid]; CCDC-2156214. 

 

 
Figure A.91. X-Ray crystal structure of N-(2,4-dimethoxybenzene)-4-(p-tolyl)-2,6-

dimethylpyridnium tetrafluoroborate (19) [50% thermal ellipsoid]; CCDC-2158012. 
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Figure A.92. X-Ray crystal structure of N-(p-tolyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (20) [50% thermal ellipsoid]; CCDC-2168227. B-Level Alert Note: This 

crystal was refined as a 2-component twinned crystal; however, there appeared to be 

additional twin components. Due to difficulties associated with processing the additional 

components, a portion of the data was removed via an ‘omit’ statement to solve the structure 

as a two-component twin. This resulted in a deviation in theta(max) between the cif and fcf 

of 0.64 degrees.  
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Figure A.93. X-Ray crystal structure of N-(n-butyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridnium tetrafluoroborate (21) [50% thermal ellipsoid]; CCDC-2162134. B-

Level Alert Note: Positive residual density was detected (0.94 eA-3). This residual density 

resides in one of the BF4- anions. Attempts to build disorder were not successful.   
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Figure A.94. X-Ray crystal structure of N-(n-butyl)-4-(p-tolyl)-2,6-dimethylpyridnium 

tetrafluoroborate (22) [50% thermal ellipsoid]; CCDC-2163981. 

 

 
Figure A.95. X-Ray crystal structure of N-(n-butyl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridnium tetrafluoroborate (23) [50% thermal ellipsoid]; CCDC-2165226. 
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A.9. DFT Coordinates of Geometry-Optimized Pyridinium Salts 

Pyr* = reduced state (neutral radical) 

Pyr+ = oxidized state (cation) 

 

Compound 1 

 
N-phenyl-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.53268 -1.21426 -0.04372 C -0.53677 -1.18153 -0.21388 

C 0.83504 -1.20376 -0.04112 C 0.84845 -1.17845 -0.21332 

C 1.61568 0 0 C 1.58137 0 0 

C 0.83504 1.20376 0.04112 C 0.84844 1.17845 0.21331 

C -0.53268 1.21426 0.04372 C -0.53677 1.18153 0.21387 

H 1.31924 -2.17155 -0.08527 H 1.35416 -2.11535 -0.40873 

H 1.31924 2.17155 0.08527 H 1.35416 2.11536 0.40872 

C 3.06685 0 0 C 3.05964 0 0 

C 3.82344 1.20722 -0.05845 C 3.77636 1.12224 -0.45724 

C 3.82344 -1.20722 0.05845 C 3.77636 -1.12224 0.45724 

C 5.21564 1.20303 -0.05814 C 5.17111 1.11838 -0.46188 

H 3.3169 2.1645 -0.11427 H 3.24601 1.98888 -0.83844 

C 5.21564 -1.20303 0.05814 C 5.17111 -1.11838 0.46188 

H 3.3169 -2.1645 0.11428 H 3.246 -1.98888 0.83844 

C 5.93458 0 0 C 5.87266 0 0 

H 5.74688 2.15042 -0.10694 H 5.70904 1.98624 -0.83043 

H 5.74688 -2.15042 0.10694 H 5.70904 -1.98624 0.83044 

H 7.02033 0 0 H 6.95836 0 0 

C -1.32436 2.49092 0.09922 C -1.32103 2.4375 0.45177 

H -0.6401 3.34019 0.14548 H -0.63329 3.2667 0.61813 

H -1.96478 2.61484 -0.78131 H -1.95571 2.67735 -0.4062 

H -1.97811 2.52864 0.97789 H -1.97161 2.34136 1.32557 

C -1.32436 -2.49092 -0.09922 C -1.32103 -2.4375 -0.45177 

H -0.6401 -3.34019 -0.14548 H -0.63329 -3.26669 -0.61815 

H -1.96478 -2.61484 0.7813 H -1.95569 -2.67736 0.40621 

H -1.97811 -2.52864 -0.97789 H -1.97162 -2.34136 -1.32557 

C -2.68553 0 0 C -2.66646 0 0 

C -3.38291 0.08479 -1.20977 C -3.34524 0.23161 -1.19651 

C -3.38291 -0.08479 1.20977 C -3.34523 -0.23161 1.19651 

C -4.78061 0.08543 -1.20772 C -4.74233 0.23029 -1.19008 
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H -2.83087 0.14888 -2.14255 H -2.79201 0.40897 -2.11319 

C -4.78061 -0.08543 1.20773 C -4.74232 -0.23029 1.19008 

H -2.83087 -0.14888 2.14255 H -2.792 -0.40897 2.11319 

C -5.48083 0 0 C -5.43951 0 0 

H -5.31974 0.1515 -2.14792 H -5.28155 0.40908 -2.11464 

H -5.31974 -0.1515 2.14793 H -5.28154 -0.40908 2.11465 

H -6.56666 0 0 H -6.52491 0 0.00001 

N -1.24283 0 0 N -1.20522 0 0 

 
  



 232 

Compound 2 

N-(2,6-xylyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.28047 0.949326 -0.73407 C -0.2744 1.208548 -0.1139 

C 1.104771 0.947874 -0.73212 C 1.093583 1.199279 -0.11069 

C 1.837871 -1.9E-05 -0.00001 C 1.874357 -4E-06 -6.4E-05 

C 1.104773 -0.9479 0.732124 C 1.093577 -1.19929 0.110524 

C -0.28047 -0.94936 0.734064 C -0.2744 -1.20855 0.113691 

C -2.41544 -1.2E-05 -1E-06 C -2.43053 0.000009 0 

C -3.0799 0.767145 0.972098 C -3.11271 0.11946 1.226072 

C -4.48105 0.750192 0.949821 C -4.51455 0.117495 1.203919 

C -5.17501 0.000018 0.000006 C -5.21128 0.000015 0.000228 

C -4.48107 -0.75017 -0.94981 C -4.51474 -0.11747 -1.20358 

C -3.07992 -0.76715 -0.9721 C -3.11291 -0.11944 -1.22596 

H 1.610943 1.689036 -1.33732 H 1.577625 2.163179 -0.20913 

H 1.610947 -1.68903 1.337355 H 1.577614 -2.16319 0.208941 

H -5.02608 1.332351 1.686624 H -5.05929 0.208673 2.139527 

H -6.26072 0.00003 0.000009 H -6.29749 0.000017 0.000315 

H -5.02612 -1.33232 -1.68661 H -5.05964 -0.20865 -2.1391 

C 3.315877 -8E-06 -4E-06 C 3.325624 -4E-06 -1.9E-05 

C 4.032471 1.207031 -0.10856 C 4.082173 1.208513 -0.01602 

C 5.427186 1.205694 -0.10259 C 5.474386 1.204326 -0.01607 

C 6.128654 0.000017 -5E-06 C 6.193292 -1E-06 0.000068 

C 5.427208 -1.20567 0.102582 C 5.474387 -1.20433 0.016167 

C 4.032493 -1.20704 0.108543 C 4.082174 -1.20852 0.016029 

H 3.502264 2.152047 -0.16695 H 3.575667 2.167402 -0.01971 

H 5.965131 2.145917 -0.17313 H 6.005614 2.152927 -0.02591 

H 7.214353 0.000026 -5E-06 H 7.27904 -1E-06 0.0001 

H 5.96517 -2.14589 0.173119 H 6.005616 -2.15293 0.026034 

H 3.502304 -2.15206 0.166936 H 3.575669 -2.16741 0.019698 

N -0.95045 -0.00002 -7E-06 N -0.98532 -2E-06 -0.00012 

C -2.33507 -1.57935 -2.00548 C -2.36452 -0.2457 -2.53216 

H -3.03994 -2.11312 -2.64581 H -3.06305 -0.33868 -3.3671 

H -1.67308 -2.3218 -1.54716 H -1.70825 -1.12273 -2.54109 

H -1.71124 -0.95036 -2.64997 H -1.72751 0.62555 -2.72028 

C -2.33502 1.579357 2.00545 C -2.3641 0.245684 2.532148 

H -3.03988 2.112866 2.646002 H -3.0625 0.338799 3.36719 
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H -1.67331 2.322032 1.547082 H -1.70771 1.122611 2.540936 

H -1.71089 0.950426 2.649707 H -1.7272 -0.62565 2.720212 

C -1.0648 1.953703 -1.52623 C -1.06577 2.480896 -0.24098 

H -1.70904 2.558117 -0.88153 H -1.71456 2.651853 0.625371 

H -1.7073 1.468856 -2.26661 H -1.71173 2.478048 -1.12612 

C -1.06479 -1.95369 1.526284 C -1.06579 -2.4809 0.240743 

H -1.70902 -2.55816 0.881619 H -1.71459 -2.65182 -0.6256 

H -1.70731 -1.4688 2.266626 H -1.71173 -2.47807 1.125899 

H -0.37685 -2.61895 2.048139 H -0.38081 -3.32681 0.323437 

H -0.37686 2.619007 -2.04802 H -0.38079 3.326804 -0.3237 
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Compound 3 

 
N-(4-trifluoromethyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.84363 1.18452 -0.20564 C -0.8571 1.20881 -0.15886 

C -2.22819 1.17952 -0.20929 C -2.22491 1.19396 -0.15317 

C -2.96118 0.00015 0.00117 C -3.00095 -0.00048 -0.00182 

C -2.22822 -1.17837 0.21638 C -2.22327 -1.19377 0.15009 

C -0.84366 -1.1819 0.2213 C -0.85545 -1.20631 0.15876 

C 1.28286 0.00242 0.01388 C 1.29079 0.00378 0.00833 

C 1.96524 -0.23033 -1.1812 C 1.99937 -0.5096 -1.08774 

C 3.35809 -0.22839 -1.17507 C 3.39134 -0.51047 -1.08047 

C 4.04812 0.00508 0.02092 C 4.08344 0.0109 0.02137 

C 3.35492 0.23659 1.21105 C 3.38177 0.52783 1.11442 

C 1.95883 0.23569 1.20926 C 1.98666 0.51933 1.10799 

H -2.73376 2.11616 -0.40597 H -2.71371 2.14771 -0.31112 

H -2.73402 -2.11553 0.40995 H -2.71079 -2.14853 0.30584 

H 1.41797 -0.40933 -2.10035 H 1.45935 -0.89356 -1.94659 

H 3.89815 -0.40745 -2.09854 H 3.93345 -0.90506 -1.93376 

H 3.89086 0.41705 2.13498 H 3.91432 0.92496 1.97068 

H 1.40787 0.41431 2.12629 H 1.43807 0.90152 1.96218 

C -4.43883 -0.00076 -0.00367 C -4.45492 -0.00146 -0.00222 

C -5.15772 1.12322 0.44629 C -5.20803 1.20405 0.07608 

C -6.55234 1.1183 0.44647 C -6.60073 1.19955 0.07476 

C -7.25151 -0.0026 -0.01298 C -7.31696 -0.00329 -0.00259 

C -6.54785 -1.12257 -0.4678 C -6.59917 -1.20521 -0.07978 

C -5.15326 -1.12566 -0.45838 C -5.20646 -1.20793 -0.08073 

H -7.09211 1.98726 0.80961 H -7.13332 2.14488 0.14192 

H -8.33719 -0.00331 -0.01657 H -8.40273 -0.00398 -0.00269 

H -7.08407 -1.99224 -0.83451 H -7.13054 -2.15122 -0.14701 

H -4.62132 -1.99357 -0.83436 H -4.69587 -2.16141 -0.1628 

N -0.17611 0.00168 0.00996 N -0.14389 0.00188 0.00107 

C 5.55482 -0.00032 -0.00404 C 5.58543 0.0006 0.00243 

F 6.10263 0.25497 1.206 F 6.13447 0.53688 1.11852 

F 6.04948 0.92919 -0.86604 F 6.0912 0.69805 -1.0551 

F 6.04955 -1.19937 -0.41631 F 6.08997 -1.26161 -0.11229 

C -0.0587 -2.43701 0.4608 C -0.0715 -2.46885 0.38486 

C -0.0586 2.44053 -0.4402 C -0.07489 2.47234 -0.38522 
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H -0.74635 3.26873 -0.61065 H -0.76506 3.2865 -0.61375 

H 0.59594 2.34611 -1.31133 H 0.62554 2.36979 -1.22192 

H 0.57049 2.68314 0.42123 H 0.51391 2.76551 0.49098 

H 0.5888 -2.34235 1.33714 H 0.62644 -2.3668 1.22364 

H 0.57757 -2.67799 -0.39582 H 0.52009 -2.75926 -0.49041 

H -0.74655 -3.26639 0.62496 H -0.76075 -3.28479 0.60977 

H -4.62945 1.99182 0.82578 H -4.69866 2.15815 0.15843 
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Compound 4 

 
N-(mesityl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.06269 0.9511 0.73237 C 0.062689 0.951098 0.732368 

C 1.44806 0.94916 0.73001 C 1.448055 0.949159 0.730012 

C 2.18034 -0.00057 -0.00037 C 2.18034 -0.00057 -0.00037 

C 1.44649 -0.94955 -0.73013 C 1.446493 -0.94955 -0.73013 

C 0.06111 -0.94999 -0.73142 C 0.061112 -0.94999 -0.73142 

C -2.07289 0.00138 0.00106 C -2.07289 0.001383 0.001058 

C -2.74324 -0.75957 0.97259 C -2.74324 -0.75957 0.972587 

C -4.14287 -0.73816 0.95025 C -4.14287 -0.73816 0.950251 

C -4.8598 0.00507 0.00398 C -4.8598 0.005073 0.003981 

C -4.14287 0.75034 -0.94071 C -4.14287 0.750343 -0.94071 

C -2.74325 0.76613 -0.9675 C -2.74325 0.766134 -0.9675 

H 1.95489 1.69127 1.33353 H 1.954893 1.691266 1.333535 

H 1.95207 -1.69222 -1.33402 H 1.952066 -1.69222 -1.33402 

H -4.6831 -1.31706 1.69461 H -4.6831 -1.31706 1.694612 

H -4.68313 1.33814 -1.67805 H -4.68313 1.338145 -1.67805 

N -0.60856 0.0009 0.00071 N -0.60856 0.000905 0.000713 

C -0.72396 -1.95531 -1.52156 C -0.72397 -1.95531 -1.52156 

C -0.72065 1.95731 1.52313 C -0.72065 1.957305 1.523134 

H -0.03227 2.62338 2.04345 H -0.03227 2.623385 2.043455 

H -1.36305 1.47368 2.26439 H -1.36305 1.473676 2.264391 

H -1.36529 2.56038 0.87762 H -1.36529 2.560376 0.877616 

H -1.36583 -1.47087 -2.26277 H -1.36583 -1.47087 -2.26277 

H -1.36934 -2.55712 -0.8756 H -1.36934 -2.55712 -0.8756 

H -0.03674 -2.6226 -2.04188 H -0.03674 -2.6226 -2.04188 

C -6.36977 -0.01676 -0.01331 C -6.36977 -0.01677 -0.01331 

C -2.00396 1.57987 -2.00407 C -2.00396 1.579868 -2.00407 

C -2.00394 -1.57129 2.01073 C -2.00394 -1.57129 2.010729 

H -2.71166 2.11196 -2.64273 H -2.71167 2.111959 -2.64273 

H -1.38075 0.95166 -2.65006 H -1.38075 0.951655 -2.65006 

H -1.34169 2.32387 -1.54847 H -1.34169 2.323867 -1.54847 

H -2.71174 -2.09849 2.65334 H -2.71174 -2.09849 2.653335 

H -1.34593 -2.31946 1.55576 H -1.34593 -2.31946 1.555764 

H -1.37635 -0.94319 2.65255 H -1.37636 -0.94319 2.652551 

H -6.77722 -0.1807 0.98828 H -6.77722 -0.1807 0.988281 
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H -6.77707 0.91981 -0.40448 H -6.77707 0.91981 -0.40448 

H -6.7373 -0.82766 -0.65415 H -6.7373 -0.82766 -0.65415 

C 3.6585 -0.00133 -0.00099 C 3.658503 -0.00133 -0.00099 

C 4.37448 -1.209 -0.10617 C 4.374478 -1.209 -0.10617 

C 4.37582 1.20559 0.10357 C 4.375821 1.205592 0.103567 

C 5.76923 -1.20838 -0.1009 C 5.769227 -1.20838 -0.1009 

H 3.84372 -2.1539 -0.16153 H 3.84372 -2.1539 -0.16153 

C 5.77056 1.20352 0.0971 C 5.770564 1.203525 0.097097 

H 3.8461 2.15105 0.15939 H 3.846097 2.151049 0.159386 

C 6.47139 -0.00279 -0.0022 C 6.471392 -0.00279 -0.0022 

H 6.30664 -2.14911 -0.16891 H 6.306643 -2.14911 -0.16891 

H 6.30902 2.14369 0.16464 H 6.309016 2.143687 0.16464 

H 7.5571 -0.00336 -0.00267 H 7.557095 -0.00336 -0.00267 
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Compound 5 

 
N-(2,4-xylyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.032129 -1.10765 -0.47803 C 0.02938 -1.21249 -0.21825 

C -1.35289 -1.11377 -0.45201 C -1.33768 -1.20409 -0.16905 

C -2.08646 0.02816 -0.09211 C -2.11849 -0.00023 -0.12475 

C -1.35447 1.181395 0.232798 C -1.33899 1.204652 -0.16372 

C 0.030611 1.192594 0.206501 C 0.028052 1.214783 -0.21273 

C 2.163508 0.049719 -0.15559 C 2.183083 0.002072 -0.19062 

C 2.870486 -0.30242 1.003533 C 2.858745 -0.00067 1.043972 

C 4.270897 -0.27489 0.922507 C 4.260711 0.003665 1.022031 

C 4.955403 0.081506 -0.24709 C 4.99725 0.008433 -0.17155 

C 4.202955 0.428443 -1.38018 C 4.292639 0.014841 -1.38386 

C 2.810969 0.41269 -1.33708 C 2.897359 0.010369 -1.39123 

H -1.85901 -2.02432 -0.74607 H -1.82091 -2.17333 -0.17314 

H -1.86036 2.089087 0.535918 H -1.82326 2.173391 -0.16276 

H 4.842126 -0.54122 1.807939 H 4.79392 0.005397 1.9701 

H 4.70513 0.713317 -2.30012 H 4.834339 0.025255 -2.32585 

H 2.227742 0.681433 -2.2125 H 2.35295 0.016919 -2.33104 

N 0.70109 0.04405 -0.13945 N 0.739559 0.001544 -0.22619 

C 6.464642 0.077949 -0.29629 C 6.507996 -0.01873 -0.14886 

H 6.896872 0.004945 0.704922 H 6.902451 0.457449 0.753564 

H 6.846672 0.98709 -0.77152 H 6.928448 0.492057 -1.02021 

C 2.17695 -0.69487 2.286157 C 2.106827 -0.00425 2.353511 

H 1.551032 -1.58468 2.155624 H 1.460365 -0.88425 2.445179 

H 1.524626 0.102116 2.659696 H 1.458904 0.874225 2.449614 

H 6.831833 -0.77261 -0.88281 H 6.880129 -1.05077 -0.16395 

H 2.911125 -0.91601 3.063297 H 2.800773 -0.00588 3.197407 

C -3.56439 0.016911 -0.0602 C -3.56798 -0.00114 -0.05614 

C -4.29789 1.176421 -0.37591 C -4.32497 1.206975 -0.02007 

C -4.26395 -1.15438 0.287527 C -4.32345 -1.21017 -0.01918 

C -5.69235 1.161562 -0.34967 C -5.71564 1.201904 0.044694 

H -3.78185 2.08402 -0.67195 H -3.82019 2.166467 -0.04209 

C -5.65825 -1.16261 0.323621 C -5.71413 -1.2068 0.045547 

H -3.7199 -2.05297 0.560008 H -3.81743 -2.16904 -0.03992 

C -6.37665 -0.00629 0.002628 C -6.43326 -0.00289 0.07811 

H -6.2437 2.060015 -0.60893 H -6.24672 2.150322 0.069921 
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H -6.18256 -2.0699 0.607038 H -6.24401 -2.15586 0.071639 

H -7.46205 -0.01518 0.026887 H -7.51781 -0.00355 0.128899 

C 0.814089 2.426604 0.543331 C 0.818309 2.492237 -0.274 

H 1.398028 2.766941 -0.31694 H 1.412053 2.558619 -1.19278 

H 1.514442 2.251259 1.364521 H 1.517634 2.586922 0.564301 

C 0.816903 -2.31775 -0.89027 C 0.821101 -2.48869 -0.28622 

H 1.528989 -2.62117 -0.11814 H 1.519377 -2.58782 0.552441 

H 1.38793 -2.12288 -1.80305 H 1.416151 -2.54866 -1.2046 

H 0.12838 3.222433 0.834465 H 0.135515 3.343511 -0.24539 

H 0.133376 -3.14607 -1.07739 H 0.139203 -3.34088 -0.26381 
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Compound 6 

 
N-phenyl-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.95361 1.18422 -0.20168 C -0.95212 1.21447 -0.06453 

C 0.4309 1.18194 -0.20272 C 0.41551 1.20367 -0.06298 

C 1.16735 0.00192 -0.00269 C 1.19638 0.00081 -0.00324 

C 0.43269 -1.17907 0.19829 C 0.41622 -1.20232 0.05876 

C -0.95181 -1.18305 0.19975 C -0.95141 -1.2138 0.0634 

H 0.93442 2.1217 -0.3895 H 0.90046 2.17026 -0.12603 

H 0.93775 -2.11824 0.38392 H 0.90175 -2.16865 0.12143 

C 2.64264 0.00254 -0.00308 C 2.64816 0.00119 -0.00428 

C 3.36688 -1.12746 -0.43016 C 3.4084 -1.20208 -0.05972 

C 3.36613 1.13303 0.42031 C 3.40845 1.20396 0.04541 

C 4.75911 -1.12009 -0.43668 C 4.80011 -1.19522 -0.06142 

C 4.75953 1.12742 0.42239 C 4.80098 1.1965 0.04267 

H 2.84301 2.01409 0.77791 H 2.90677 2.16453 0.09306 

C 5.48383 0.00355 -0.00519 C 5.53862 0.00083 -0.00747 

H 5.29252 -1.99878 -0.78899 H 5.32816 -2.14563 -0.1117 

H 5.29285 2.00972 0.76523 H 5.32957 2.14703 0.08213 

C -1.73509 -2.44227 0.42454 C -1.74232 -2.4894 0.14738 

H -2.36892 -2.67425 -0.43626 H -2.37359 -2.64139 -0.73546 

H -1.04665 -3.27248 0.58299 H -1.05752 -3.33595 0.22584 

H -2.38643 -2.35582 1.2988 H -2.40536 -2.50197 1.01992 

C -1.73882 2.44245 -0.42523 C -1.74381 2.48975 -0.14614 

H -1.05167 3.27349 -0.58491 H -2.37311 2.64105 0.73821 

H -2.39153 2.35514 -1.29838 H -1.0596 3.33665 -0.22587 

H -2.37147 2.67372 0.43663 H -2.40887 2.50232 -1.01715 

C -3.0832 -0.0007 0.00103 C -3.105 -0.00018 0.00127 

C -3.76145 0.21813 1.20032 C -3.80222 0.16006 1.20374 

C -3.76341 -0.22033 -1.197 C -3.80408 -0.16085 -1.20008 

C -5.15855 0.21607 1.1953 C -5.19991 0.16115 1.20274 

H -3.20757 0.38637 2.11834 H -3.2498 0.28094 2.13067 

C -5.1605 -0.21994 -1.18939 C -5.20176 -0.16276 -1.19681 

H -3.21103 -0.38785 -2.11605 H -3.25309 -0.28143 -2.12789 

C -5.85679 -0.00235 0.0036 C -5.90125 -0.00101 0.00353 

H -5.69698 0.38504 2.12219 H -5.73828 0.28597 2.13743 

H -5.70045 -0.38954 -2.11528 H -5.74158 -0.28792 -2.13063 
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H -6.94221 -0.00299 0.0046 H -6.98708 -0.00134 0.00441 

N -1.62237 0.00018 -0.00032 N -1.66303 0.00019 0.00007 

H 2.84336 -2.00632 -0.79258 H 2.90599 -2.16176 -0.11703 

C 6.99218 -0.00906 0.01813 C 7.0488 -0.00295 0.02511 

H 7.39874 -0.54826 -0.84286 H 7.4307 -0.13679 1.04648 

H 7.40011 1.00534 0.01695 H 7.46078 -0.81772 -0.58014 

H 7.36067 -0.51302 0.92037 H 7.45842 0.93963 -0.3522 
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Compound 7 

 
N-(2,6-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate  

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.667427 0.977464 0.694808 C 0.664879 1.209484 0.108983 

C -0.71708 0.975708 0.692041 C -0.70299 1.199548 0.104411 

C -1.45232 -0.00058 -0.00205 C -1.4837 -0.00019 -0.00346 

C -0.71591 -0.97692 -0.69477 C -0.70265 -1.19989 -0.10918 

C 0.668635 -0.97851 -0.69531 C 0.665233 -1.2097 -0.11065 

C 2.803728 -6.9E-05 0.000985 C 2.821622 0.000018 0.001299 

C 3.468952 0.726506 -1.00145 C 3.505625 0.115413 -1.22427 

C 4.87012 0.710796 -0.97794 C 4.907464 0.113567 -1.20078 

C 5.563885 0.000826 0.002424 C 5.603012 0.000141 0.004007 

C 4.869556 -0.70959 0.982059 C 4.905124 -0.11334 1.207438 

C 3.468372 -0.72621 1.004108 C 3.503245 -0.11531 1.228197 

H -1.22231 1.740438 1.267838 H -1.18792 2.163584 0.198977 

H -1.22002 -1.74166 -1.27151 H -1.18721 -2.16406 -0.20426 

H 5.415401 1.262016 -1.73799 H 5.453199 0.201651 -2.13614 

H 6.649603 0.001177 0.00299 H 6.689229 0.000186 0.005068 

H 5.4144 -1.26045 1.742686 H 5.44904 -0.20137 2.143856 

C -2.92739 -0.0002 -0.00301 C -2.93549 -0.00011 -0.00457 

C -3.65072 1.203142 0.101938 C -3.69581 1.204052 0.008088 

C -5.04354 1.199991 0.091705 C -5.08793 1.197025 0.005882 

C -5.76846 0.001389 -0.00762 C -5.82618 0.00025 -0.00802 

C -5.04447 -1.19773 -0.10985 C -5.08816 -1.19667 -0.02582 

C -3.65177 -1.20263 -0.11285 C -3.69608 -1.20403 -0.02314 

H -3.12727 2.152251 0.156364 H -3.19396 2.165676 0.007024 

H -5.57639 2.144783 0.154732 H -5.61619 2.148587 0.01009 

H -5.57829 -2.14116 -0.18477 H -5.61656 -2.14803 -0.04123 

N 1.339219 -0.00045 0.000209 N 1.376939 -5.7E-05 -0.00014 

C 2.723678 -1.49638 2.069391 C 2.75339 -0.23726 2.533957 

H 3.42893 -1.99596 2.736361 H 3.450864 -0.32641 3.370236 

H 2.069352 -2.26356 1.64161 H 2.097863 -1.11482 2.545222 

H 2.09192 -0.84393 2.68199 H 2.115244 0.634087 2.717706 

C 2.72487 1.496229 -2.06749 C 2.758275 0.23733 -2.53146 

H 3.430499 1.996127 -2.73382 H 3.457342 0.326539 -3.3664 

H 2.069746 2.2631 -1.64038 H 2.102716 1.114853 -2.54396 

H 2.09403 0.84341 -2.68064 H 2.120534 -0.63406 -2.71644 
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C 1.451215 2.012278 1.447685 C 1.456189 2.482202 0.23259 

H 2.10204 2.585979 0.781946 H 2.106147 2.650505 -0.63353 

H 2.087295 1.557102 2.212199 H 2.101321 2.482741 1.118473 

C 1.453714 -2.01315 -1.44707 C 1.456948 -2.48236 -0.23219 

H 2.103986 -2.58648 -0.78047 H 2.104967 -2.65044 0.63543 

H 2.090513 -1.55786 -2.21092 H 2.104079 -2.483 -1.11662 

H 0.766361 -2.70316 -1.93655 H 0.772145 -3.32871 -0.31263 

H 0.763011 2.701931 1.936473 H 0.771118 3.328465 0.311627 

H -3.1292 -2.15189 -0.17254 H -3.19448 -2.16574 -0.03205 

C -7.27672 -0.00087 0.019514 C -7.33631 -6.3E-05 0.025812 

H -7.68465 -0.83453 -0.55924 H -7.74778 -0.87668 -0.48553 

H -7.68406 0.93237 -0.37952 H -7.74709 0.895189 -0.45272 

H -7.64407 -0.1058 1.048135 H -7.71747 -0.01903 1.056055 
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Compound 8 

 
N-(p-trifluoromethyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.43868 1.17882 -0.18433 C -0.44588 1.199767 -0.15719 

C -1.82129 1.179166 -0.18437 C -1.81382 1.19005 -0.15295 

C -2.57023 -0.00117 -0.00166 C -2.59486 -0.00038 0.000875 

C -1.8307 -1.18724 0.182607 C -1.82293 -1.19592 0.160166 

C -0.44819 -1.1975 0.185271 C -0.45509 -1.21518 0.17123 

C 1.690518 -0.0172 0.00225 C 1.69656 -0.01556 0.007928 

C 2.373138 -0.21724 -1.19783 C 2.397734 -0.56159 -1.07566 

C 3.768415 -0.2227 -1.1938 C 3.791379 -0.57325 -1.07474 

C 4.461701 -0.03095 0.005005 C 4.491082 -0.03167 0.009942 

C 3.767833 0.168237 1.202435 C 3.795447 0.521355 1.092557 

C 2.37269 0.175054 1.203984 C 2.402421 0.523356 1.092895 

H -2.32279 2.12179 -0.36334 H -2.29933 2.144854 -0.31582 

H -2.3399 -2.12596 0.360423 H -2.31588 -2.14706 0.322225 

H 1.826378 -0.36828 -2.12355 H 1.852454 -0.96433 -1.92248 

H 4.311932 -0.38176 -2.11848 H 4.326671 -0.99553 -1.91783 

H 4.310952 0.311043 2.130056 H 4.334513 0.933144 1.938829 

H 1.82553 0.325896 2.1295 H 1.860328 0.927213 1.941232 

C -4.03762 0.004106 -0.00278 C -4.04965 0.004531 -0.00342 

C -4.76008 1.148337 0.393619 C -4.80217 1.207564 0.075136 

C -6.15018 1.146747 0.395975 C -6.19529 1.204853 0.06742 

C -6.87867 0.015004 -0.00816 C -6.93439 0.012633 -0.01465 

C -6.15735 -1.12078 -0.41383 C -6.20075 -1.18453 -0.0961 

C -4.76731 -1.13393 -0.40371 C -4.80884 -1.19477 -0.09138 

H -6.68197 2.036411 0.72093 H -6.72189 2.154847 0.132346 

H -6.69448 -2.00308 -0.7498 H -6.73189 -2.13111 -0.17458 

H -4.24983 -2.02192 -0.75308 H -4.3054 -2.15168 -0.18104 

N 0.230637 -0.01193 0.001087 N 0.263209 -0.01026 0.008004 

C 5.975471 0.010897 -0.00031 C 5.992196 0.007215 -0.00661 

F 6.490009 -0.42614 1.169256 F 6.530799 -0.12289 1.234291 

F 6.421658 1.276545 -0.18916 F 6.472948 1.187343 -0.50224 

F 6.492217 -0.74943 -0.98929 F 6.5339 -0.97156 -0.77542 

C 0.331668 -2.46329 0.397139 C 0.321614 -2.47936 0.412631 

C 0.351242 2.43861 -0.39465 C 0.340723 2.458952 -0.39248 

H -0.33123 3.277587 -0.53361 H -0.34673 3.273181 -0.62905 
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H 0.995736 2.368424 -1.276 H 1.042044 2.347137 -1.22734 

H 0.996088 2.657044 0.461881 H 0.929533 2.758888 0.481508 

H 0.974852 -2.39798 1.279827 H 1.020865 -2.3702 1.249591 

H 0.976521 -2.68659 -0.45813 H 0.911275 -2.78605 -0.45843 

H -0.35745 -3.29705 0.534706 H -0.37248 -3.28796 0.649107 

H -4.23716 2.034665 0.739007 H -4.29458 2.162776 0.159031 

C -8.38477 0.011223 0.016338 C -8.44472 0.011676 0.011043 

H -8.75081 -0.33542 0.991023 H -8.82981 -0.18838 1.020032 

H -8.79113 1.012936 -0.14759 H -8.84942 0.978215 -0.30528 

H -8.79635 -0.6582 -0.74382 H -8.85631 -0.76063 -0.64777 

 
  



 246 

Compound 9 

 
N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.3234 0.980051 0.693972 C -0.32437 1.210427 0.117316 

C 1.061274 0.978095 0.692986 C 1.061915 1.20021 0.113215 

C 1.796903 0.000191 0.001841 C 1.844487 -0.00144 -0.00199 

C 1.060999 -0.977 -0.69004 C 1.059758 -1.20207 -0.11616 

C -0.32366 -0.97787 -0.69208 C -0.32652 -1.20991 -0.11847 

C -2.45901 0.001367 0.00035 C -2.48497 0.001712 0.000828 

C -3.13001 -0.7186 1.002213 C -3.1731 -0.11879 1.222505 

C -4.52974 -0.6983 0.978648 C -4.57451 -0.11248 1.198485 

C -5.24644 0.004468 0.00191 C -5.29386 0.007143 0.002683 

C -4.52916 0.709682 -0.97287 C -4.57549 0.12929 -1.19387 

C -3.12959 0.724925 -0.99943 C -3.17447 0.127637 -1.21997 

H 1.566025 1.743695 1.268066 H 1.548386 2.163093 0.214702 

H 1.565693 -1.74304 -1.26461 H 1.544771 -2.16563 -0.2181 

H -5.07017 -1.2456 1.746408 H -5.1146 -0.20132 2.138288 

H -5.06931 1.265831 -1.73448 H -5.1165 0.230053 -2.132 

N -0.99516 0.00132 0.000749 N -1.03969 0.000719 -3.4E-05 

C -1.10816 -2.01358 -1.44286 C -1.12267 -2.48059 -0.24975 

C -1.10756 2.016336 1.444349 C -1.11823 2.482437 0.249394 

H -0.41981 2.70755 1.931687 H -0.43459 3.329223 0.333366 

H -1.74353 1.562207 2.209575 H -1.7632 2.47636 1.135413 

H -1.75894 2.587706 0.777212 H -1.76923 2.655065 -0.61512 

H -1.74327 -1.55895 -2.20851 H -1.76765 -2.47362 -1.13576 

H -1.76043 -2.5843 -0.77602 H -1.77389 -2.65139 0.614918 

H -0.42065 -2.7054 -1.9297 H -0.44061 -3.32869 -0.33337 

C -6.75644 -0.0179 -0.01548 C -6.80509 -0.02077 -0.00042 

C -2.39042 1.496128 -2.0682 C -2.43245 0.259843 -2.52958 

C -2.39145 -1.4874 2.073138 C -2.43016 -0.24905 2.531789 

H -3.09847 1.994461 -2.73322 H -3.13418 0.365985 -3.36036 

H -1.75984 0.844061 -2.68256 H -1.80389 -0.6153 -2.72858 

H -1.73525 2.264354 -1.64339 H -1.76826 1.130962 -2.53423 

H -3.09991 -1.98055 2.741557 H -3.13152 -0.33273 3.365441 

H -1.74025 -2.25981 1.649754 H -1.78336 -1.13323 2.544475 

H -1.75692 -0.83548 2.68354 H -1.78385 0.615461 2.719411 

H -7.16448 -0.15631 0.989676 H -7.21276 0.343459 0.947146 
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H -7.16348 0.90856 -0.43047 H -7.21357 0.592037 -0.80965 

H -7.12378 -0.84447 -0.63608 H -7.17686 -1.04282 -0.1458 

C 3.272148 -0.00081 0.002168 C 3.296633 -0.00345 -0.00236 

C 3.994921 -1.20469 -0.0989 C 4.056986 -1.20758 -0.01914 

C 3.997117 1.20169 0.107585 C 4.059026 1.201723 0.01128 

C 5.387869 -1.2021 -0.08921 C 5.450988 -1.20017 -0.0206 

H 3.47101 -2.15374 -0.14993 H 3.555618 -2.16939 -0.02467 

C 5.389781 1.196224 0.104169 C 5.450335 1.194395 0.010206 

C 6.113304 -0.00356 0.005824 C 6.189138 -0.00447 -0.00418 

H 5.920283 -2.14733 -0.1493 H 5.97935 -2.15156 -0.03281 

H 5.924012 2.139711 0.1757 H 5.978801 2.146049 0.016221 

H 3.474855 2.151325 0.164195 H 3.557192 2.163344 0.011577 

C 7.62159 -0.00156 -0.02157 C 7.699719 0.001474 0.013494 
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Compound 10 

 
N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.431145 -1.11571 -0.45522 C 0.432848 -1.21287 -0.23027 

C -0.9532 -1.12044 -0.42934 C -0.93414 -1.20382 -0.18262 

C -1.68863 0.028492 -0.09147 C -1.71498 0.000205 -0.13901 

C -0.95328 1.186756 0.212405 C -0.93537 1.205163 -0.17786 

C 0.431148 1.196471 0.18618 C 0.431613 1.215823 -0.2254 

C 2.56391 0.046258 -0.15575 C 2.58685 0.002208 -0.19192 

C 3.272149 -0.28595 1.008431 C 3.254058 -0.00068 1.047508 

C 4.672582 -0.2608 0.925628 C 4.656097 0.003359 1.036032 

C 5.35611 0.074803 -0.25061 C 5.401461 0.007953 -0.15214 

C 4.602654 0.402244 -1.3889 C 4.705726 0.014582 -1.36948 

C 3.210758 0.388068 -1.34397 C 3.310425 0.010413 -1.387 

H -1.45843 -2.03646 -0.70721 H -1.41828 -2.17282 -0.18778 

H -1.45707 2.100706 0.4995 H -1.42045 2.1737 -0.17875 

H 5.244559 -0.5122 1.814949 H 5.182331 0.005019 1.988028 

H 5.104059 0.670438 -2.31428 H 5.254364 0.024928 -2.30747 

H 2.626591 0.641722 -2.22329 H 2.772951 0.017109 -2.3308 

N 1.101997 0.041552 -0.13843 N 1.144098 0.001833 -0.23791 

C 6.86534 0.070923 -0.30129 C 6.912013 -0.01978 -0.11811 

H 7.298476 -0.00736 0.699097 H 7.300201 0.465931 0.782005 

H 7.247067 0.982801 -0.77173 H 7.339162 0.481347 -0.99178 

C 2.579656 -0.65488 2.298597 C 2.492435 -0.00422 2.351424 

H 1.946402 -1.54149 2.182773 H 1.846666 -0.88518 2.438889 

H 1.934629 0.152539 2.662443 H 1.842291 0.873227 2.441675 

H 7.231997 -0.77608 -0.89317 H 7.28371 -1.05209 -0.11908 

H 3.314515 -0.87033 3.076712 H 3.179972 -0.00401 3.200582 

C -3.16366 0.019295 -0.06168 C -3.16509 -0.00073 -0.07244 

C -3.90151 1.181937 -0.35416 C -3.92582 1.202972 -0.03376 

C -3.87309 -1.1525 0.264451 C -3.92437 -1.20524 -0.03529 

C -5.29422 1.167057 -0.32779 C -5.31633 1.194947 0.030418 

H -3.39039 2.098152 -0.63191 H -3.42536 2.165155 -0.04833 

C -5.26532 -1.15533 0.300671 C -5.31507 -1.1988 0.028874 

H -3.33786 -2.05976 0.525859 H -3.42285 -2.16686 -0.05085 

C -6.00412 0.000606 -0.00058 C -6.05338 -0.00245 0.059958 

H -5.83892 2.075828 -0.56864 H -5.84429 2.146209 0.061018 
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H -5.78692 -2.06843 0.574261 H -5.842 -2.15066 0.058307 

C 1.215303 2.436055 0.501081 C 1.222136 2.493057 -0.28743 

H 1.797564 2.76241 -0.36577 H 1.817405 2.558365 -1.20544 

H 1.917361 2.274544 1.323628 H 1.920473 2.589296 0.551651 

C 1.215266 -2.33371 -0.84546 C 1.224747 -2.48895 -0.2982 

H 1.925207 -2.62524 -0.06675 H 1.922011 -2.58921 0.541295 

H 1.788733 -2.15501 -1.76002 H 1.821342 -2.5484 -1.21575 

H 0.53006 3.236561 0.780356 H 0.539385 3.344517 -0.26104 

H 0.531035 -3.16417 -1.02023 H 0.542833 -3.34124 -0.27753 

C -7.51257 -0.01803 0.003274 C -7.56351 -0.00291 0.093682 

H -7.9235 0.974127 0.209978 H -7.95221 0.873612 0.62282 

H -7.9004 -0.71773 0.74928 H -7.95194 -0.89826 0.590257 

H -7.89729 -0.33606 -0.9739 H -7.99055 0.015993 -0.91843 
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Compound 11 

 
N-phenyl-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 1.092079 1.026448 -0.52256 C 1.101805 1.203593 0.408076 

C -0.29454 1.0217 -0.51313 C -0.26744 1.187263 0.410964 

C -1.02376 -0.07124 -0.01744 C -1.04659 0.047004 0.022349 

C -0.28316 -1.16299 0.466708 C -0.27286 -1.07789 -0.40786 

C 1.103049 -1.16118 0.466027 C 1.097566 -1.08187 -0.44135 

N 1.766165 -0.06378 -0.02796 N 1.81373 0.060203 -0.01643 

H -0.80321 1.881459 -0.93144 H -0.76608 2.081063 0.774963 

H -0.78991 -2.02943 0.876704 H -0.76645 -1.96673 -0.78383 

C 1.870513 2.187415 -1.06771 C 1.889772 2.390548 0.888195 

C 1.892564 -2.3209 0.997519 C 1.881619 -2.2566 -0.95652 

H 1.178294 2.949796 -1.42942 H 1.202372 3.153854 1.262225 

H 2.517723 1.879028 -1.89568 H 2.496039 2.839559 0.091187 

H 2.509873 2.632753 -0.29786 H 2.579278 2.12033 1.698596 

H 2.527154 -2.7582 0.219175 H 2.557814 -1.96924 -1.77217 

H 2.54569 -2.01408 1.82141 H 2.501588 -2.71989 -0.17799 

H 1.207498 -3.08895 1.360921 H 1.190795 -3.01521 -1.33404 

C -2.50453 -0.11457 -0.03441 C -2.51057 0.102971 -0.0122 

C -3.12089 -1.29531 -0.49783 C -3.1411 1.333766 -0.33733 

C -3.31746 0.962133 0.398435 C -3.36915 -1.00146 0.285609 

C -4.50513 -1.41208 -0.56899 C -4.52438 1.476796 -0.39659 

H -2.50098 -2.1229 -0.83401 H -2.52029 2.193187 -0.57938 

C -4.71045 0.805564 0.332934 C -4.75873 -0.82606 0.211905 

C -5.32851 -0.35333 -0.15429 C -5.37116 0.388272 -0.1324 

H -5.33644 1.622686 0.688196 H -5.39445 -1.67652 0.460395 

C -6.83186 -0.45847 -0.24194 C -6.87413 0.512605 -0.23098 

H -7.17939 -1.45249 0.062025 H -7.22197 0.364614 -1.26373 

H -7.32357 0.288913 0.388977 H -7.37934 -0.23507 0.391326 

H -7.17211 -0.29835 -1.27408 H -7.21614 1.505681 0.084203 

H -4.94851 -2.33119 -0.9461 H -4.95046 2.443594 -0.66231 

C -2.76561 2.250957 0.971047 C -2.85351 -2.34762 0.752614 

H -3.50145 2.710131 1.63866 H -3.63607 -2.88129 1.302991 

H -1.84388 2.095208 1.540394 H -2.55002 -2.99563 -0.08081 

H -2.54707 2.983036 0.18258 H -1.98331 -2.24338 1.41054 

C 3.2279 -0.0557 -0.02706 C 3.252813 0.0586 -0.02193 
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C 3.90447 0.467953 1.076222 C 3.956734 -0.60581 0.991177 

C 3.912507 -0.571 -1.12924 C 3.95294 0.719642 -1.03985 

C 5.302235 0.473315 1.071608 C 5.354806 -0.61146 0.982773 

H 3.349258 0.863826 1.922208 H 3.40768 -1.10962 1.782671 

C 5.310247 -0.55963 -1.12229 C 5.351066 0.719601 -1.04018 

H 3.363626 -0.97332 -1.97632 H 3.401285 1.224894 -1.82859 

C 6.004014 -0.03897 -0.02477 C 6.054751 0.05279 -0.03084 

H 5.838581 0.878081 1.925344 H 5.895352 -1.1286 1.771729 

H 5.852822 -0.95785 -1.97516 H 5.888719 1.23431 -1.83269 

H 7.090727 -0.03244 -0.02388 H 7.1419 0.050653 -0.03425 
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Compound 12 

 
N-(2,6-xylyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate  

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.82055 -0.85368 0.907226 C -0.81589 -0.99948 0.771583 

C 0.565689 -0.85884 0.908911 C 0.553354 -0.98635 0.770579 

C 0.58035 0.718307 -0.89275 C 1.334695 -0.0249 0.045187 

C -0.80635 0.722025 -0.90206 C 0.561594 0.914046 -0.7113 

H 1.070959 -1.47638 1.643027 C -0.80892 0.908345 -0.74298 

H 1.090603 1.323664 -1.63168 N -1.52594 -0.04574 0.012083 

C -1.61177 -1.68158 1.877433 H 1.05059 -1.72787 1.389421 

C -1.58291 1.552755 -1.88174 H 1.055367 1.649143 -1.33642 

H -0.92752 -2.24182 2.517055 C -1.60983 -1.98842 1.579658 

H -2.26466 -2.39227 1.359979 C -1.59634 1.883854 -1.57331 

H -2.24845 -1.05636 2.512409 H -0.92557 -2.65214 2.114751 

H -2.22447 0.931614 -2.51565 H -2.26351 -2.60758 0.952064 

H -2.22915 2.274856 -1.37157 H -2.25452 -1.49555 2.31904 

H -0.88906 2.100796 -2.52157 H -2.22973 1.38098 -2.31563 

C 1.308332 -0.06992 0.01352 H -2.26056 2.508414 -0.96171 

N -1.48332 -0.06109 0.001308 H -0.9078 2.544694 -2.10659 

C 2.788781 -0.11807 0.016734 C 2.798033 -0.0954 0.025382 

C 3.603159 1.040121 -0.04601 C 3.423017 -1.36942 0.098679 

C 3.404056 -1.38448 0.096419 C 3.662957 1.042255 -0.0397 

C 4.995762 0.869023 -0.03879 C 4.805361 -1.53091 0.082067 

C 4.788205 -1.52177 0.081771 H 2.798172 -2.25852 0.139177 

H 2.783639 -2.27619 0.141342 C 5.051431 0.845375 -0.05962 

C 5.612675 -0.38794 0.009896 C 5.657839 -0.41882 -0.00979 

H 5.622757 1.759048 -0.06183 H 5.691527 1.727699 -0.0912 

H 5.230457 -2.51456 0.12905 C 7.159821 -0.57545 -0.06969 

C -2.94839 -0.05119 -0.00128 H 7.503305 -0.76199 -1.09768 

C -3.60854 0.891211 0.806891 H 7.67082 0.327605 0.283764 

C -3.61906 -0.98474 -0.81107 H 7.499898 -1.42045 0.540992 

C -5.01037 0.879143 0.78764 H 5.226293 -2.53462 0.129773 

C -5.02065 -0.95361 -0.79548 C 3.155307 2.469743 -0.01493 

C -5.70987 -0.0325 -0.00488 H 3.942537 3.144175 0.339444 

H -5.55186 1.594034 1.402068 H 2.8516 2.827179 -1.0083 

H -5.57018 -1.66128 -1.41112 H 2.287424 2.580965 0.644883 
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H -6.7969 -0.0252 -0.00626 C -2.96965 -0.05396 -0.00492 

C -2.8575 1.883833 1.663375 C -3.66925 0.72819 0.935717 

H -2.18044 1.389394 2.370301 C -3.63986 -0.84288 -0.96131 

H -2.24575 2.565281 1.059154 C -5.0714 0.707841 0.902673 

H -3.55806 2.491725 2.241709 C -5.04252 -0.83666 -0.9599 

C -2.87949 -1.98748 -1.66576 C -5.75427 -0.06796 -0.03646 

H -2.20093 -1.50167 -2.37722 H -5.62787 1.305615 1.62138 

H -2.27117 -2.6716 -1.06118 H -5.57657 -1.43972 -1.69108 

H -3.58725 -2.59166 -2.23918 H -6.84177 -0.07341 -0.04879 

C 3.053497 2.451095 -0.07146 C -2.87617 -1.67389 -1.96594 

H 2.83376 2.781849 -1.09502 C -2.93661 1.56676 1.956973 

H 2.13301 2.552526 0.511921 H -2.22066 -1.05377 -2.58972 

H 3.791237 3.148188 0.338095 H -3.56495 -2.20863 -2.62663 

C 7.115893 -0.52099 -0.02662 H -2.23363 -2.41527 -1.47516 

H 7.457867 -0.77169 -1.04007 H -2.29339 0.952294 2.59895 

H 7.608255 0.411663 0.267205 H -2.28644 2.31063 1.480291 

H 7.460955 -1.32083 0.63832 H -3.64529 2.09878 2.598528 
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Compound 13 

 
N-(p-trifluoromethyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.25921 1.169471 0.471996 C -0.26945 1.208592 0.42125 

C -1.64475 1.167975 0.468678 C -1.63958 1.187327 0.417701 

C -2.38244 0.07338 -0.0147 C -2.41172 0.05373 0.011811 

C -1.6502 -1.01999 -0.50604 C -1.63997 -1.06264 -0.43092 

C -0.26422 -1.02359 -0.5126 C -0.26877 -1.06678 -0.46523 

N 0.405956 0.070391 -0.01827 N 0.447098 0.071289 -0.02124 

H -2.15393 2.034262 0.87584 H -2.14301 2.070423 0.800796 

H -2.15647 -1.88122 -0.92407 H -2.13469 -1.94185 -0.82801 

C 0.528124 2.331039 1.00242 C 0.504652 2.377193 0.964383 

C 0.518222 -2.18395 -1.05304 C 0.506344 -2.21882 -1.04155 

H -0.15887 3.098134 1.363816 H -0.19224 3.097056 1.40124 

H 1.161838 2.769999 0.224102 H 1.088556 2.898136 0.19531 

H 1.180366 2.028033 1.828562 H 1.211501 2.064683 1.744119 

H 1.166827 -1.87743 -1.88074 H 1.202369 -1.88559 -1.82239 

H 1.15503 -2.62864 -0.28053 H 1.102487 -2.75284 -0.29066 

H -0.17191 -2.94779 -1.4153 H -0.19084 -2.93436 -1.48528 

C -3.86255 0.114078 -0.03521 C -3.87913 0.104239 -0.02026 

C -4.4797 1.295135 -0.49704 C -4.51134 1.326012 -0.36593 

C -4.67486 -0.96569 0.392293 C -4.72768 -0.9985 0.299399 

C -5.86383 1.409402 -0.57217 C -5.89558 1.462768 -0.42311 

H -3.86055 2.124821 -0.8293 H -3.89254 2.182357 -0.62389 

C -6.06765 -0.8113 0.323034 C -6.11872 -0.83058 0.228054 

C -6.68637 0.347763 -0.16335 C -6.73555 0.375236 -0.13566 

H -6.69327 -1.63027 0.674629 H -6.75036 -1.67895 0.49274 

C -8.18952 0.449195 -0.25649 C -8.23927 0.492612 -0.23017 

H -8.52721 0.261653 -1.2849 H -8.58765 0.337818 -1.26151 

H -8.68172 -0.28265 0.392066 H -8.73923 -0.25406 0.397211 

H -8.53866 1.450227 0.020998 H -8.58419 1.486036 0.080345 

H -6.30772 2.328702 -0.94808 H -6.32716 2.422539 -0.70418 

C -4.12286 -2.25462 0.964487 C -4.20114 -2.33501 0.781476 

H -4.85953 -2.71474 1.630501 H -4.97408 -2.86209 1.351253 

H -3.90296 -2.98593 0.175682 H -3.90832 -2.99434 -0.04669 

H -3.20228 -2.09896 1.535676 H -3.32199 -2.21792 1.42485 

C 1.86549 0.064488 -0.01425 C 1.876432 0.066242 -0.01384 
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C 2.541049 -0.45459 1.091203 C 2.575466 -0.78732 0.856566 

C 2.55192 0.57898 -1.1146 C 2.593823 0.912619 -0.87451 

C 3.936015 -0.45869 1.093632 C 3.968016 -0.79723 0.863375 

C 3.947285 0.57225 -1.10851 C 3.987545 0.911338 -0.86252 

C 4.633987 0.055914 -0.00465 C 4.677734 0.056842 0.00704 

H 4.470478 -0.85678 1.950234 H 4.498039 -1.4534 1.547553 

H 4.490084 0.97245 -1.9586 H 4.53205 1.566529 -1.53542 

H 2.008587 0.981069 -1.96454 H 2.059903 1.558201 -1.56535 

H 1.989068 -0.84886 1.939205 H 2.026058 -1.42634 1.541478 

C 6.14102 0.005988 -0.01659 C 6.177605 0.00961 -0.00993 

F 6.686262 0.975652 -0.7871 F 6.735795 1.147107 -0.49156 

F 6.671663 0.139274 1.22216 F 6.708146 -0.19465 1.22386 

F 6.604445 -1.17767 -0.50488 F 6.657984 -1.00423 -0.79114 
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Compound 14 

 
N-(mesityl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -0.71215 -1.06388 -0.62212 C -0.71385 -1.24567 -0.1241 

C 0.671108 -1.09819 -0.62282 C 0.653995 -1.27075 -0.12162 

C 1.437813 -0.09381 -0.00328 C 1.465645 -0.09309 -0.00251 

C 0.725636 0.948764 0.6182 C 0.71578 1.125636 0.117373 

C -0.6574 0.987357 0.618721 C -0.6513 1.170721 0.121599 

C -2.82066 0.018344 -9.1E-05 C -2.83923 0.018713 0.000102 

C -3.47586 0.674707 -1.05492 C -3.52539 0.163355 -1.21998 

C -4.87545 0.693644 -1.02901 C -4.92576 0.193929 -1.19464 

C -5.60778 0.090447 0.001431 C -5.64685 0.087221 0.001435 

C -4.90661 -0.55428 1.028275 C -4.93078 -0.0596 1.196331 

C -3.50774 -0.60575 1.053915 C -3.53054 -0.0949 1.220612 

H 1.150849 -1.9165 -1.14392 H 1.113321 -2.24621 -0.22806 

H 1.248333 1.739845 1.139991 H 1.225313 2.075943 0.223296 

H -5.40336 1.192363 -1.83754 H -5.46422 0.301711 -2.13339 

H -5.45909 -1.03312 1.832389 H -5.47317 -0.15063 2.134611 

N -1.35799 -0.02049 -0.00151 N -1.39575 -0.01877 -0.00081 

C -1.41237 2.09661 1.290841 C -1.40969 2.461846 0.259486 

C -1.52515 -2.13226 -1.29272 C -1.53773 -2.49612 -0.26041 

H -0.85717 -2.87359 -1.73148 H -0.87489 -3.35906 -0.3498 

H -2.15503 -1.71948 -2.0858 H -2.18422 -2.47043 -1.14506 

H -2.18579 -2.638 -0.5829 H -2.19109 -2.65728 0.604659 

H -2.06268 1.716946 2.083993 H -2.05519 2.468631 1.145186 

H -2.0457 2.637113 0.58178 H -2.05533 2.656174 -0.6045 

H -0.70578 2.8012 1.729716 H -0.70338 3.289643 0.348047 

C -7.11658 0.155751 0.018245 C -7.15679 0.15504 0.005585 

C -2.78587 -1.31274 2.177534 C -2.79089 -0.25349 2.528578 

C -2.71979 1.338216 -2.18252 C -2.78031 0.279302 -2.52934 

H -3.50365 -1.71106 2.897334 H -3.49406 -0.33414 3.361023 

H -2.10936 -0.64176 2.718004 H -2.13024 0.59804 2.72575 

H -2.18024 -2.15015 1.813743 H -2.15889 -1.1483 2.531726 

H -3.41691 1.76689 -2.90517 H -3.47944 0.394432 -3.36114 

H -2.07432 2.147224 -1.82294 H -2.10281 1.140176 -2.53537 

H -2.07641 0.632016 -2.71848 H -2.16497 -0.60579 -2.72524 
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H -7.52491 0.197245 -0.99553 H -7.57576 -0.22612 -0.93044 

H -7.5469 -0.70955 0.530238 H -7.57967 -0.42262 0.832923 

H -7.45891 1.05392 0.546866 H -7.50134 1.190447 0.120332 

C 2.908154 -0.13265 -0.0054 C 2.918195 -0.12987 -0.00303 

C 3.667384 1.04938 0.068483 C 3.710143 1.04921 0.011576 

C 3.605933 -1.35881 -0.08436 C 3.646695 -1.35566 -0.01742 

C 5.060688 1.026418 0.05892 C 5.106725 1.02005 0.012699 

H 3.172965 2.014572 0.101311 H 3.235726 2.024327 0.013639 

C 4.990925 -1.39778 -0.08149 C 5.033795 -1.39325 -0.01766 

C 5.73296 -0.20405 -0.01325 C 5.785058 -0.20577 -0.00238 

H 5.604728 1.961685 0.099723 H 5.648066 1.959264 0.021607 

H 5.520598 -2.34369 -0.12442 H 5.556596 -2.34557 -0.02564 

H 3.06183 -2.29686 -0.115 H 3.119877 -2.30351 -0.01972 

C 7.902787 0.83016 0.05246 C 7.954339 0.830316 0.013391 

H 8.930561 0.469515 0.035438 H 8.989975 0.489103 0.011222 

H 7.728153 1.48538 -0.80702 H 7.772089 1.44759 -0.87429 

H 7.719173 1.376536 0.983157 H 7.768318 1.425027 0.915582 

O 7.081877 -0.34362 -0.02291 O 7.152743 -0.35031 -0.00317 

 
  



 258 

Compound 15 

 
N-(p-tolyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.14483 -1.17912 -0.21648 C 0.138301 -1.21298 -0.03613 

C -1.2405 -1.1775 -0.21601 C -1.22955 -1.20386 -0.0336 

C -1.97441 0.000107 -0.00183 C -2.01118 -0.00038 -0.00055 

C -1.24245 1.179099 0.211405 C -1.23102 1.204059 0.031971 

C 0.142882 1.183015 0.211816 C 0.136823 1.214862 0.034149 

C 2.273517 0.002851 -0.00012 C 2.290744 0.001978 -0.00012 

C 2.956547 -0.22706 1.193166 C 2.992984 -0.05213 1.207414 

C 4.35249 -0.22221 1.186533 C 4.389653 -0.04803 1.203422 

C 5.074386 0.006547 0.00468 C 5.112765 0.007441 0.001655 

C 4.35567 0.238563 -1.17917 C 4.390864 0.065445 -1.20094 

C 2.960253 0.237555 -1.19096 C 2.994377 0.060989 -1.20682 

H -1.74554 -2.1147 -0.41185 H -1.71297 -2.17238 -0.06974 

H -1.74902 2.115532 0.407051 H -1.71559 2.17201 0.067844 

H 2.408191 -0.40362 2.113141 H 2.446338 -0.09277 2.144914 

H 4.885168 -0.39733 2.116711 H 4.923676 -0.08632 2.149258 

H 4.891225 0.424787 -2.10565 H 4.925873 0.11591 -2.14568 

H 2.414373 0.419263 -2.11141 H 2.448696 0.106986 -2.14463 

N 0.812945 0.002437 -0.00197 N 0.848035 0.001361 -0.00093 

C 0.926064 2.439514 0.450216 C 0.927568 2.492593 0.077982 

H 1.561429 2.679354 -0.40724 H 1.572039 2.605406 -0.80104 

H 1.576343 2.343312 1.324242 H 1.577536 2.541076 0.958889 

C 0.930073 -2.43428 -0.45515 C 0.930677 -2.48967 -0.08059 

H 1.56446 -2.67424 0.402994 H 1.575426 -2.60197 0.798293 

H 1.581572 -2.33617 -1.32806 H 1.5806 -2.53688 -0.96161 

H 0.243181 -3.26391 -0.62311 H 0.247017 -3.34008 -0.11375 

H 0.237816 3.268407 0.616198 H 0.242806 3.342127 0.110867 

C 6.583847 -0.02091 -0.00008 C 6.623405 -0.019 0.000714 

H 6.990092 0.233058 0.98276 H 7.030156 0.413407 0.919483 

H 6.992085 0.678148 -0.73556 H 7.031101 0.533837 -0.85073 

H 6.950836 -1.0213 -0.26033 H 6.995463 -1.04874 -0.06962 

C -3.45279 -0.00145 -0.00056 C -3.46214 -0.00126 -1.1E-05 

C -4.17127 1.11935 -0.45855 C -4.21978 1.205562 -0.05766 

C -4.16781 -1.1238 0.459057 C -4.21826 -1.20899 0.05823 
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C -5.56603 1.114024 -0.4615 C -5.61194 1.200478 -0.05693 

H -3.64208 1.985962 -0.84147 H -3.71397 2.163275 -0.11248 

C -5.56257 -1.12151 0.465175 C -5.61043 -1.2056 0.058474 

H -3.63587 -1.98922 0.840847 H -3.71124 -2.16608 0.112726 

C -6.26586 -0.0045 0.002646 C -6.33026 -0.003 0.001021 

H -6.10538 1.980835 -0.83049 H -6.14373 2.147624 -0.10493 

H -6.09919 -1.98947 0.835442 H -6.14104 -2.15339 0.106882 

H -7.35157 -0.00566 0.003915 H -7.41602 -0.00366 0.00141 
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Compound 16 

 
N-phenyl-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -1.30491 -1.15995 0.21582 C -1.30252 -1.18983 0.09845 

C 0.07783 -1.11695 0.22875 C 0.06401 -1.1366 0.09578 

C 0.78448 0.08332 0.02837 C 0.80729 0.08738 -0.00153 

C 0.01321 1.2409 -0.18408 C -0.00824 1.2633 -0.10277 

C -1.36976 1.20389 -0.19703 C -1.37573 1.234 -0.10925 

H 0.60449 -2.04142 0.42708 H 0.57922 -2.08449 0.19657 

H 0.48903 2.19452 -0.3722 H 0.44853 2.24064 -0.20376 

C 2.25463 0.12687 0.04081 C 2.26005 0.1308 0.00228 

C 2.94701 1.3009 0.41334 C 2.98168 1.35786 0.07692 

C 3.01878 -0.99782 -0.3198 C 3.05641 -1.04272 -0.06637 

C 4.33187 1.34217 0.43104 C 4.36866 1.40187 0.08157 

C 4.41195 -0.96686 -0.31955 C 4.45289 -1.00746 -0.06002 

H 2.52818 -1.91089 -0.64031 H 2.58528 -2.01674 -0.14058 

C 5.07889 0.20845 0.06112 C 5.12516 0.2196 0.01369 

H 4.8576 2.24115 0.73536 H 4.88721 2.35443 0.14475 

H 4.96053 -1.85023 -0.62113 H 4.99887 -1.94212 -0.11917 

C -2.18777 2.4386 -0.43527 C -2.20387 2.48097 -0.24645 

H -1.5229 3.2897 -0.58358 H -2.8307 2.6611 0.63438 

H -2.82205 2.332 -1.31989 H -1.54429 3.34141 -0.37507 

H -2.84229 2.65153 0.41485 H -2.876 2.43078 -1.11083 

C -2.05468 -2.43979 0.43993 C -2.05394 -2.48506 0.23065 

H -2.673 -2.69426 -0.42582 H -2.66547 -2.70075 -0.65291 

H -1.34493 -3.2495 0.60992 H -1.34386 -3.30414 0.36015 

H -2.71723 -2.36732 1.30705 H -2.73096 -2.47739 1.09257 

C -3.46799 -0.04026 -0.0112 C -3.49175 -0.04276 -0.00137 

C -4.12913 -0.28251 -1.21564 C -4.18642 -0.33318 -1.18118 

C -4.16581 0.16143 1.18 C -4.19508 0.20602 1.18289 

C -5.52567 -0.32272 -1.22323 C -5.58335 -0.37735 -1.17432 

H -3.56222 -0.43629 -2.12826 H -3.63236 -0.51921 -2.09623 

C -5.56213 0.11858 1.16012 C -5.59215 0.16686 1.18478 

H -3.62717 0.34776 2.10358 H -3.64736 0.42517 2.09446 

C -6.24092 -0.12281 -0.03838 C -6.28818 -0.12618 0.00743 

H -6.05039 -0.51011 -2.15445 H -6.11871 -0.6032 -2.09166 
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H -6.11524 0.27383 2.08076 H -6.13429 0.36062 2.10549 

H -7.32581 -0.15507 -0.04901 H -7.37354 -0.1585 0.01084 

N -2.00847 0.00252 0.00293 N -2.05159 0.00027 -0.00581 

H 2.39865 2.18342 0.72547 H 2.44904 2.29998 0.14709 

O 6.4273 0.34725 0.10375 O 6.49194 0.37 0.02602 

C 7.25263 -0.77174 -0.24874 C 7.29932 -0.80537 -0.03409 

H 7.07972 -1.07387 -1.28667 H 7.12398 -1.36161 -0.96253 

H 8.27904 -0.42532 -0.13404 H 8.33321 -0.45989 -0.00831 

H 7.07178 -1.61754 0.42241 H 7.11232 -1.46086 0.82474 
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Compound 17 

 
N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.795356 -1.36554 -0.31873 C -0.84288 1.249241 -0.25086 

C -0.58827 -1.3988 -0.27829 C 0.525038 1.275828 -0.2035 

C -1.34876 -0.23018 -0.09399 C 1.337791 0.092604 -0.16391 

C -0.63381 0.976112 0.037276 C 0.589832 -1.13333 -0.20855 

C 0.749044 1.015805 -0.00329 C -0.77731 -1.17998 -0.25512 

N 1.443852 -0.16281 -0.17038 N -1.52305 0.01512 -0.26266 

H -1.07132 -2.35794 -0.42314 H 0.983062 2.259213 -0.20812 

H -1.16403 1.90483 0.200797 H 1.100341 -2.09057 -0.21383 

C 5.019701 -0.27646 0.917484 C -5.01683 -0.07968 1.063153 

C 3.621829 -0.29924 1.006356 C -3.61504 -0.03956 1.054028 

C 2.905564 -0.14189 -0.19372 C -2.96437 -0.0234 -0.1955 

C 3.548797 0.027138 -1.41859 C -3.70635 -0.04897 -1.37972 

C 4.94402 0.044083 -1.46908 C -5.10178 -0.08927 -1.34206 

C 5.700669 -0.10784 -0.29917 C -5.77987 -0.10205 -0.11463 

H 5.5963 -0.39523 1.83319 H -5.52938 -0.09641 2.024102 

H 2.962329 0.144286 -2.32626 H -3.18266 -0.04044 -2.33275 

H 5.441941 0.176205 -2.42645 H -5.6641 -0.11267 -2.27324 

C 2.932463 -0.48203 2.337614 C -2.83503 -0.01892 2.3472 

C 7.210692 -0.09589 -0.33377 C -7.29013 -0.11333 -0.05701 

H 2.2825 -1.36573 2.34427 H -2.20599 0.876753 2.424936 

H 2.301974 0.379391 2.591451 H -2.16392 -0.88334 2.42773 

H 3.669415 -0.60296 3.135854 H -3.51055 -0.03366 3.20756 

H 7.618425 -1.05186 0.018199 H -7.68592 0.909058 0.014309 

H 7.585233 0.080579 -1.34667 H -7.72009 -0.56912 -0.95534 

H 7.613004 0.686841 0.321024 H -7.65288 -0.66444 0.81764 

C -2.81891 -0.26657 -0.04439 C 2.789047 0.130864 -0.09453 

C -3.50475 -1.42167 0.395075 C 3.515065 1.357543 -0.03746 

C -3.58971 0.844345 -0.43385 C 3.582825 -1.04758 -0.0772 

C -4.88961 -1.45795 0.448088 C 4.901315 1.396289 0.027896 

H -2.94943 -2.29265 0.731142 H 2.986932 2.306206 -0.04155 

C -4.98344 0.817486 -0.39843 C 4.97867 -1.01707 -0.01129 

H -3.10494 1.742476 -0.80582 H 3.110749 -2.02454 -0.11613 

C -5.64421 -0.33873 0.048134 C 5.65518 0.20954 0.041635 
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H -5.41024 -2.34267 0.803602 H 5.422304 2.350244 0.070832 

H -5.53768 1.690299 -0.72443 H 5.521248 -1.95719 -0.0023 

C 1.538822 2.298215 0.124277 C -1.53349 -2.47793 -0.3229 

C 0.712359 3.561527 0.377617 C -1.66788 2.504547 -0.31801 

H 1.389898 4.417352 0.458561 H -1.00783 3.37567 -0.29722 

H 0.01517 3.767691 -0.44203 H -2.36877 2.58646 0.522565 

H 0.143233 3.497945 1.311919 H -2.26724 2.548459 -1.23662 

C 1.600803 -2.61141 -0.54716 H -2.12939 -2.55374 -1.24161 

H 0.929642 -3.47003 -0.6084 H -2.22912 -2.59721 0.517513 

H 2.317761 -2.78555 0.26177 C 7.820715 -0.82525 0.126391 

H 2.170883 -2.54518 -1.48026 H 8.856748 -0.48478 0.181541 

H 2.128367 2.423664 -0.79324 H 7.594424 -1.44778 1.002271 

H 2.275996 2.176872 0.927418 H 7.679684 -1.41716 -0.78774 

C -7.81992 0.633401 -0.25407 O 7.020515 0.355816 0.108482 

H -8.84613 0.296375 -0.10115 H -0.82757 -3.31227 -0.30215 
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Compound 18 

 
N-(p-trifluoromethyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate  

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.083038 1.127985 0.194764 C 0.081125 1.122311 0.214712 

C 1.463595 1.101373 0.201884 C 1.463499 1.094702 0.226408 

C 2.195777 -0.094 0.025916 C 2.184596 -0.09738 0.025178 

C 1.428236 -1.2656 -0.15872 C 1.42691 -1.26435 -0.18823 

C 0.047442 -1.24829 -0.16904 C 0.044294 -1.24504 -0.20048 

C -2.07009 -0.02595 0.000219 C -2.0654 -0.02485 -0.00891 

C -2.7634 -0.21102 1.196759 C -2.75768 -0.24513 1.182242 

C -4.15844 -0.18891 1.186006 C -4.15104 -0.22043 1.170598 

C -4.84195 0.015256 -0.01639 C -4.83169 0.022466 -0.02789 

C -4.13825 0.199137 -1.21047 C -4.12856 0.242726 -1.21554 

C -2.74326 0.17819 -1.20477 C -2.73346 0.217719 -1.20788 

H 1.977981 2.036185 0.383746 H 1.979108 2.025151 0.425385 

H 1.914982 -2.21656 -0.33244 H 1.913924 -2.212 -0.3776 

H -2.22421 -0.37194 2.125243 H -2.21789 -0.43404 2.103844 

H -4.70955 -0.33616 2.108159 H -4.69836 -0.39329 2.090461 

H -4.67378 0.351496 -2.14097 H -4.65725 0.428316 -2.14301 

H -2.18848 0.316816 -2.12765 H -2.17554 0.383824 -2.1231 

C 3.656316 -0.11925 0.035563 C 3.654211 -0.1232 0.037946 

C 4.410281 1.028874 -0.28392 C 4.404893 1.01319 -0.3154 

C 5.799822 1.014499 -0.2886 C 5.798028 0.999212 -0.31445 

C 6.484434 -0.16803 0.048356 C 6.479078 -0.17025 0.05991 

C 5.748985 -1.32538 0.378872 C 5.745731 -1.31543 0.42255 

C 4.368286 -1.29973 0.363253 C 4.360747 -1.29113 0.403993 

H 6.339546 1.912563 -0.56178 H 6.336003 1.890887 -0.6106 

H 6.292166 -2.22376 0.650952 H 6.282365 -2.20953 0.722053 

H 3.834407 -2.19963 0.650149 H 3.823285 -2.18212 0.710807 

N -0.61155 -0.04946 0.008567 N -0.60781 -0.05003 0.001352 

C -6.35432 0.087385 -0.01818 C -6.33706 0.087394 -0.01482 

F -6.87244 -0.33422 -1.19198 F -6.87779 -0.07837 -1.24518 

F -6.77666 1.360922 0.174132 F -6.78682 1.2879 0.44851 

F -6.89141 -0.66653 0.965089 F -6.88349 -0.85909 0.790592 

C -0.75614 -2.49916 -0.38254 C -0.75998 -2.48849 -0.43935 

C -0.68319 2.403593 0.399378 C -0.68445 2.392446 0.440096 
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H 0.014692 3.229498 0.540346 H 0.015729 3.209395 0.614438 

H -1.33316 2.347727 1.277751 H -1.34812 2.311707 1.305697 

H -1.31961 2.633408 -0.46049 H -1.30199 2.64406 -0.42719 

H -1.39379 -2.42303 -1.2684 H -1.40098 -2.38731 -1.31981 

H -1.40932 -2.70833 0.470006 H -1.40506 -2.71565 0.414481 

H -0.08309 -3.34673 -0.5153 H -0.08515 -3.33003 -0.59606 

H 3.910672 1.94678 -0.57618 H 3.903601 1.922021 -0.63124 

O 7.821269 -0.29614 0.084332 O 7.828487 -0.29281 0.102779 

C 8.653879 0.829029 -0.22795 C 8.641107 0.837603 -0.24357 

H 9.676443 0.470105 -0.12133 H 9.67131 0.50237 -0.12988 

H 8.486382 1.163909 -1.257 H 8.465196 1.14266 -1.2801 

H 8.476621 1.651338 0.473092 H 8.450007 1.677725 0.431763 
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Compound 19 

 
N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -1.42701 0.414113 -1.13678 C -1.41774 0.740642 -0.97177 

C -0.04282 0.389307 -1.1527 C -0.05094 0.715665 -1.01328 

C -0.0433 -0.79539 0.933386 C -0.05068 -1.07154 0.631002 

C -1.42759 -0.76868 0.946003 C -1.41766 -1.03533 0.656436 

C -2.16231 -0.16477 -0.0885 C -2.19832 -0.13384 -0.14287 

H -1.93209 0.875104 -1.97587 H -1.9027 1.461622 -1.6187 

H -1.93183 -1.20581 1.798238 H -1.90189 -1.72851 1.333601 

C 2.080197 -0.24597 -0.13397 C 2.096079 -0.20095 -0.21627 

C 2.787956 0.823678 0.455089 C 2.803183 0.63617 0.679869 

C 2.761325 -1.30509 -0.71876 C 2.812655 -1.01505 -1.08661 

C 4.181275 0.801903 0.441169 C 4.198278 0.633865 0.677599 

C 4.157586 -1.33606 -0.73719 C 4.211929 -1.03054 -1.10227 

H 2.197584 -2.11751 -1.1665 H 2.262147 -1.65393 -1.77068 

C 4.863319 -0.27485 -0.15317 C 4.899807 -0.19815 -0.21208 

H 4.764571 1.60074 0.880627 H 4.769472 1.261647 1.349682 

H 4.66541 -2.17223 -1.19859 H 4.733024 -1.67837 -1.79498 

C -3.63748 -0.13749 -0.0742 C -3.64919 -0.10635 -0.11303 

C -4.37484 -1.16936 0.53751 C -4.4125 -1.04354 0.640453 

C -4.3473 0.922652 -0.66887 C -4.40653 0.862262 -0.83219 

C -5.76723 -1.14186 0.544537 C -5.80402 -1.01017 0.666062 

H -3.86255 -2.01409 0.986794 H -3.91331 -1.81704 1.214177 

C -5.74006 0.948535 -0.64648 C -5.798 0.884021 -0.79788 

H -3.81272 1.751323 -1.12206 H -3.90193 1.622161 -1.4192 

C -6.47806 -0.08435 -0.04648 C -6.53897 -0.0504 -0.05244 

H -6.31155 -1.95691 1.013727 H -6.33454 -1.75183 1.26028 

H -6.26205 1.78851 -1.09649 H -6.32362 1.651906 -1.36241 

C 0.743976 1.002893 -2.27178 C 0.742722 1.637109 -1.89597 

H 1.416884 1.781068 -1.89986 H 1.427903 2.26659 -1.31669 

H 1.354641 0.255292 -2.78604 H 1.350378 1.085555 -2.62236 

H 0.06006 1.450772 -2.99304 H 0.06212 2.290531 -2.44545 

C 0.743661 -1.42201 2.045152 C 0.743618 -2.01844 1.485796 

H 1.348531 -2.25765 1.681649 H 1.354538 -2.70003 0.883079 
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H 1.422437 -0.69838 2.50589 H 1.42595 -1.48592 2.158265 

H 0.060175 -1.79373 2.808845 H 0.063234 -2.61722 2.094591 

C -7.98665 -0.07276 -0.05689 C -8.04949 -0.0428 -0.04932 

H -8.37749 0.946274 -0.12528 H -8.44468 0.969828 -0.18257 

H -8.37113 -0.63108 -0.91971 H -8.45867 -0.65808 -0.86241 

H -8.39504 -0.54241 0.842784 H -8.44958 -0.44181 0.888708 

N 0.627174 -0.22325 -0.12098 N 0.660053 -0.20575 -0.22145 

O 2.031859 1.809428 0.999918 O 2.044056 1.406395 1.505011 

O 6.21884 -0.19021 -0.10821 O 6.259183 -0.11827 -0.12632 

C 2.690855 2.927729 1.613884 C 2.702223 2.274525 2.434864 

H 3.308731 2.600401 2.455786 H 3.320171 1.703321 3.135699 

H 3.302891 3.46636 0.88387 H 3.318435 3.014402 1.913133 

H 1.891175 3.574144 1.972944 H 1.904572 2.780286 2.978316 

C 6.997078 -1.245 -0.68914 C 7.049084 -0.93453 -0.99757 

H 8.037073 -0.95917 -0.53543 H 8.086593 -0.70679 -0.7539 

H 6.799847 -2.19871 -0.18889 H 6.856167 -1.99849 -0.82283 

H 6.795149 -1.33632 -1.76133 H 6.856779 -0.69043 -2.0479 
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Compound 20 

 
N-(p-tolyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.560128 -1.18214 -0.20404 C 0.556272 -1.21376 -0.03974 

C -0.82453 -1.18095 -0.2051 C -0.81147 -1.20413 -0.03898 

C -1.56158 -0.00149 -0.00463 C -1.59325 -0.00068 -0.00312 

C -0.8276 1.179881 0.195951 C -0.81319 1.203755 0.035511 

C 0.557056 1.184342 0.19707 C 0.554532 1.215263 0.03984 

C 2.68902 0.002829 0.000032 C 2.70905 0.002001 0.001272 

C 3.371881 -0.21266 1.196441 C 3.412217 -0.06718 1.207667 

C 4.767608 -0.20702 1.190848 C 4.808908 -0.06315 1.203466 

C 5.490364 0.008244 0.006715 C 5.531793 0.007636 0.002373 

C 4.772384 0.225814 -1.18003 C 4.809485 0.080926 -1.19914 

C 3.376732 0.223762 -1.19269 C 3.412975 0.076235 -1.2046 

H -1.32758 -2.12097 -0.39192 H -1.2956 -2.17234 -0.07931 

H -1.33319 2.118781 0.381616 H -1.29875 2.171255 0.075608 

H 2.822978 -0.37859 2.118067 H 2.865926 -0.11935 2.144818 

H 5.299798 -0.37076 2.123421 H 5.343167 -0.11332 2.148642 

H 5.30848 0.401512 -2.10822 H 5.344231 0.143385 -2.14335 

H 2.831541 0.394284 -2.11568 H 2.867125 0.133701 -2.1417 

N 1.228817 0.001823 -0.00267 N 1.266889 0.001218 0.000767 

C 1.339561 2.44401 0.421823 C 1.345209 2.492719 0.091784 

H 1.974077 2.675464 -0.4386 H 1.989329 2.612306 -0.78672 

H 1.990646 2.357745 1.296281 H 1.995914 2.535468 0.972576 

C 1.345961 -2.43992 -0.42775 C 1.348879 -2.49014 -0.08841 

H 1.978696 -2.67066 0.434176 H 1.990881 -2.60786 0.791902 

H 1.999188 -2.35151 -1.30039 H 2.001952 -2.5328 -0.96746 

H 0.659428 -3.27141 -0.58797 H 0.665318 -3.34042 -0.12858 

H 0.650812 3.274127 0.579587 H 0.660328 3.341971 0.130999 

C 6.999871 -0.01876 0.004693 C 7.042452 -0.01879 0.000719 

H 7.405114 0.29744 0.96991 H 7.44946 0.4019 0.924815 

H 7.408559 0.632075 -0.77333 H 7.449976 0.54487 -0.8437 

H 7.367499 -1.03381 -0.18963 H 7.414615 -1.04751 -0.08281 

C -3.03702 -0.00314 -0.00393 C -3.04478 -0.00152 -0.00456 

C -3.76246 1.125589 -0.43209 C -3.80589 1.200953 -0.06645 

C -3.7593 -1.13345 0.42189 C -3.80502 -1.20456 0.051135 

C -5.15476 1.117253 -0.43724 C -5.19781 1.193255 -0.06823 
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H -3.23982 2.00424 -0.79632 H -3.30431 2.16082 -0.12737 

C -5.15273 -1.12888 0.425293 C -5.19726 -1.1978 0.048183 

H -3.2351 -2.01354 0.78031 H -3.30305 -2.16479 0.10207 

C -5.87825 -0.00618 -0.00328 C -5.93578 -0.00255 -0.00806 

H -5.68913 1.995032 -0.79038 H -5.72638 2.143115 -0.12306 

H -5.68509 -2.01105 0.769996 H -5.72538 -2.14845 0.0918 

C -7.38662 0.005376 0.021802 C -7.44592 -0.00052 0.025713 

H -7.79388 -1.0093 0.018421 H -7.85637 -0.92366 -0.39661 

H -7.7946 0.546574 -0.83725 H -7.85777 0.842761 -0.53888 

H -7.75442 0.506562 0.925874 H -7.8273 0.082638 1.052709 
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Compound 21 

 
N-(n-butyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 2.828477 0.023436 0.092796 C 2.7797 -0.000001 0.094621 

C 3.420117 1.160169 0.675412 C 3.518224 1.20859 0.261225 

C 4.794278 1.201174 0.911931 C 4.877198 1.20436 0.563515 

C 5.600866 0.113574 0.561542 C 5.579419 -0.000004 0.71909 

C 5.024438 -1.01911 -0.02237 C 4.877199 -1.204368 0.563498 

C 3.649174 -1.06741 -0.25077 C 3.518225 -1.208594 0.261207 

C 1.371298 -0.02347 -0.1543 C 1.363758 0.000001 -0.222538 

C 0.644318 1.128964 -0.48589 C 0.601407 1.201024 -0.401997 

C -0.72256 1.087751 -0.71434 C -0.740718 1.208119 -0.673406 

C -0.71757 -1.26685 -0.3031 C -0.740721 -1.208112 -0.673408 

C 0.649085 -1.2227 -0.07347 C 0.601404 -1.20102 -0.402 

H 2.804004 2.002996 0.972048 H 3.023288 2.167609 0.154366 

H 5.233439 2.079866 1.374021 H 5.395363 2.153102 0.680353 

H 6.670874 0.148409 0.742269 H 6.639136 -0.000006 0.955472 

H 5.645503 -1.86336 -0.30525 H 5.395366 -2.15311 0.680322 

H 3.219307 -1.94432 -0.72414 H 3.023291 -2.167612 0.154333 

H 1.144864 2.082199 -0.59791 H 1.081256 2.170035 -0.340183 

H 1.144241 -2.14719 0.194944 H 1.08125 -2.170033 -0.340186 

N -1.38734 -0.10934 -0.61354 N -1.446226 0.000005 -0.800807 

C -2.86699 -0.14704 -0.80621 C -2.918591 0.000006 -0.815511 

C -3.63977 0.081517 0.500125 C -3.549955 -0.000003 0.586952 

H -3.11756 -1.11162 -1.24333 H -3.257449 -0.87173 -1.377013 

H -3.12265 0.608406 -1.54666 H -3.25745 0.871748 -1.377003 

C -5.15647 0.024923 0.268109 C -5.08324 -0.000001 0.531806 

H -3.35081 -0.67454 1.239255 H -3.20029 -0.878986 1.143628 

H -3.36711 1.053695 0.926799 H -3.200288 0.878971 1.143641 

C -5.95472 0.252302 1.556728 C -5.730682 -0.00001 1.921489 

H -5.43841 0.780399 -0.47676 H -5.425752 0.879026 -0.030925 

H -5.42166 -0.95011 -0.16088 H -5.425754 -0.87902 -0.030937 

H -7.03134 0.205991 1.363511 H -6.823609 -0.000008 1.849421 

H -5.7161 -0.50821 2.309043 H -5.433232 -0.885292 2.495756 

H -5.73391 1.234217 1.990752 H -5.43323 0.885264 2.495768 

C -1.45786 -2.57219 -0.23073 C -1.481304 -2.499765 -0.898265 

H -1.83668 -2.86585 -1.21564 H -1.900177 -2.55833 -1.91054 
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H -2.30392 -2.53556 0.459479 H -2.308462 -2.643854 -0.194454 

C -1.46526 2.333894 -1.10574 C -1.481296 2.499775 -0.898264 

H -2.31995 2.532351 -0.45493 H -2.308471 2.643855 -0.194469 

H -1.83149 2.267998 -2.13613 H -1.900146 2.558354 -1.910547 

H -0.77544 -3.35048 0.110612 H -0.790608 -3.335882 -0.774636 

H -0.78894 3.186531 -1.04477 H -0.790603 3.335891 -0.774608 
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Compound 22 

 
N-(n-butyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C -2.40342 0.001393 -0.01669 C -2.3532 0 -0.04183 

C -3.02438 -1.14332 0.51733 C -3.0993 -1.20405 0.107131 

C -4.40132 -1.17401 0.727901 C -4.46608 -1.19686 0.3717 

C -5.21258 -0.07526 0.402277 C -5.19173 -1E-06 0.50808 

C -4.59044 1.064899 -0.13199 C -4.46608 1.196855 0.371698 

C -3.21305 1.108202 -0.33489 C -3.0993 1.204048 0.107129 

C -0.94379 0.040774 -0.23211 C -0.92836 0.000001 -0.3201 

C -0.21361 -1.11626 -0.54506 C -0.16165 -1.20115 -0.47971 

C 1.158022 -1.08375 -0.74001 C 1.18731 -1.20876 -0.71408 

C 1.156963 1.271609 -0.33523 C 1.18731 1.208758 -0.71408 

C -0.2145 1.236107 -0.13855 C -0.16165 1.201151 -0.47971 

H -2.42851 -2.00438 0.803038 H -2.60512 -2.1658 0.020799 

H -4.85229 -2.06367 1.158923 H -4.98346 -2.14847 0.478432 

H -5.19295 1.929654 -0.39648 H -4.98346 2.148473 0.478427 

H -0.71616 -2.06695 -0.66861 H -0.64424 -2.16988 -0.43329 

H -0.70881 2.164899 0.115815 H -0.64424 2.169884 -0.43329 

N 1.828365 0.109396 -0.62522 N 1.897356 0.000001 -0.82229 

C 3.312655 0.136782 -0.77557 C 3.368607 0.000001 -0.77165 

C 4.045708 -0.09432 0.553068 C 3.937397 -1E-06 0.657395 

H 3.582772 1.098705 -1.2069 H 3.732369 0.871755 -1.31752 

H 3.584644 -0.62181 -1.50698 H 3.732369 -0.87175 -1.31752 

C 5.568853 -0.04639 0.365982 C 5.47162 -1E-06 0.67125 

H 3.738777 0.664103 1.282613 H 3.563025 0.879011 1.19787 

H 3.755202 -1.06444 0.972677 H 3.563026 -0.87902 1.197867 

C 6.327905 -0.27837 1.677252 C 6.056273 -3E-06 2.088489 

H 5.868272 -0.80344 -0.37047 H 5.839127 -0.87901 0.124413 

H 5.852074 0.927095 -0.05497 H 5.839127 0.879006 0.124416 

H 7.40996 -0.23812 1.515507 H 7.151354 -3E-06 2.065511 

H 6.0718 0.483399 2.422522 H 5.733383 0.885261 2.648885 

H 6.089045 -1.25908 2.104398 H 5.733383 -0.88527 2.648882 

C 1.903214 2.572888 -0.24823 C 1.933822 2.499794 -0.92212 

H 2.309533 2.860647 -1.2239 H 2.384326 2.553443 -1.92115 

H 2.730753 2.533674 0.46403 H 2.738794 2.648469 -0.19375 

C 1.902933 -2.33507 -1.11085 C 1.933822 -2.49979 -0.92213 
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H 2.738883 -2.5385 -0.43757 H 2.73879 -2.64847 -0.19376 

H 2.297151 -2.27242 -2.13107 H 2.384332 -2.55344 -1.92115 

H 1.217053 3.35666 0.072546 H 1.239221 3.336187 -0.82435 

H 1.219957 -3.18346 -1.06731 H 1.239219 -3.33619 -0.82436 

H -2.77256 2.000077 -0.76903 H -2.60513 2.1658 0.020793 

C -6.70794 -0.12617 0.596168 C -6.68118 -1E-06 0.759726 

H -7.20453 -0.47387 -0.31845 H -7.25019 -3E-06 -0.18015 

H -7.11353 0.862135 0.831446 H -6.99162 0.886053 1.323482 

H -6.98254 -0.81514 1.399852 H -6.99162 -0.88606 1.323484 
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Compound 23 

 
N-(n-butyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate 

Pyr+ Pyr* 

Atom  X Y Z Atom  X Y Z 

C 0.560128 -1.18214 -0.20404 C -1.96198 0 0.012521 

C -0.82453 -1.18095 -0.2051 C -2.70295 -1.20744 0.17092 

C -1.56158 -0.00149 -0.00463 C -4.06604 -1.20736 0.453011 

C -0.8276 1.179881 0.195951 C -4.76111 0.000002 0.595082 

C 0.557056 1.184342 0.19707 C -4.06603 1.207357 0.453015 

C 2.68902 0.002829 0.000032 C -2.70295 1.207443 0.170924 

C 3.371881 -0.21266 1.196441 C -0.54114 -1E-06 -0.28422 

C 4.767608 -0.20702 1.190848 C 0.223554 -1.20117 -0.45272 

C 5.490364 0.008244 0.006715 C 1.56978 -1.20846 -0.70255 

C 4.772384 0.225814 -1.18003 C 1.56978 1.208457 -0.70255 

C 3.376732 0.223762 -1.19269 C 0.223554 1.201166 -0.45273 

H -1.32758 -2.12097 -0.39192 H -2.20757 -2.16746 0.0782 

H -1.33319 2.118781 0.381616 H -4.59851 -2.14695 0.573921 

H 2.822978 -0.37859 2.118067 H -4.59851 2.146955 0.573928 

H 5.299798 -0.37076 2.123421 H -0.25764 -2.17021 -0.40068 

H 5.30848 0.401512 -2.10822 H -0.25764 2.170203 -0.40069 

H 2.831541 0.394284 -2.11568 N 2.278067 -2E-06 -0.81815 

N 1.228817 0.001823 -0.00267 C 3.750143 -2E-06 -0.7934 

C 1.339561 2.44401 0.421823 C 4.343722 0.000002 0.625489 

H 1.974077 2.675464 -0.4386 H 4.104102 0.87174 -1.34559 

H 1.990646 2.357745 1.296281 H 4.104101 -0.87175 -1.34559 

C 1.345961 -2.43992 -0.42775 C 5.877945 0.000001 0.612069 

H 1.978696 -2.67066 0.434176 H 3.979 0.879006 1.172482 

H 1.999188 -2.35151 -1.30039 H 3.979 -0.879 1.172488 

H 0.659428 -3.27141 -0.58797 C 6.487565 0.000005 2.018753 

H 0.650812 3.274127 0.579587 H 6.235658 -0.87901 0.058821 

C 6.999871 -0.01876 0.004693 H 6.235659 0.879012 0.058816 

H 7.405114 0.29744 0.96991 H 7.582054 0.000005 1.976335 

H 7.408559 0.632075 -0.77333 H 6.174664 0.885279 2.584769 

H 7.367499 -1.03381 -0.18963 H 6.174664 -0.88527 2.584774 

C -3.03702 -0.00314 -0.00393 C 2.313733 2.49967 -0.91838 

C -3.76246 1.125589 -0.43209 H 2.751312 2.554578 -1.923 

C -3.7593 -1.13345 0.42189 H 3.127865 2.646953 -0.20008 

C -5.15476 1.117253 -0.43724 C 2.313732 -2.49968 -0.91837 
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H -3.23982 2.00424 -0.79632 H 3.12787 -2.64695 -0.20007 

C -5.15273 -1.12888 0.425293 H 2.751305 -2.55459 -1.92299 

H -3.2351 -2.01354 0.78031 H 1.620601 3.336006 -0.81056 

C -5.87825 -0.00618 -0.00328 H 1.620603 -3.33601 -0.81054 

H -5.68913 1.995032 -0.79038 H -2.20757 2.167461 0.078208 

H -5.68509 -2.01105 0.769996 O -6.10986 0.000002 0.929673 

C -7.38662 0.005376 0.021802 C -7.00215 0.000001 -0.19509 

H -7.79388 -1.0093 0.018421 H -8.01616 0.000001 0.209637 

H -7.7946 0.546574 -0.83725 H -6.85374 -0.89475 -0.8118 

H -7.75442 0.506562 0.925874 H -6.85374 0.89475 -0.81181 
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B. APPENDIX B: CHAPTER 3 SUPPLEMENTAL INFORMATION 

 

B.1. Reversibility Determination: Peak Height Ratio & Peak-to-Peak Separation 

Cyclic voltammograms (CVs) of all pyridinium derivatives were measured in acetonitrile with 

ferrocene as an internal redox standard, and all redox couples were found to be completely 

reversible. CVs were collected at a scan rate of 200 mV s-1. The anodic peak current (ipa) was 

divided by the cathodic peak current (ipc) to yield the peak height ratio. The difference in 

corresponding potential for anodic peak current (ipa) and cathodic peak current (ipc) gave the peak-

to-peak separation value (V). 

 

B.2. Correlation Between Redox Potential and Hammett Parameters 

Hammett substituent constants were taken directly from literature sources,146 when available, or 

were calculated using open-source substituent property prediction software.226 The sum of sigma-

para substituent constants for the 4-aryl and N-substituents of the 2,6- dimethylpyridinium ring 

correlate strongly (R2 = 0.9) to the experimental reversible redox potential of the corresponding 

pyridinium ROM. 

 

Table B.1. Summary of the sum of Hammett p substituent constants and pyridinium redox 

potential. Redox potentials were measured in acetonitrile vs Fc/Fc+. 

 
  

 
 Hammett sp parameter 

Entry E1/2 (V vs Fc/Fc+) 4-aryl substituent N-substituent sum 

1 -1.54 -0.010 0.100 0.090 

2 -1.57 -0.030 0.100 0.070 
3 -1.60 -0.010 -0.010 -0.020 

4 -1.60 -0.010 -0.016 -0.026 
5 -1.61 -0.010 -0.038 -0.048 

6 -1.62 -0.080 0.100 0.020 
7 -1.62 -0.010 -0.030 -0.040 

8 -1.63 -0.030 -0.016 -0.046 
9 -1.63 -0.030 -0.048 -0.078 

10 -1.64 -0.030 -0.010 -0.040 
11 -1.65 -0.030 -0.038 -0.068 

12 -1.66 -0.048 0.100 0.052 
13 -1.66 -0.030 -0.030 -0.060 

14 -1.67 -0.080 -0.010 -0.090 
15 -1.67 -0.030 -0.046 -0.076 

16 -1.68 -0.080 -0.016 -0.096 
17 -1.69 -0.080 -0.038 -0.118 

18 -1.70 -0.010 -0.160 -0.170 
19 -1.72 -0.048 -0.010 -0.058 

20 -1.71 -0.048 -0.016 -0.064 
21 -1.73 -0.030 -0.170 -0.200 

22 -1.74 -0.030 -0.160 -0.190 
23 -1.77 -0.080 -0.160 -0.240 
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B.3. Diffusion Coefficient Calculation from Pyridinium Crystal Structures 

Diffusion coefficients were estimated for the oxidized form of pyridinium ROMs   from the 

Stokes-Einstein equation, 

C. 𝐷𝑂 =
𝑘𝐵𝑇

𝛼𝜋𝑑
 

 

where DO is pyridinium diffusion coefficient, kB is the Boltzmann constant, T is absolute 

temperature, α is a coefficient that arises from the boundary conditions of the solute- solvent 

interface (here, α = 6 for no-slip conditions is used as a preliminary assumption), μ is the dynamic 

viscosity, and d is the molecular diameter as estimated from the x-ray crystal structures for all 23 

pyridiniums.76,147 The diameter of pyridinium species was calculated as the average of the 

maximum diameter along the N-to-C4 axis of the pyridinium ring and the maximum diameter 

perpendicular to this axis. This was done to account for the non-spherical shape of pyridinium 

ROMs. 

 

Table B.2. Diffusion coefficients of oxidized pyridinium species either calculated using the 

Stokes-Einstein (S.E.) equation with molecular diameters from the corresponding crystal 

structures or measured from CV experiments described below. 

 
  

 DO / cm2 s-1  molecular radius / Å 

Entry from CV from S.E.  from CV from crystal structure 

1 7.62E-06 7.52E-06  4.8 4.9 
2 5.68E-06 6.69E-06  6.5 5.5 

3 1.87E-05 7.98E-06  2.0 4.6 
4 8.36E-06 7.48E-06  4.4 4.9 

5 8.02E-06 7.12E-06  4.6 5.2 
6 7.20E-06 6.74E-06  5.1 5.4 

7 7.10E-06 7.58E-06  5.2 4.8 
8 7.38E-06 7.12E-06  5.0 5.2 

9 6.38E-06 6.76E-06  5.7 5.4 
10 1.35E-05 7.57E-06  2.7 4.8 

11 6.88E-06 6.76E-06  5.3 5.4 
12 7.25E-06 7.15E-06  5.1 5.1 

13 6.47E-06 7.23E-06  5.7 5.1 
14 4.78E-06 6.72E-06  7.7 5.5 

15 5.33E-06 6.19E-06  6.9 5.9 
16 6.95E-06 6.72E-06  5.3 5.5 

17 7.21E-06 6.46E-06  5.1 5.7 
18 8.65E-06 7.94E-06  4.2 4.6 

19 5.66E-06 7.12E-06  6.5 5.2 
20 7.59E-06 7.12E-06  4.8 5.2 

21 8.84E-06 7.88E-06  4.1 4.7 
22 6.84E-06 6.98E-06  5.4 5.3 

23 5.73E-06 6.45E-06  6.4 5.7 
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B.4. Electrochemical Diffusion Coefficient Determination, from CV 

Cyclic voltammograms (CVs) of all pyridinium derivatives were measured in acetonitrile with 

ferrocene as an internal redox standard, and all redox couples were found to be completely reversible. 

CVs were collected at scan rates of 20, 50, 100, 200, 400, 800, 1200, and 1600 mV s-1. The peak 

currents (anodic and cathodic, ipa and ipc respectively) were related to square root of the 

corresponding scan rate (mV s-1) using the Randles-Sevcik equation: 

 

E. 𝑖𝑝 = 0.4463 𝐴 𝐶0 (
𝑛3𝐹3𝑣𝐷0

𝑅𝑇
)

1/2

 

 

where ip is the peak current, A is the surface are of the electrode (0.071 cm2), C0 is the bulk 

concentration of pyridinium (1x10-6 mol cm-3), n is the number of electrons transferred (1 electron), 

F is Faraday’s constant (96485 C mol-1), R is the ideal gas constant (8.314 J mol-1 K-1), and T is the 

absolute temperature (295 K). Experiments were performed using 3 mm GCE working electrode 

and Ag/Ag+ reference electrode with 100 mM tetrabutylammonium hexafluorophosphate in 

acetonitrile as the supporting electrolyte at 22 °C and 200 mV s-1 under a N2 atmosphere. Using a 

rearrangement, based on the linear relationship of peak height vs. square root of the scan rate (ipa 

and ipc (A) vs. 𝑢 1/2 (V s-1) 1/2), the diffusion coefficient (Di, cm2 s-1) can be determined using the 

theoretical value of the slope for either the oxidized or reduced pyridinium species.33 Da is the 

diffusion coefficient based on the anodic (i.e., the reduced pyridinium) component of the CV scan, 

and Dc is the diffusion coefficient based on the cathodic (i.e., oxidized pyridinium) 

component of the CV scan. 

 

F. 𝐷0 = (
𝑠𝑙𝑜𝑝𝑒

0.4463𝑛𝐹𝐴𝐶0)
2 𝑅𝑇

𝑛𝐹
 

 

Note for following figures: 

-anodic/oxidation data is shown in blue squares 

-cathodic/reduction data is shown in orange circles 

-CVs displayed at 20, 50, 100, 200, 400, and 800 mV s-1 
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B.5. Shelf Stability Data for Compounds 

Cyclic voltammograms were used to assess decomposition in reduced pyridinium solutions 

in propylene carbonate. Solutions of 10 mM pyridinium and 500 mM tetraethylammonium 

tetrafluoroborate in propylene carbonate were prepared in a 25 mL volumetric flask. Prior to 
charging, pyridinium solutions were dried for 12 hours over 3 Å molecular sieves and purged with 

N2 for 30-40 minutes. All subsequent electrochemical charging and measurements were conducted 

in a glovebox under a N2 atmosphere.  

In a symmetrical H-Cell, solutions were charged (reduced) first at a constant current of 5 

mA to a -1.65 V potential cutoff, then further charged (reduced) at a constant current of 2.5 mA to 

a -1.65 V potential cutoff. Each half of the H-Cell contained 10 mL of pyridinium solution. The 

working and counter electrodes were composed of carbon felt Sigracet 6EA attached to steel wire 

using wire glue. Solution charging was conducted with a 3-electrode arrangement using a Ag/Ag+ 

reference electrode. After charging, the reduced pyridinium solution was promptly removed from 

the H-Cell and isolated in a vial.  

The isolated charged solutions were evaluated daily by CV and visual inspection of color. 

Daily CVs were performed using 3 mm GCE working electrode, platinum plated titanium rod 

counter electrode, and a Ag/Ag+ reference electrode at 25 °C under a N2 atmosphere. CVs were 

collected at 100 mV/s between 0 to -1.65 V every day to assess change in concentration or loss of 

material. Additionally, CVs were measured at 100 mV/s between 1.1 to -1.65 V at the first and 

last day of the shelf stability study to assess changes in concentration, loss of material, and 

formation of decomposition products. 
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Figure B.1. Charged solution shelf stability study for N-phenyl-4-phenyl-2,6-

dimethylpyridinium tetrafluoroborate. (A) Daily CVs of a charged pyridinum solution over 

nine days. (B) Plot of daily current response upon initiating CV measurements at E = 0 V. (C) 

Comparative CVs of pyridinium solutions prior to charging (blue) and after nine days in the 

charged state (red).  

 

 

 

Figure B.2. Charged solution shelf stability study for N-(mesityl)-4-phenyl-2,6-

dimethylpyridinium tetrafluoroborate. (A) Daily CVs of a charged pyridinum solution over 

nine days. (B) Plot of daily current response upon initiating CV measurements at E = 0 V. (C) 

Comparative CVs of pyridinium solutions prior to charging (blue) and after nine days in the 

charged state (red).  
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Figure B.3. Charged solution shelf stability study for N-(mesityl)-4-(p-tolyl)-2,6-

dimethylpyridinium tetrafluoroborate. (A) Daily CVs of a charged pyridinum solution over 

nine days. (B) Plot of daily current response upon initiating CV measurements at E = 0 V. (C) 

Comparative CVs of pyridinium solutions prior to charging (blue) and after nine days in the 

charged state (red). 

 

 

 

Figure B.4. Charged solution shelf stability study for N-(mesityl)-4-(p-methoxyphenyl)-2,6-

dimethylpyridinium tetrafluoroborate. (A) Daily CVs of a charged pyridinum solution over 

nine days. (B) Plot of daily current response upon initiating CV measurements at E = 0 V. (C) 

Comparative CVs of pyridinium solutions prior to charging (blue) and after nine days in the 

charged state (red).  
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Figure B.5. Daily visual assessment of color change of charged pyridinium solution shelf 

stability studies. Compounds evaluated include: N-phenyl-4-phenyl-2,6-dimethylpyridinium 

tetrafluoroborate (leftmost vial), N-(mesityl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate 

(left middle vial), N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (right middle 

vial), N-(mesityl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (rightmost 

vial) between day zero and day eight (A-I).B.6. Pyridinium Diffusion Coefficients, from CV 

(Anodic & Cathodic) 
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Table B.3. Summary of electrochemical data. Includes redox potential, anodic diffusion 

coefficients, cathodic diffusion coefficients, peak height ratios, and peak to peak separations. 
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Compound 1 

 
N-(p-trifluoromethyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (1) 

Da = 8.501E-06 cm2 s-1 

Dc = 7.621E-06 cm2 s-1 

 

  



 285 

Compound 2 

 
N-(p-trifluoromethyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (2) 

Da = 6.360E-06 cm2 s-1 

Dc = 5.683E-06 cm2 s-1 
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Compound 3 

 
N-phenyl-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (3) 

Da = 1.550E-05 cm2 s-1 

Dc = 1.865E-05 cm2 s-1 
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Compound 4 

 
N-(2,6-xylyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (4) 

Da = 7.318E-06 cm2 s-1 

Dc = 8.361E-06 cm2 s-1 
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Compound 5 

 
N-(mesityl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (5) 

Da = 7.644E-06 cm2 s-1 

Dc = 8.015E-06 cm2 s-1 
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Compound 6 

 
N-(p-trifluoromethylphenyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium 

tetrafluoroborate (6) 

Da = 5.780E-06 cm2 s-1 

Dc = 7.204E-06 cm2 s-1 
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Compound 7 

 
N-(p-tolyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (7) 

Da = 5.627E-06 cm2 s-1 

Dc = 7.098E-06 cm2 s-1 
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Compound 8 

 
N-(2,6-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (8) 

Da = 6.854E-06 cm2 s-1 

Dc = 7.376E-06 cm2 s-1 
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Compound 9 

 
N-(2,4-xylyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (9) 

Da = 5.265E-06 cm2 s-1 

Dc = 6.384E-06 cm2 s-1 
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Compound 10 

 
N-phenyl-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (10) 

Da = 9.633E-06 cm2 s-1 

Dc = 1.354E-05 cm2 s-1 
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Compound 11 

 
N-(mesityl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (11) 

Da = 7.652E-06 cm2 s-1 

Dc = 6.877E-06 cm2 s-1 
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Compound 12 

 
N-(p-trifluoromethylphenyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium 

tetrafluoroborate (12) 

Da = 7.478E-06 cm2 s-1 

Dc = 7.249E-06 cm2 s-1 
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Compound 13 

 
N-(p-tolyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (13) 

Da = 5.899E-06 cm2 s-1 

Dc = 6.473E-06 cm2 s-1 
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Compound 14 

 
N-phenyl-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (14) 

Da = 3.741E-06 cm2 s-1 

Dc = 4.781E-06 cm2 s-1 
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Compound 15 

 
N-(2,4-dimethoxy)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (15) 

Da = 4.720E-06 cm2 s-1 

Dc = 5.331E-06 cm2 s-1 

 

 

  



 299 

Compound 16 

 
N-(2,6-xylyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (16) 

Da = 6.525E-06 cm2 s-1 

Dc = 6.950E-06 cm2 s-1 
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Compound 17 

 
N-(mesityl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (17) 

Da = 7.778E-06 cm2 s-1 

Dc = 7.212E-06 cm2 s-1 
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Compound 18 

 
N-(n-butyl)-4-phenyl-2,6-dimethylpyridinium tetrafluoroborate (18) 

Da = 8.094E-06 cm2 s-1 

Dc = 8.653E-06 cm2 s-1 
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Compound 19 

 
N-phenyl-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate (19) 

Da = 5.709E-06 cm2 s-1 

Dc = 5.657E-06 cm2 s-1 
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Compound 20 

 
N-(2,6-xylyl)-4-(2,4-xylyl)-2,6-dimethylpyridinium tetrafluoroborate (20) 

Da = 7.884E-06 cm2 s-1 

Dc = 7.594E-06 cm2 s-1 
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Compound 21 

 
N-(2-(2-(2-methoxyethoxy)ethoxy)ethyl)-4-(p-tolyl)-2,6-dimethylpyridinium 

tetrafluoroborate (21) 

Da = 9.432E-06 cm2 s-1 

Dc = 8.842E-06 cm2 s-1 
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Compound 22 

 
N-(n-butyl)-4-(p-tolyl)-2,6-dimethylpyridinium tetrafluoroborate (22) 

Da = 6.701E-06 cm2 s-1 

Dc = 6.844E-06 cm2 s-1 
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Compound 23 

 
N-(n-butyl)-4-(p-methoxyphenyl)-2,6-dimethylpyridinium tetrafluoroborate (23) 

Da = 5.079E-06 cm2 s-1 

Dc = 5.732E-06 cm2 s-1 
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B.7. Kinematic Viscosity Data for Compounds 1, 3, 5, and 17 

 

Table B.4. Summary of concentration dependent viscosity data in acetonitrile of low (3 and 

5), moderate (1), and high (17) solubility pyridiniums. The kinematic viscosity of a pyridinium 

and supporting electrolyte mixture was evaluated, using 0.5 M TEABF4 (tetraethylammonium 

tetrafluoroborate) and 0.5 M compound 17 in acetonitrile. Reported viscosity values represent the 

average of n = 5 replicates, and the error bars represent the respective standard deviations at 19.3 

ºC ± 0.4 ºC (for pure compound solutions) and 22.4 ºC ± 0.5 ºC (for solution mixture). 
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Table B.5. Raw time data of individual Ubbelohde measurements for concentration 

dependent viscosities in acetonitrile of low (3 and 5), moderate (1), and high (17) pyridiniums. 

The kinematic viscosity of a pyridinium and supporting electrolyte mixture was evaluated, using 

0.5 M TEABF4 (tetraethylammonium tetrafluoroborate) and 0.5 M compound 17 in acetonitrile. 

Reported viscosity values represent the average of n = 5 replicates, and the error bars represent 

the respective standard deviations at 19.3 ºC ± 0.4 ºC (for pure compound solutions) and 22.4 ºC 

± 0.5 ºC (for solution mixture). Dynamic Viscosity Data for Compounds 1, 3, 5, and 17 
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Table B.6. Summary of concentration dependent dynamic viscosity data in acetonitrile of  

low (3 and 5), moderate (1), and high (17) pyridiniums. The dynamic viscosity of a pyridinium 

and supporting electrolyte mixture was evaluated, using 0.5 M TEABF4 (tetraethylammonium 

tetrafluoroborate) and 0.5 M compound 17 in acetonitrile. Measured kinematic viscosity and 

measured density were used to determine the dynamic viscosities. Reported viscosity values 

represent the average of n = 5 replicates, and the error bars represent the respective standard 

deviations at 19.3 ºC ± 0.4 ºC (for pure compound solutions) and 22.4 ºC ± 0.5 ºC (for solution 

mixture). Reported density values represent the average of n = 3 replicates, and the error bars 

represent the respective standard deviations at (20 ºC). 
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Table B.7. Raw data of individual measurements for concentration dependent densities in 

acetonitrile of low (3 and 5), moderate (1), and high (17) solubility pyridiniums. The density of a 

pyridinium and supporting electrolyte mixture was evaluated, using 0.5 M TEABF4 

(tetraethylammonium tetrafluoroborate) and 0.5 M compound 17 in acetonitrile. Solution densities 

were determined by depositing 100 µL of each concentration solution with an Eppendorf pipette, 

measuring the change in mass on a balance, and dividing the two values. This procedure was 

completed in triplicate to yield and average solution density at ambient temperature (20 ºC).  
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B.8. Conductivity Data for Compounds 1, 3, 5, and 17 

 

Table B.8. Summary of concentration dependent conductivity data in acetonitrile of low (3  

and 5), moderate (1), and high (17) solubility pyridiniums. Reported viscosity values represent 

the average of n = 3 replicates, and the error bars represent the respective standard deviations at 

(17.6 ºC ± 0.5 ºC). 
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Table B.9. Raw conductivity data in acetonitrile of low (3 and 5), moderate (1), and high 

(17) pyridiniums collected at ambient temperature (17.6 ºC ± 0.5 ºC). 
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C. APPENDIX C: CHAPTER 4 SUPPLEMENTAL INFORMATION 

C.1. Equations, Summarize Results, and Raw Data 

 

Table C.1. Key equations used for global warming potential and technoeconomic analysis. 
177,197,203,227,228
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Table C.2. Results summary of Global Warming Potential (GWP) and capital investment 

costs for NC and NCC configurations. Reference Table 2 in main text for breakdown of 

individual arrangement descriptions. 
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Table C.3. Selection of examples of the variation in TMNR in different locations with 

variable application rates and types of ammonia fertilizer. This table summarize data available 

in studies from Illinois, Ontario, Iowa, and Indiana; and Zhou and coworkers assessed nitrate 

leaching in a comprehensive nitrate leaching study.191,229–232 
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C.2. Weidema Method: Data Quality Indicators 

Table C.4. Data quality indicators for each stage three scenarios: (1) Base Case, (2) 1.6% 

TMNR 3) 32% TMNR. The data quality is evaluated based on the Weidema method. The 

Weidema method was used to evaluate the data quality using five categories: reliability of source, 

completeness, temporal correlation, geographical correlation, and further technological 

correlation. The data is assigned a value from 1 (higher quality) to 5 (lower quality) to indicate the 

independent data quality as well as how well the data reflects the system it is being used to 

represent.191,196,197,227,233–236 
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Table C.4. (cont’d) 
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C.3 Equipment costs, scaling, and supplier references 

 

Table C.5. Equipment costs, scaling, and references for NCC systems at 1.6% TMNR.233 
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Table C.5. (cont’d) 
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Table C.6. Equipment costs, scaling, and references for NCC systems at 32% TMNR.233 
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Table C.6. (cont’d) 
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C.4. Distribution of equipment/stage contributions to total GWP 

 

Table C.7. Distribution of equipment/stage contributions to total GWP for the NCC grid 

1.6% arrangement. The equipment sizing criteria and operating sizing are detailed, with the 

paired energy consumption associated with operation or transportation. 
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Table C.8. Distribution of equipment/stage contributions to total GWP for the NCC grid 

32% arrangement. The equipment sizing criteria and operating sizing are detailed, with the paired 

energy consumption associated with operation or transportation. 
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Table C.9. Distribution of equipment/stage contributions to total GWP for the Haber-Bosch 

produced and purchased ammonia. The energy consumption is associated with operation or 

transportation. 
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C.5. Assumptions and Calculations 

 

Table C.10. Daily precipitation and monthly precipitation summary for April, May, and 

June rainfall between 2018-2021 from the Weather Observations for Champaign-Urbana, 

Illinois from the Illinois State Water Survey, Prairie Research Institute, University of Illinois.  
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Table C.11. Assumptions and calculations for rainfall, land area, and equipment 

efficiencies.191,197,227,233 
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Table C.12. Assumptions and calculations for the NCC grid 1.6% and NCC grid 32% 

arrangements using the ruthenium nanocluster catalyst (Ru-ST-12) to convert nitrate to 

ammonia.227 
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Table C.13. Assumptions and calculations for the NCC grid 1.6% and NCC grid 32% 

arrangements using the ammonia air stripper, the primary design criteria was maintaining 

an air flow to liquid flow ratio of 50.197 
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C.6. Economic Calculations: Net Present Values and Sensitivity Analysis 

Table C.14. Example calculation for annualized net present value (NPV) cash flow and 

nitrate emissions fee that yield NPV=0 after a 20-year lifespan under variable conditions. To 

accommodate a range of low and high discount rates (if this project was to be pursued 

fully/partially with, or independent of government assistance) examples of the nitrate emission fee 

rate is estimated for 48 combinations of: technology (NC vs. NCC), energy supply (grid vs. solar), 

TMNR (1.6% vs. 32%), maintenance frequency (every 5- or 10-year equipment replacement), and 

finally discount rates of 1.5% (federal and private/farmer), 1.5% (federal) and 7% (private/farmer), 

and 7% (federal and private/farmer). Note maintenance consists of replacing the anodes, cathodes, 

and membranes of the systems, where high frequency replacement occurs every five years and low 

frequency replacement occurs every ten years. The NPV calculations were used for overall 

evaluation and to estimate effluent fee rates. The annual NPV is the sum of annual capital costs, 

annual operating costs, annual maintenance, and replacement fees, and proposed annual emissions 

fee; the NPV was set to equal zero to determine the value for the proposed annual emissions fee. 
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Table C.15. Complete summary of upper and lower limit estimates for nitrate emissions fee 

($/kg nitrate per year) including each combination of technology (NC vs. NCC), energy 

supply (grid vs. solar), TMNR (1.6% vs. 32%), maintenance frequency (every 5- or 10-year 

equipment replacement), and finally discount rates of 1.5% (federal and private/farmer), 

1.5% (federal) and 7% (private/farmer), and 7% (federal and private/farmer). 
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