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ABSTRACT

Spatial language understanding plays an essential role in human communication and perception

of the physical world. It encompasses how people describe, understand, and communicate spatial

relationships between objects and environmental entities, such as location, orientation, distance,

and relative position. Spatial language processing presents numerous challenges, which often stem

from the inherent ambiguity of natural language in describing spatial relations or the complexity of

spatial reasoning to infer indirect relations, particularly when multi-hop reasoning is needed.

Despite the remarkable achievements of pretrained language models (PLMs) in various natural

language processing (NLP) tasks, their effectiveness in spatial language processing has not yet been

thoroughly examined. Therefore, in this thesis, we first aim to evaluate these models’ performance

in multi-hop spatial reasoning. Second, we intend to propose deep learning methods and models

that can achieve better multi-hop spatial reasoning performance in both controlled and real-world

settings. As a result, this thesis has four main contributions to the understanding and reasoning of

spatial language.

The first contribution is proposing novel question-answering benchmarks to evaluate the spatial

reasoning capability of deep neural models. These benchmarks include complex and realistic spatial

phenomena not covered in previous work, making it more challenging for state-of-the-art PLMs.

The second contribution is an approach to generate large distance supervision for spatial question

answering and spatial role labeling tasks to enhance the spatial language understanding of models.

We design grammar and reasoning rules to automatically generate a spatial description of scenes

and corresponding QA pairs. In this approach, we integrate a diverse set of spatial relation types

and expressions, complemented by additional functions, to enhance the flexibility and extensibility

of the data generation process. Further training PLMs on this data significantly improves their

capability on spatial understanding, thereby enabling them to solve other benchmarks and external

datasets better.

Furthermore, the third contribution explores the potential benefits of disentangling the processes

of information extraction and reasoning in neural models to address the challenges of multi-hop



spatial reasoning. To explore this, we design various models that disentangle extraction and

reasoning (either symbolic or neural) and compare them with state-of-the-art baselines with no

explicit design for these parts. Our experimental results consistently demonstrate the efficacy

of disentangling, showcasing its ability to enhance models’ generalizability within realistic data

domains.

Ultimately, the fourth contribution investigates the role of Large Language Models (LLMs)

in multi-hop spatial reasoning tasks, focusing on their performance with and without in-context

learning. Besides, we integrate LLMs as extraction modules within a pipeline for extraction and

symbolic reasoning. While our case studies in controlled environments indicate the benefits of

this idea, our experiments in real-world settings reveal that the model’s efficiency decreases due to

escalating errors in the extraction process. We also utilize probabilistic logical reasoning and LLMs’

commonsense knowledge, improving the pipeline model’s performance in real-world applications.

Despite these enhancements, the pipeline model continues to exhibit inferior performance compared

to standalone LLMs.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Spatial language understanding plays a crucial role in human communication and perception

of the physical world. Spatial language refers to the way people describe, understand, and use the

spatial relationships between objects and entities in the environment, such as location, orientation,

distance, and relative position. Understanding spatial language is important in many natural

language processing (NLP) applications such as navigation [156, 155, 9, 111, 52], medical domain

[16, 47, 81], robotics [134, 49], human-machine interaction [60, 111], dialogue systems [130],

and natural language interfaces for smart homes and buildings [96, 48, 63]. These applications

can become more intuitive and effective by enabling machines to understand and interpret spatial

language. In addition, spatial language understanding can provide insights into human cognition

and perception.

On the other hand, recent transformer-based pretrained language models1 (PLMs) have already

demonstrated exceptional performance in various natural language processing tasks. However, their

capacity for spatial language understanding and reasoning remains uncertain. As a result, this thesis

seeks to evaluate the strengths and weaknesses of PLMs in this context. Following this assessment,

our next goal is to develop methods and models with enhanced spatial language understanding.

This could involve improving the spatial reasoning capabilities of existing models or designing

entirely new architectures to achieve better performance. Ultimately, these advances will contribute

to developing more effective systems that rely on spatial language understanding.

We describe spatial language understanding as identifying explicit spatial concepts, such as

entities and relations directly mentioned in the text, followed by reasoning to deduce implicit

relations that can be logically inferred. We term the former task as Spatial Role Labeling (SpRL)

and the latter one as Spatial Reasoning.

Figure 1.1 shows an example of Spatial Role Labeling to find the explicit relations, such as
1For brevity, we will refer to these as language models or PLMs.
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A grey car is parking in front of a grey house
with brown window frames and plants on the
balcony. 

Q: Are the plants behind the car?
BEHIND( the plants, the car)

FRONT( a grey car, a grey house)
NTPPI ( a grey house, plants)

Reasoning:

1
2

6

4
3

5

BEHIND( the plants, the car)  Answer = Yes

2
1

3, 4
5

5, 6

Explicit
triplets

Explicit
triplets

START Plants  

 INVERSE    NTPP( plants, a grey house) 

 INVERSE    BEHIND(a grey house, a grey car)

 COMBINE    BEHIND(plants, a grey car) 

 Coreference   (a grey car, the car)  

Figure 1.1 Spatial QA example from ReSQ dataset. To do reasoning, we start with searching for the
plants in the question triplet, extract the explicit triplets (1,2), use spatial rules (e.g. INVERSE) to
infer implicit triplets (3,4,5), and in the last step, use 5 and 6 to answer the question triplet. NTPP:
Non-Tangential Proper Part (Table 2.1).

“FRONT(a grey car, a grey house)” and Spatial Reasoning to find implicit ones such as “BEHIND

(the plants, the car).” Extracting implicit relations requires knowledge of spatial rules over various

spatial relation types. For instance, logically, we know that if “a grey car” is in front of “a grey

house”, then “the car” will be behind “the house”. This is an example of a reasoning rule also

known aa inverse rule.

Traditionally, evaluating general language understanding has involved formal spatial semantic

extractions and mapping language to symbolic representations that machines can reason over.

However, in recent years, question-answering (QA) has been used as a criterion for evaluating

deep neural models, such as language models. In the QA setting, the model is given both textual

context and question, and the latent layers of these models are expected to perform extraction and

reasoning to predict the final answer. For example, given the context and question in Figure 1.1, a

language model [119, 70] can predict the final answer (Yes) that means the BEHIND relation holds
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between the plants and the car without explicit extraction and reasoning. In this work, we follow

both evaluation paradigms to address the challenges of spatial language understanding. We explore

explicit semantic representations and reasoning and their influence on question-answering when

complex reasoning is required. In the remainder of this chapter, we discuss the existing challenges

in this research area and outline our approach to addressing them.

1.2 Challenges and Contributions

Spatial language processing tasks entail numerous challenges, which may stem from, firstly, the

natural language ambiguity in describing relations and, secondly, the complexity of spatial reasoning

to infer indirect relations. This study focuses on the latter case, specifically the multi-hop spatial

reasoning challenge in question answering. Following, we identify two main challenges in this study

and our four contributions to address them.

Challenge 1: Lack of Evaluation Benchmark. Modern language models (LM), e.g., BERT [18],

ALBERT [59], and XLNet [147] have seen great successes in natural language processing (NLP).

However, there has been limited investigation into spatial reasoning capabilities of LMs. To the best

of our knowledge, bAbI [143] is the only dataset with direct textual spatial question answering 2

which is synthetic and overly simplified. In particular, (1) The underlying scenes are spatially simple,

with only three objects and relations only in four directions. (2) The stories for these scenes are too

short, templated sentences, each describing a single relation between two objects. (3) The questions

typically require up to two steps of reasoning due to the simplicity of those stories. Hence, the

evaluation of LMs on this dataset does not demonstrate their actual spatial reasoning capability.

Contribution 1: To address these issues, this thesis proposes three new datasets. The first one

is a human-curated benchmark, SpartQA-Human. Specifically, this dataset provides the following

characteristics, (1) it is built on images containing more objects with richer spatial structures. (2) Its

stories are more natural, have more sentences, and are richer in spatial relations in each sentence.

(3) Its questions require deeper reasoning and have four types: find relation (FR), find blocks (FB),

choose object (CO), and yes/no (YN), which allows for more fine-grained analysis of models’
2At the time of this project.
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capabilities. Using this dataset, we evaluate the performance of modern LMs on multi-hop spatial

reasoning.

The human-generated datasets, despite helping study the problem as evaluation benchmarks,

are less helpful for training models that can reliably understand spatial language due to their small

size. As a solution, this work proposes a way to obtain large synthetic supervision signals for

spatial reasoning, called SpartQA-Auto. As spatial relationships are rarely mentioned in existing

corpora, we take advantage of spatial language being grounded in the geometry of visual scenes.

Thus, we generate stories for existing synthetic images [123] automatically via our newly designed

context-free grammars (CFG) and context-sensitive rules. Then, we evaluate LMs’ spatial reasoning

capability on this large and complex benchmark.

We also provide another human-generated dataset, named ReSQ, to evaluate neural models on

real-world spatial question answering. Compared to SpartQA-Human, this benchmark is more

readable for humans and needs both spatial and commonsense reasoning to be answered.

Challenge 2: Complexity of Multi-hop Spatial Reasoning in Neural Models. After evaluating

the spatial reasoning capability of language models, enhancing this feature in them is a challenging

and complex task that requires a multidisciplinary approach involving advances in dataset creation,

neural network architectures, and training methodologies. As we mentioned before, the deep

neural models’ reliance on a large amount of training data may not always be feasible in practical

scenarios (e.g., SpartQA-Human, ReSQ). Besides, the existing large synthetic datasets (e.g., bAbI,

SpartQA-Auto) often focus on specific types of relations with a small coverage of spatial semantics

needed for spatial language understanding in various domains.

Contribution 2: As a solution, we use transfer learning as an effective method [109, 2, 77] for

pretraining and further fine-tuning PLMs on our target tasks. Transfer learning is a simple way of

using synthetic data as an extra source of supervision at no annotation cost. SpartQA-Auto proves

to be a rich source of spatial knowledge that improved the performance of LMs on SpartQA-Human

and on different data domains. We also build another synthetic dataset, called SpaRTUN, to serve as

a source of supervision with broad coverage of spatial relation types and expressions (which is easily
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extendable to other reasoning tasks). We evaluate the transferability of the models pretrained with

SpaRTUN on multiple spatial question answering and spatial information extraction benchmarks

and show significant improvements in SOTA results.

Contribution 3: While transfer learning helps improve spatial reasoning, the challenge still

remains due to the significant gap between human and machine performance. As another direction

to solve spatial reasoning, we investigate the interoperability between extraction and reasoning

and evaluate whether disentangling information extraction and reasoning at the modeling level

can help solve spatial reasoning tasks. To explore this, we design various models that disentangle

extraction and reasoning (either symbolic or neural) and compare them with state-of-the-art (SOTA)

baselines with no explicit design for these parts. We assessed the performance of our proposed

models using various SQA datasets, showcasing the efficiency of our methods in both controlled and

real-world settings. In controlled environments, our framework, which used separated extraction

and symbolic reasoning, outperformed existing SOTA models by a significant margin, even when

using the same or fewer training data. However, in real-world situations characterized by higher

ambiguity in natural language and more complex rules, our model with distinct layers for extraction

and reasoning, demonstrated superior performance.

Contribution 4: In our final contribution, we investigate the role and effectiveness of Large

Language Models (LLMs) in spatial reasoning tasks. First, we evaluate them as an end-to-end

model on the SQA task and highlight their shortcomings. Considering the strength of LLMs

in information extraction, we also utilized LLMs as the extraction module within a pipeline of

disentangled extraction and reasoning. In this model, the LLM is responsible for extracting direct and

commonsense spatial relations from the text, which are then passed to deterministic or probabilistic

spatial reasoners. Our case studies and prior experimental results on controlled environments

demonstrate that this methodology effectively addresses spatial reasoning problems that end-to-end

LLMs find challenging. Our experiments on a realistic environment demonstrate that probabilistic

reasoning outperforms deterministic reasoning in this pipeline, and employing LLMs’ commonsense

knowledge enhances its performance by covering some missed commonsense rules and relations

5



from the designed spatial reasoners. However, considering the inherent challenges of LLMs in

extracting spatial information from ambiguous natural language, this approach faces limitations in

outperforming end-to-end LLMs in real-world settings.
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CHAPTER 2

BACKGROUND KNOWLEDGE AND RELATED WORKS

This chapter aims to provide a comprehensive overview of the relevant literature and research

conducted in our research. We start with question-answering and information extraction, two

fundamental natural language processing tasks. Question answering involves answering questions

posed in natural language [107, 148], while information extraction involves identifying and extracting

relevant information from unstructured text [151]. Specifically, we focus on two spatial tasks:

spatial question answering (useful for spatial reasoning) and spatial information extraction (a.k.a

spatial role labeling (SpRL)), where the goal is to answer questions or extract information about

spatial entities, such as locations, directions, and distances. This chapter surveys related work on

these tasks, including existing benchmarks and recent advances in deep learning methods, such

as transformers and transfer learning, a widespread technique in natural language processing for

leveraging pre-trained models to improve performance on downstream tasks. The chapter concludes

by describing deterministic and probabilistic reasoning and their distinctions.

2.1 Information Extraction

Information extraction (IE) is the process of automatically extracting structured information

from unstructured or semi-structured text [114]. This task aims to identify and extract specific

information, such as named entities, events, and relationships between entities. One key challenge in

IE is dealing with the variability and ambiguity of natural language text. To address this challenge,

researchers have developed various approaches, including rule-based methods [145, 140, 28],

statistical methods [141], and deep learning [66, 26] methods. These approaches have been applied

to various areas, including news articles [153, 44], and social media data [75, 7].

Several benchmarks have been provided on this task, such as DocRED [151], SciERC [73], TAC

KBP 2017 [31] and ACE 2005 [136]. These benchmarks have been used to evaluate the performance

of various IE models that have achieved SOTA performance. Below you can see some examples of

proposed models to tackle IE challenges:
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BERT-based models: BERT is a pre-trained language model (Check Sec 2.3) fine-tuned for

various IE tasks, including named entity recognition and relation extraction [18]. Several studies

have shown that BERT-based models can achieve SOTA performance on IE tasks (e.g., [68, 119]).

Graph-based models: Graph-based models have been proposed for relation extraction tasks,

where entities are represented as nodes in a graph and relations are represented as edges between

nodes [154]. These models gain competitive performance on relation extraction tasks.

Multi-task learning models: Multi-task learning models can jointly learn multiple IE tasks, such

as named entity recognition and relation extraction, using a single model [73]. These models achieve

competitive performance on multiple IE tasks.

Few-shot learning models: Few-shot learning models can be used to adapt to new IE tasks with

limited labeled data. For example, GPT-3 (Generative Pre-trained Transformer 3) performs well on

named entity recognition and relation extraction tasks with only a few labeled examples [8].

2.1.1 Spatial Information Extraction

Figure 2.1 An example from mSpRL benchmark with spatial Role Labeling annotation.

Spatial information extraction, a.k.a spatial role labeling [54, 56] (SpRL) is the task of identifying

and classifying the spatial roles (Trajector, Landmark, and spatial indicator) and their relations. We
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call the former spatial role extraction and the latter spatial relation1 extraction. Initially, we

provide an overview of the spatial roles employed in this task. You can see an example of SpRL

identification in Figure 2.1. The study by [56] defines three distinct roles: Trajector, Landmark, and

Spatial indicator.

Trajector: is an entity referred to by its location or position. It can be static or dynamic, referring to

people, objects, or events. In this study, we only focus on the static form of Trajectors.

Landmark: is the reference entity concerning which the location or motion of the Trajector is

indicated.

Spatial indicator: is an expression that establishes constraints on the spatial properties of the

Trajector, such as its location to the Landmark (e.g., in, on).

Spatial relation: is defined as a triplet of (Trajector, Spatial indicator, Landmark) with an assigned

relation type which shows the relation between Trajector, and Landmark using Spatial indicator.

SpRL is particularly challenging due to the ambiguity of natural language in expressing spatial

relations [6]. For instance, in Figure 1.1, it is ambiguous whether both “the window” and “plants”

are on “the balcony” or only the “plants”, or in the phrases “plants on the balcony” and “plants on

the wall”, on refers to a different position between plants, the balcony, and the wall. As a solution for

this issue, we extract spatial relations first and map them to a formal representation (see Table 2.1)

such as mapping (plants, on, the balcony) to NTPP and (plants, on, the wall) to FRONT and EC.

Few benchmarks exist with spatial roles and relation annotations, which are small-scale datasets

for studying the SpRL problem.

mSpRL [55] is a human-curated dataset provided on SpRL task. This dataset contains spatial

descriptions of real-world images collected from image CLEF IAPR TC-12 dataset [33] and

corresponding SpRL annotations. A SpRL can have the following spatial semantic component

[162] on the static environment, trajector (the main entity), landmark(the reference entity), and

spatial_indicator (the spatial term describing the relationship between trajector and landmark.).

The dynamic environment can also have path, region, direction, and motion. Figure 2.1 shows an
1In different works like [54], the triplet and relation are used interchangeably.
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example of context and spatial role labeling of mSpRL benchmark. The previous SOTA on this

benchmark belongs to “R-Inf” [78], which uses external multi-modal resources and global inference.

SpaceEval (SemEval-2015 task 8) [1] is a task in SemEval-2015 that focuses on evaluating

models for the extraction of spatial information from text. The goal of SpaceEval was to identify

and classify spatial relations between entities mentioned in the text, as well as to identify spatial

signals that indicate the presence of a spatial relation. The task involved annotating a corpus of

texts with spatial information, such as identifying the types of spatial relations that exist between

entities in the text, such as “located in,” “part of,” and “near.” The corpus consisted of a set of texts

from different domains, such as news articles, scientific papers, and travel guides. The previous

SOTA models on this benchmark use a generation and a classification component for generating and

extracting relations [139], or a model containing RoBERTa as word representation and a CRF [95].

2.2 Question Answering Task

Question answering is a helpful format to evaluate machines’ capability of reading compre-

hension [30] and many recent works have been implementing this strategy to test machines’

understanding of linguistic formalisms: [37, 85, 64, 45, 97, 21]. An important advantage of QA is

using natural language to annotate natural language, thus having the flexibility to get annotations on

complex phenomena such as spatial reasoning. Besides, question answering tasks can get even more

challenging when requiring multi-hop reasoning. Recently, pretrained language models achieved

the SOTA result on most of the QA benchmarks[70, 142]. We discuss language models more in the

next section.

2.2.1 Spatial Question Answering

Despite the high performance of recent deep neural models on question answering (QA) tasks,

solving questions that require multi-hop reasoning is still challenging [82]. Usually, various types of

reasoning like spatial [160], temporal [106], numerical [92], commonsense [127] and many more

are needed to solve QA tasks. In this work, we focus on spatial reasoning and, as a result, on spatial

question answering tasks. Below, we first describe spatial reasoning and then describe it as the task

of spatial question answering.
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Formalism
(General Type) Specific value Spatial type/Spatial value) Expressions (e.g.)

Topological RCC8

DC (disconnected)
EC (Externally Connected)
PO (Partially Overlapped)
EQ (Equal)
TPP (Tangential Proper Part)
NTPP (Non-Tangential Proper Part)
TPPI (Tangential Proper Part inverse)
NTPPI (Non-Tangential Proper Part inverse)

disjoint
touching
overlapped
equal
covered by
in, inside
covers
has

Directional Relative
LEFT, RIGHT
BELOW, ABOVE
BEHIND, FRONT

left of, right of
under, over
behind, in front

Distance Qualitative Far, Near far, close

Table 2.1 Spatial relation types and examples of spatial language expressions.

2.2.1.1 Spatial Reasoning

Spatial reasoning over text can be described as inferring the implicit2 spatial relations from

direct relations described in the text. To better understand spatial reasoning, we must first describe

two key concepts: spatial relation types and rules. Table 2.1 presents sixteen 3D spatial relation

types collected from existing resources [108, 144, 110]. These relations have been categorized into

three groups: Directional, Topological, and Distance relations.

Directional relations describe how objects or entities are positioned to each other in terms of

orientation or direction.

Topological relations refer to spatial relationships between objects or entities based on their relative

position and shape rather than their orientation or direction. These relationships describe how

objects or entities are spatially connected to each other, such as touching, overlapping, or containing.

Figure 2.2 shows RCC8, eight different topological relations described in [110].

Distance relations are a scalar entity and can be expressed either qualitatively as "near" or "far,"

or quantitatively as, for instance, "two meters far" [54]. This work, however, concentrates only on

the former type of expression.

Spatial rules refer to the logical principles that govern how spatial relations operate and interact

with each other. These rules can assist in reasoning about and inferring spatial relations from
2By implicit, we meant indirect relations, not metaphoric usages or implicit meaning for the relations.
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Figure 2.2 Eight topological relations in RCC8. Images from Wikipedia.

Not ∀(𝑋,𝑌 ) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑟 ∨ 𝑃𝑃} IF 𝑅(𝑋,𝑌 ) ⇒ NOT(𝑅_𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑋,𝑌 ))
Inverse ∀(𝑋,𝑌 ) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑟 ∨ 𝑃𝑃} IF 𝑅(𝑌, 𝑋) ⇒ 𝑅_𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑋,𝑌 )
Symmetry ∀(𝑋,𝑌 ) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑠 ∨ (𝑅𝐶𝐶 − 𝑃𝑃)} IF 𝑅(𝑌, 𝑋) ⇒ 𝑅(𝑋,𝑌 )
Transitivity ∀(𝑋,𝑌, 𝑍) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑟 ∨ 𝑃𝑃} IF 𝑅(𝑋, 𝑍), 𝑅(𝑍,𝑌 ) ⇒ 𝑅(𝑋,𝑌 )
Combination ∀(𝑋,𝑌, 𝑍, 𝐻) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ 𝐷𝑖𝑟, ∗𝑃𝑃 ∈ 𝑃𝑃 IF ∗𝑃𝑃(𝑋, 𝑍), 𝑅(𝑍, 𝐻), ∗𝑃𝑃𝑖(𝑍,𝑌 ) ⇒ 𝑅(𝑋,𝑌 )

Table 2.2 Designed spatial rules. 𝐷𝑖𝑟: Directional relations (e.g., LEFT), 𝐷𝑖𝑠: Distance rela-
tions (e.g., FAR), 𝑃𝑃: all Proper parts relations (NTPP, NTPPI, TPPI, TPP), 𝑅𝐶𝐶 − 𝑃𝑃: All RCC8
relation except proper parts relations. ∗𝑃𝑃: one of TPP or NTPP. ∗𝑃𝑃𝑖: one of NTPPi or TPPi.

text [144, 20]. For example, the transitivity rule for topological relations states that if object A is

"inside" object B, and object B is "inside" object C, then object A is "inside" object C. Similarly, the

inverse rule for directional relations states that if object A is “behind” object B, then object B is “in

front of” A. Understanding these spatial rules is crucial for accurate spatial language understanding

and reasoning. We define five spatial rules in our work, Not, Inverse, Symmetry, Transitivity, and

Combination, which all are defined in Table 6.2.

Given a set of spatial primitives, relation types, and rules, we define spatial reasoning as the

procedure of applying spatial rules to explicit relation types in written language, aiming to infer

implicit relations.

In spatial question answering, given a scene description, the task is to answer questions about

the spatial relations between entities. Here, we focus on challenging questions that need multi-hop

spatial reasoning over explicit relations. Figure 1.1 shows an example of the spatial reasoning

process over a given text. To find the answer to the question, we first need to identify all spatial

entities and relations (SpRL) and then apply rules to find the asked relation.

Spatial reasoning phenomena have been covered minimally in the existing benchmarks we

mentioned. To the best of our knowledge, Task 17 and 19 of the bAbI project [143] is the only QA
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dataset focused on textual spatial reasoning until our project. Task 17 is on spatial reasoning and

contains binary Yes/No questions. Task 19 is on pathfinding and contains FR questions with answers

in {West, East, North, South} set. The original dataset contains west, east, north, and south, which

we mapped to their corresponding relative relation type. bAbI is synthetic and does not reflect the

complexity of spatial reasoning in natural language. Solving Task 17 and 19 of bAbI typically does

not require sophisticated reasoning, which is an important capability emphasized by more recent

works (e.g., [23, 50, 148, 14, 97]).

2.3 Pretrained Language Models

Pretrained language models (PLM) are large neural network models that have been trained on

vast amounts of text data such as the entire text of Wikipedia or the Common Crawl web corpus in a

un/supervised way. These models use transformers to learn the underlying patterns and structure of

natural language and can then be fine-tuned for specific NLP tasks such as question answering [107],

information extraction [75], or sentiment analysis [79].

2.3.1 Transformer

Transformers are deep neural network architecture introduced in [133] that significantly impacts

NLP tasks. Unlike previous neural network architectures, which relied on recurrent neural

networks (RNNs)or convolutional neural networks (CNNs), transformers use an attention mechanism

to capture dependencies between different parts of a sequence of inputs. The transformer architecture

enables the model to learn long-range dependencies between different parts of a sentence, allowing

it to capture the context and meaning of words in a way that previous neural network architectures

could not.

The basic building block of a transformer is the self-attention mechanism, which computes the

importance of each word in a sequence relative to every other word in the sequence. This allows the

model to focus on the most relevant words in the sequence when making predictions. The transformer

architecture consists of a series of encoder layers to process the input sequence and decoder layers

to generate the output sequence. Each layer contains a multi-head self-attention mechanism, which

allows the model to attend to different parts of the sequence simultaneously, as well as a feed-forward
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neural network that processes the output of the self-attention mechanism. During training, the

model is typically pre-trained on a large corpus of text using a un/supervised learning task, such as

masked language modeling (MLM) or next sentence prediction. This pretraining enables the model

to learn a general representation of natural language that can be fine-tuned on specific downstream

tasks with smaller datasets. During inference, the model takes an input sequence and generates

an output sequence by iteratively processing the sequence through the encoder and decoder layers.

Overall, transformers have revolutionized natural language processing by enabling models to capture

better the complex relationships between different parts of a sequence and achieve state-of-the-art

performance on a range of NLP benchmarks.

Once pretrained, language models that use the transformer’s flexibility and effectiveness can

be fine-tuned on specific NLP tasks with much smaller amounts of data. Fine-tuning involves

training the model on a smaller, task-specific dataset to improve its performance on that particular

task. Using pretrained language models as a starting point, NLP models can achieve state-of-the-art

performance on a wide range of tasks with less data and training time than would be required to

train a model from scratch. Some examples of popular pretrained language models are:

BERT (Bidirectional Encoder Representations from Transformers) is a pre-trained language

model that uses a bidirectional transformer to learn contextual relations between words in a text.

BERT uses bidirectional context, where the model is trained to predict missing words in a sentence

based on the surrounding words on both sides rather than just the words that come before or after

the missing word. This allows BERT to capture more complex relationships between words and

produce more accurate predictions. BERT has achieved SOTA performance on various NLP tasks,

including question answering.

RoBERTa (Robustly Optimized BERT Pretraining Approach) [70] is an improved version of

BERT. RoBERTa uses a larger training corpus and longer training time to perform even better than

BERT on several NLP benchmarks, including question answering.

ALBERT (A Lite BERT) is a modification to improve efficiency and reduce the number of

parameters in BERT, which makes it a useful model for low-resource environments and applications
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where memory and computation resources are limited. ALBERT performs better than BERT on

several NLP tasks using fewer parameters.

XLNet [147] is another pre-trained language model that uses a permutation-based approach to

capture both forward and backward dependencies between words in a text. While BERT predicts

the probability of the next word in a sequence given the previous words, XLNet takes a different

approach and uses a sequence-to-sequence auto-regressive model to predict the probability of each

word in the sequence given all of the previous words. This enables the model to capture bidirectional

relationships between the words in the sequence without needing an MLM objective. XLNet training

objective called "permutation language modeling," which samples a random permutation of the

input sequence and trains the model to predict the probability of the next word in the sequence given

the previous words in the sampled permutation.

T5 (Text-to-Text Transfer Transformer) [104] is a transformer-based model designed to generalize

a wide range of natural language tasks by casting them all as a text-to-text problem, where the model

maps a given input text to an output text. This approach allows T5 to generalize to new tasks without

additional training by simply changing the task representation in the input.

GPT-3 (Generative Pre-trained Transformer 3) [8] is an autoregressive language model that

uses a transformer-based architecture. It is trained using a general language modeling objective,

where the model is trained to predict the next word in a given sequence of text. This unsupervised

pretraining allows the model to learn a rich representation of language, capturing both local and

global dependencies in text. GPT-3 is notable for its massive size, with 175 billion parameters,

making it the largest publicly available language model to date. While GPT-3 has shown significant

improvements in language generation and understanding, it also has limitations, such as a tendency

to generate biased or offensive language and difficulty understanding context and sarcasm in text.

Nevertheless, GPT-3 has shown the potential for large-scale language models (LLM) to transform

the field of natural language processing and enable a wide range of new applications.
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2.4 Transfer Learning

Transfer learning has been used effectively in different NLP tasks to further fine-tune the

PLMs [25, 120, 109, 2, 77]. This is a machine learning technique where a model is first trained

on a large dataset or task. Then, the knowledge gained from that training is applied to a different,

usually smaller, dataset or task. This approach can be more efficient than training a model from

scratch on a smaller dataset or task, as the pre-trained model already has a rich representation of

the underlying features of the data. Using the benefits of pretrain language models such as BERT

or GPT3, which already have been pretrained on large corpora, and next fine-tuning them on a

smaller, labeled dataset for a specific task is a hot trend in today’s NLP research. By leveraging the

pretrained language model’s knowledge of the language, the fine-tuned model can often achieve

SOTA performance with much less training data than would be required to train a model from

scratch.

Besides transfer learning, several other approaches are used to tackle the lack of training

data in various NLP areas, such as providing techniques to label the unlabeled data [24], using

semi-supervised models [132, 65] or data augmentation with synthetic data [67, 86]. However,

transfer learning is a simple way of using synthetic data as an extra source of supervision at no

annotation cost. Compared to the augmentation methods, the data in the transfer learning only needs

to be close to the target task/domain [76] and not necessarily the same.

2.5 Deterministic Vs. Probabilistic Reasoning

Deterministic Reasoning involves making decisions based on certain, fixed rules or logic. In

this approach, the outcome of a given situation is determined by the specific conditions and rules

applied to it. If the same conditions and rules are applied again, the outcome will be the same every

time. Deterministic reasoning is often used when the rules and relationships between variables are

well-known and do not change.

Probabilistic Reasoning involves making decisions based on probabilities and uncertainty. In this

approach, the outcome of a given situation is not fixed and can vary depending on the probabilities

of different events. Probabilistic reasoning is often used in uncertain scenarios or when the rules
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and relationships between different variables are not well-known.

The main difference between deterministic and probabilistic reasoning is how they deal with

uncertainty. Deterministic reasoning assumes that the outcome of a situation is certain and can be

predicted exactly if the rules and conditions are known. Probabilistic reasoning acknowledges that

the outcome of a situation may be uncertain and can vary based on probabilities.
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CHAPTER 3

EVALUATION OF PRETRAINED LANGUAGE MODELS

3.1 Introduction

Modern language models (LM), e.g., BERT [18], ALBERT [59], and XLNet [147] have seen

great successes in natural language processing (NLP). However, there has been limited investigation

into spatial reasoning capabilities of LMs. To the best of our knowledge, bAbI [143] (Figure 3.1) is

the only dataset with direct textual spatial question answering (QA) (Task 17), but it is synthetic

and overly simplified: (1) The underlying scenes are spatially simple, with only three objects and

relations only in four directions. (2) The stories for these scenes are two short, templated sentences,

each describing a single relation between two objects. (3) The questions typically require up to two

steps of reasoning due to the simplicity of those stories.

“The pink rectangle is below the red square. 
The red square is below the blue square.”
1. Is the red square below the pink rectangle? No
2. Is the pink rectangle below the blue square? Yes

Figure 3.1 An example of bAbI dataset, task 17.

To address these issues, in this chapter, we propose a new dataset, SpartQA1 (see Fig. 3.2). This

benchmark contains more realistic spatial phenomena not covered by prior work and is challenging

for state-of-the-art language models (LM). Specifically, (1) SpartQA is built on NLVR’s [123]

images containing more objects with richer spatial structures (Fig. 3.3b). (2) SpartQA’s stories

are more natural, have more sentences, and are richer in spatial relations in each sentence. (3)

SpartQA’s questions require deeper reasoning and have four types: find relation (FR), find blocks

(FB), choose object (CO), and yes/no (YN), which allows for more fine-grained analysis of models’

capabilities.

We showed annotators random images from NLVR and instructed them to describe objects

and relationships not exhaustively at the cost of naturalness (Sec. 3.2). In total, we obtained 1.1k

unique QA pair annotations on spatial reasoning, evenly distributed among the aforementioned
1SPAtial Reasoning on Textual Question Answering.
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Story: 
There are three blocks called A, B, and C. A is to the left of B and B is 
to the left of C. In A, there is a medium blue square near and to the left 
of a medium black triangle. The medium black triangle is near and 
below a medium yellow square. In B, there is a small blue square far 
to the left of a large black circle. There is a medium yellow circle far 
above the black circle. In C, there is a large yellow square.

Q1: Is the medium yellow thing in A near and above a black thing? Yes

Q2: What is the relation between the medium yellow thing in A and the 
medium black thing in A? Above, Near

Figure 3.2 An example story and corresponding questions and answers in SpartQA-Human.

types. Similar to bAbI, we keep this dataset on a relatively small scale and suggest to use as little

training data as possible.

Here thus, we propose a way to generate a large synthetic benchmark for spatial reasoning

(Sec. 3.3). As spatial relationships are rarely mentioned in existing corpora, we take advantage of

the fact that spatial language is grounded to the geometry of visual scenes. We are able to generate

stories for NLVR images automatically [123] via our newly designed context-free grammars (CFG)

and context-sensitive rules. In the story generation process, we store the information about all objects

and relationships such that QA pairs can also be generated automatically. In contrast to bAbI, we

use various spatial rules to infer new relationships in these QA pairs, which requires more complex

reasoning capabilities. Hereafter, we call this automatically-generated dataset SpartQA-Auto and

the human-annotated one SpartQA-Human.

Our contributions can be summarized as follows:

First, we propose the first human-curated benchmark, SpartQA-Human, for spatial reasoning

with richer spatial phenomena than the prior synthetic dataset bAbI (Task 17). Experiments show

that modern LMs (e.g., BERT) do not perform well in this low-resource setting.

Second, we exploit the scene structure of images and design novel CFGs and spatial reasoning

rules to automatically generate data (i.e., SpartQA-Auto) for spatial reasoning over text.

Third, we also proposed the consistency and contrast sets to further evaluate the consistency of
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QUESTIONS:
FB:	Which	block(s)	has	a	medium	thing	that	is	below	a	black	square?	A,	B,	C
FB:	Which	block(s)	doesn't	have	any	blue	square	that	is	to	the	left	of	a	medium	square?	A,	B
FR:	What	is	the	relation	between	the	medium	black	square	which	is	in	block	C	and	the	medium	square	that	is	below	a
medium	black	square	that	is	touching	the	bottom	edge	of	a	block?	Left
CO:	Which	object	is	above	a	medium	black	square?	the	medium	black	square	which	is	in	block	C	or	medium	black
square	number	two?	medium	black	square	number	two
YN:	Is	there	a	square	that	is	below	medium	square	number	two	above	all	medium	black	squares	that	are	touching	the
bottom	edge	of	a	block?	Yes

STORY:			
We	have	three	blocks,	A,	B	and	C.	Block	B	is	to	the	right	of	block	C	and	it	is	below	block	A.	Block	A	has	two	black
medium	squares.	Medium	black	square	number	one	is	below	medium	black	square	number	two	and	a	medium	blue
square.	It	is	touching	the	bottom	edge	of	this	block.	The	medium	blue	square	is	below	medium	black	square	number
two.	Block	B	contains	one	medium	black	square.	Block	C	contains	one	medium	blue	square	and	one	medium	black
square.	The	medium	blue	square	is	below	the	medium	black	square.

(a) An example story and corresponding questions and answers in SpartQA-Auto.
A

C
B

Described image

choose some objects and
relations randomly and add
relationship between blocks

NLVR image

(b) An example NLVR image and the scene created in Fig. 3.3a, where the blocks in the NLVR image are
rearranged.

Figure 3.3 Example from SpartQA (specifically from SpartQA-Auto).

the spatial reasoning capability of models.

3.2 SpartQA-Human Collection

To mitigate the aforementioned problems of Task 17 of bAbI, i.e., simple scenes, stories, and

questions, we describe the data annotation process of SpartQA-Human, and explain how those

problems were addressed in this section.

First, we randomly selected a subset of NLVR images, each of which has three blocks containing

multiple objects (see Figure 3.3b). The scenes shown by these images are more complicated

than those described by bAbI because (1) there are more objects in NLVR images; (2) the spatial

relationships in NLVR are not limited to just four relative directions as objects are placed arbitrarily

within blocks.
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Figure 3.4 For “A blue circle is above a big triangle. To the left of the big triangle, there is a square,”
if the question is: “Is the square to the left of the blue circle?”, the answer is neither Yes nor No.
Thus, the correct answer is “Do not Know” (DK) in our setting.

Second, two student volunteers produced a textual description of those objects and their

corresponding spatial relationships based on these images. Since the blocks are always horizontally

aligned in each NLVR image, to allow for more flexibility, annotators could also rearrange these

blocks (see Fig. 3.2). Relationships between objects within the same block can take the forms

of relative direction (e.g., left or above), qualitative distance (e.g., near or far), and topological

relationship (e.g., touching or containing).

However, we instructed the annotators not to describe all objects and relationships, (1) to

avoid unnecessarily verbose stories, and (2) to intentionally miss some information to enable more

complex reasoning later. Therefore, annotators describe only a random subset of blocks, objects,

and relationships.

To query more interesting phenomena, annotators were encouraged to write questions requiring

detecting relations and reasoning over them using multiple spatial rules. A spatial rule can

be one of the transitivity (𝐴 → 𝐵, 𝐵 → 𝐶 ⇒ 𝐴 → 𝐶), symmetry (𝐴 → 𝐵 ⇒ 𝐵 → 𝐴),

converse ((𝐴, 𝑅, 𝐵) ⇒ (𝐵, 𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑅), 𝐴)), inclusion (𝑜𝑏 𝑗1 𝑖𝑛 𝐴), and exclusion (𝑜𝑏 𝑗1 𝑛𝑜𝑡 𝑖𝑛 𝐵)

rules.

There are four types of questions (Q-Type). (1) FR: find relation between two objects. (2) FB:

find the block that contains certain object(s). (3) CO: choose between two objects mentioned in

the question that meet certain criteria. (4) YN: a yes/no question that tests if a claim on spatial

relationship holds.

FB, FR, and CO questions are formulated as multiple-choice questions2 and receive a list of

candidate answers, and YN questions’ answer is choosing from Yes, No, or “DK” (Do not Know).
2CO can be considered as both single-choice and multiple-choices question.
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The “DK” option is due to the open-world assumption of the stories, where if something is not

described in the text, it is not considered as false (See Fig. 3.4).

Finally, annotators were able to create 1.1k QA pairs on spatial reasoning on the generated

descriptions distributed among the aforementioned types. We intentionally keep this data on a

relatively small scale due to two reasons. First, there has been some consensus in our community that

modern systems, given their sufficiently large model capacities, can easily find shortcuts and overfit

a dataset if provided with large training data [29, 115]. Second, collecting spatial reasoning QAs is

very costly: The two annotators spent 45-60 mins on average to create a single story with 8-16 QA

pairs. We estimate that SpartQA-Human cost about 100 hours in total. The expert performance on

100 examples of SpartQA-Human’s test set measured by their accuracy of answering the questions

is 92% across four Q-Types on average, indicating its high quality.

3.2.1 Collect Spatial Role Labeling Annotations

Collecting spatial role labeling annotation is a complex and time-consuming task that involves

identifying and labeling the spatial relationships between different objects or entities within a given

context. This process requires a great deal of domain-specific knowledge and a keen understanding

of linguistic and syntactic structures. In this task, annotators must possess a deep understanding

of the spatial linguistic and semantic nuances of the language they are annotating. This requires

extensive training and expertise, which can be challenging to find and cultivate.

Here, we asked two expert volunteers familiar with spatial role labeling tasks to annotate the

story/questions of this dataset. They spent 270 hours annotating 2k sentences in SpartQA-Human

using WebAnno framework3.

Obtaining consistent annotations can be complex, as different annotators may interpret the same

context or scenario differently. This can lead to inconsistencies and inaccuracies in the annotations,

significantly impacting the performance of any models trained on the data. To resolve this, another

expert annotator checked the annotation and discarded the erroneous ones. As a result, half of this

training data, and full dev and test data are annotated with SpRL tags (Check Tab 5.2).
3https://webanno.github.io/webanno/
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Dataset Train Dev Test
SpartQA-Human (story) 176 99 272
SpartQA-Human (question) 155 127 367

Table 3.1 Number of sentences in SpartQA-Human.

3.3 SpartQA-Auto

Since human annotations are costly, it is important to investigate ways to generate a synthetic

evaluation and supervision signals for spatial reasoning. However, unlike conventional synthetic

approaches (e.g., [88, 152, 158]) where synthetic data can be selected from large corpora by

implementing specialized filtering rules, spatial reasoning does not often appear in existing corpora.

Therefore, similar to SpartQA-Human, we take advantage of the ground truth of NLVR images,

design CFGs to generate stories and use spatial reasoning rules to ask and answer spatial reasoning

questions. This automatically generated data is called SpartQA-Auto, and below, we describe its

generation process in detail.

3.3.1 Story Generation

Since NLVR comes with structured descriptions of the ground truth locations of those objects,

we were able to choose random blocks and objects from each image programmatically. The benefit

is two-fold. First, a random selection of blocks and objects allows us to create multiple stories

for each image; second, this randomness also creates spatial reasoning opportunities with missing

information.

Once we decide on a set of blocks and objects to be included, we determine their relationships:

Those relationships between blocks are generated randomly; as for those between objects, we refer

to the ground truth of these images to determine them.

Now we have a scene containing a set of blocks and objects and their associated relationships. To

produce a story for this scene, we design CFGs to produce natural language sentences that describe

those blocks/objects/relationships in various expressions (see Fig. 3.5 for two portions of our CFG

describing relative and nested relations between objects).

Being grounded to visual scenes guarantees spatial coherency in a story, and using CFGs helps

to have correct sentences (grammatically) and various expressions. We also design context-sensitive
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The	big	black	shape	is	above	the	medium	triangle.

S								<Article>	<Object>	is	<Relation>	<Article>	<Object>.

Article													the	|	a
Relation											above	|	left	|	…
Object														<Size>*	<Color>*	<Shape|	Ind_shape>
Size																			small	|	medium	|	big
Color																yellow	|	blue	|	black
Shape																square	|	triangle	|	circle
Ind_shape									shape	|	object	|	thing

(a) Part of the grammar describing relations between
objects

The	big	black	shape	is	above	the	object	that	is
to	the	right	of	the	medium	triangle
S								<Article>	<Object>	is	<Relation>	<Article>
<Object>.

Object								<Size>*	<Color>*	<Shape|	Ind_shape>	|
																	<Ind_shape>	that	is	<Relation>	<Object>

(b) Part of the grammar describing nested relation-
ships.

Figure 3.5 Two parts of our designed CFG.

rules to limited options for each CFG’s variable based on the chosen entities (e.g., black circle)

or what is described in the previous sentences (e.g., Block A has a circle. The circle is below a

triangle.)

Table 3.2 shows some generated sentences in SpartQA-Auto with some specific features that

challenge models to understand different forms of relation description in spatial language.

3.3.2 Question Generation

To generate questions based on a passage, there are rule-based systems [38, 58], neural

networks [22], and their combinations. [19]. However, in our approach, during generating each

story, the program stores the information about the entities and their relationships. Thus, without

processing the raw text, which is error-prone, we generate questions by only looking at the stored

data.

The question generation operates based on four primary functionalities, Choose-objects, Describe-

objects, Find-all-relations, and Find-similar-objects. These modules are responsible to control the

logical consistency, correctness, and the number of steps required for reasoning in each question.

Choose-objects randomly chooses up to three objects from the set of possible objects in a story

under a set of constraints such as preventing selection of similar objects, or excluding objects with

relations that are directly mentioned in the text.

Describe-Objects generates a mention phrase for an object using parts of its full name (presented

in the story). The generated phrase is either pointing to a unique object or a group of objects such as
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Examples Features
Block A is above Block C and B. Using conjunction to describe the relation

between more than two blocks.
The small circle is above the yellow square
and the big black shape.

Using conjunction to describe relationships
between more than two objects.

The yellow square number one is to the right
of and above the blue circle.

Using conjunction for more than one relation.

Block B has two medium yellow squares
and two blue circles.

Describing a group of objects with the same
properties. In the next sentences, they are
mentioned by an assigned number. For exam-
ple, the blue circle number two.

The blue circle is below the object which is
to the right of the big square.

Using nested relations between objects in
their description.

A small blue circle is near to the big circle.
It is to the left of the medium yellow square.

Using coreferences for an entity described in
the previous sentences.

There is a block named A. One small yellow
square is touching the bottom edge of this
block.

The verb matches the number of the subject.

What is the relation between black object
and a big circle?

Using shape, object, and thing, which are
a general description of an object. It could
be the “black triangle” or the “black circle”
mentioned in the story.

Table 3.2 Example of Particular features of SpartQA-Auto.

"the big circle," or "big circles." To describe a unique object, it chooses an attribute or a group of

attributes that apply to a unique object among others in the story. To increase the steps of reasoning,

the description may include the relationship of the object to other objects instead of using a direct

unique description. For example, "the circle which is above the black triangle."

Find-all-relations completes the relationship graph between objects by applying a set of spatial

rules such as transitivity, symmetry, converse, inclusion, and exclusion on top of the direct relations

described in the story. As shown in Fig. 3.6, it does an exhaustive search over all combinations of

the relations that link two objects to each other.

Find-similar-objects finds all the mentions matching a description from the question to objects

in the story. For instance, for the question "is there any blue circle above the big blue triangle?", this

module finds all the mentions in the story matching the description “a blue circle”.

Similar to the SpartQA-Human, we provide four Q-Types FR, FB, CO, and YN. To generate
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Left	(obj1	,	obj2)
Touching	(obj2	,	obj3)
Right	(obj4	,	obj2)

?	(obj1	,	obj4) left	^	left	=>	left

Left	(obj1	,	obj4)

Obj1

Obj2Obj3Obj4

Obj3

left

~right	=	left

1

Obj4

2

3

Figure 3.6 Find the implicit relation between 𝑜𝑏 𝑗1 and 𝑜𝑏 𝑗4 by Transitivity rule. (1) Find a set of
objects that have a relation with 𝑜𝑏 𝑗1. Continue the same process on the new set until 𝑜𝑏 𝑗4 is found.
(2) Get the union of the intermediate relations between these two objects and it is the final answer.

FR questions, we choose two objects using Choose-objects module and question their relationships.

The YN Q-Type is similar to FR, but the question specifies one relationship of interest chosen from

all relation extracted by Find-all-relations module to be questioned about the objects. Since most

of the time, Yes/No questions are simpler problems, we make this question type more complex

by adding quantifiers (adding “all” and “any”). These quantifiers help to evaluates the models’

capability to aggregate relations between more than two objects in the story and do the reasoning

over all find relations to find the final answer. In FB Q-Type, we mention an object by its indirect

relation to another object using the nested relation in Describe-objects module and ask to find the

blocks containing or not containing this object. Finally, the CO question selects an anchor object

(Choose-objects) and specifies a relationship ( using Find-all-relations) in the question. Two other

objects are chosen as candidates to check whether the specified relationship holds between them and

the anchor object. We tend to force the algorithm to choose objects as candidates that at least have

one relationship to the anchor object.

3.3.2.1 Question Templates and Statistics Information

Table 3.3 shows the templates used to create questions in SpartQA-Auto. The “<object>” is a

variable replaced by objects from the story (using Choose-objects and Describe-objects modules),

and the “<relation>” variable can be replaced by the chosen relations between objects (using

Find-all-relations module).

The articles and the indefinite pronouns in each template play an essential role in understanding

the question’s objective. For example, “Are all blue circles near to a triangle?” is different from

“Are there any blue circles near to a triangle?”, and “Are there any blue circles near to all triangles?”.
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Q-Type Q-Templates Candidate answer

FR what is the relation between <object>and <object>?
Left, Right, Below,
Above, Touching,
Far from, Near to

CO

What is <relation >the <object>?
an <object1>or an <object2>?

Which object is <relation >an <object>?
the <object1>or the <object2>?

Object1, object2,
Both, None

YN Is (the | a )<object1><relation>(the | a) <object2>?
Is there any <object1>s <relation>all <object2>s? Yes, No, Don’t Know

FB Which block has an <object>?
Which block doesn’t have an <object>? Name of blocks, None

Table 3.3 Questions and answers templates.

Therefore, we check the uniqueness of the object definition, using “a” or “the” in proper places and

randomly place the terms “any” or “all” in the YN questions to generate different questions.

Answer generation We compute all direct and indirect relationships between objects using

Find-all-relations function and based on the Q-Types generate the final answer.

For instance, in YN Q-Type if the asked relation exists in the found relations, the answer is

"Yes", if the inverse relation exists it must be "No", and otherwise, it is "DK"4.

3.3.3 Corpus Statistics

We generate the train, dev, and test set splits based on the same splits of the images in the NLVR

dataset. On average, each story contains 9 sentences (Min:3, Max: 22) and 118 tokens (Min: 66,

Max: 274). Also, the average tokens of each question (on all Q-Type ) is 23 (Min:6, Max: 57).

Table 3.4 shows the total number of each question type in SpartQA-Auto and Table 3.5 shows

the percentage of each correct label in train and test sets. Table 3.5 shows the percentage of correct

labels in train and test sets. In multi-choice Q-Types, more than one label can be true.

3.3.4 Extra Annotations

Alongside the main SpartQA-Auto’s stories and questions, we provided some extra annotation

to help the models understand the spatial language better.
4The SpartQA-Auto generation code and the file of dataset are available at https://github.com/HLR/SpartQA_

generation
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Sets FB FR YN CO Total
SpartQA-Human:

Test 104 105 194 107 510
Train 154 149 162 151 616

SpartQA-Auto:
Seen Test 3872 3712 3896 3594 15074
Unseen Test 3872 3721 3896 3598 15087
Dev 3842 3742 3860 3579 15023
Train 23654 23302 23968 22794 93673

Table 3.4 Number of questions per Q-Type.

Figure 3.7 Scene-graph.

3.3.4.1 Detailed Annotation and Scene-Graphs

Providing in-depth human annotations is quite expensive and time-consuming. In SpartQA-

Auto, we generated a fine-grained scene-graph based on the story. This scene graph contains the

blocks’ description, their relations, and the objects’ attributes alongside their direct relations. The

scene graphs can be used for the models to understand all spatial relations directly mentioned in the

textual context. Figure 3.7 shows an example of this scene-graph. The scene graph can provide

strong supervision for question answering challenges and can be used to evaluate models based on

their steps of reasoning and decisions.

3.3.4.2 SpRL Annotation

We also provided spatial annotations for each sentence and question, based on the Spatial Role

Labeling annotation scheme [54](Fig. 3.8). This annotation is generated by hand-crafted rules

during the main data generation. SpRL is used for recognizing spatial expressions and arguments in

a sentence. This annotation is useful for applications that need to detect and reason about spatial
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Q-Type Candidate Answers train test

FR
(Multiple
Choices)

Left 20.7 17.9
Right 21.4 16.7
Above 26.9 25.4
Below 37.2 42.9
Near to 5.8 2.9
Far from 1.3 0.56
Touching 0.57 0.27
DK 0.52 0.32

FB
(multiple
Choices)

A 49.8 49.4
B 50.1 50
C 35.1 62
[] 7.1 90.5

CO
(Single
choice)

Object1 25.4 26
Object2 25.3 24.9
Both 44.3 43.9
None 4.9 5.0

YN
(Single
choice)

Yes 53.3 50.5
No 18.7 23.6
DK 27.8 25.9

Table 3.5 The percentage of each correct label in all samples. The candidate answers for the FB
Q-Type can be varied based on its story. CO can be considered a multiple-choice or single-choice
question. E.g., in "which object is above the triangle? the blue circle or the black circle?" you can
consider two labels with boolean classification on each "blue circle" and "black circle" or consider it
as a four-label classification: "blue circle," "black circle," "both of them," and "None of them." *
DK, None, [], all mean none of the actual labels are correct.

expressions and arguments.

3.4 Spatial Question Answering Models

This section describes the model architectures on different Q-Types: FR, YN, FB, and CO. All

Q-Types can be cast into a sequence classification task, and the three transformer-based LMs tested

in this paper, BERT [18], ALBERT [59], and XLNet [147], can all handle this type of tasks by

classifying the representation of [CLS], a special token prepended to each target sequence (see

Figure 3.9). Depending on the Q-Type, the input sequence and how we do inference may be different.

FR and YN both have a predefined label set as candidate answers, and their input sequences are

both the concatenation of a story and a question. While the answer to a YN question is a single label

chosen from Yes, No, and DK, FR questions can have multiple correct answers. Therefore, we treat
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Figure 3.8 SpRL annotation for an example sentence from SpartQA.

Language Model
(YN-FR)

CLS SEPSEPQ1 Q2 Q3 Qn S1 S2 S3 Sm

Boolean classification
candidate options 1

0 100 0 0 0 1 1 1 1

Token
Embedding

Segment
Embedding

Question Story

ECLS ESEPESEPEQ1 EQ2 EQ1 EQn ES1 ES2 ES3 ESm

Last layer
representation

Correct Answer 

TCLS TSEPTSEPTQ1 TQ2 TQ1 TQn TS1 TS2 TS3 TSm

Boolean classification
candidate options 1Boolean classification

candidate options 1

Inference 

(a) LM𝑄𝐴 Architecture for FR and YN Q-Types

Language Model
(FB-CO)

CLS SEPSEPQ1 Q2 Qn S1 S2 Sm

0 100 0 0 1 1 1

Token
Embedding

Segment
Embedding

Question Story

Last layer
representation

LSTM

Classifier

Correct Answer 

SEPC1

0
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0

Candidate
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0

ECLS ESEPESEPEQ1 EQ2 EQn ES1 ES2 ESmESEPEC1 ECk

TCLS TSEPTSEPTQ1 TQ2 TQn TS1 TS2 TSmTSEPTC1 TCk

(b) LM𝑄𝐴 Architecture for CO and FB Q-Types

Figure 3.9 LM𝑄𝐴 for Spatial Reasoning over Text.

each candidate answer to FR as an independent binary classification problem, and take the union as

the final answer. As for YN, we choose the label with the highest confidence (Fig 3.9a).

As the candidate answers to FB and CO are not fixed and depend on each story and its question

the input sequences to these Q-Types are concatenated with each candidate answer. Since the defined

YN and FR model has moderately less accurate results on FB and CO Q-Types, we add a LSTM [40]
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layer to improve it. Hence, to find the final answer, we run the model with each candidate answer

and then apply an LSTM layer on top of all token representations. Then, we use the last vector of

the LSTM outputs for classification (Fig 3.9b). The final answers are selected based on Eq. (3.1).

𝑥𝑖 = [𝑠, 𝑐𝑖, 𝑞]

®𝑇𝑖 = [ ®𝑡𝑖1, ...,
®𝑡𝑖
𝑚𝑖 ] = 𝐿𝑀 (𝑥𝑖)

[®ℎ𝑖1, ..., ®ℎ
𝑖
𝑚𝑖 ] = LSTM( ®𝑇𝑖)

®𝑦𝑖 = [𝑦0
𝑖 , 𝑦

1
𝑖 ] = Softmax(®ℎ𝑖𝑇

𝑚𝑖𝑊))

Answer = {𝑐𝑖 | arg max
𝑗

(𝑦 𝑗
𝑖
) = 1}

(3.1)

where 𝑠 is the story, 𝑐𝑖 is the candidate answer, 𝑞 is the question, [ ] indicates the concatenation

of the listed vectors, and 𝑚𝑖 is tokens’ number in 𝑥𝑖. The parameter vector, 𝑊 , is shared for all

candidates.

3.4.1 Training and Inference

We train the models based on the summation of the cross-entropy losses of all binary classifiers

in the architecture. For FR and YN Q-Types, there are multiple classifiers, while there is only one

classifier used for CO and FB Q-Types.

We remove inconsistent answers in post-processing for FR and YN Q-Types during inference

phase. For instance on FR, left and right relations between two objects cannot be valid at the same

time. For YN, as there is only one valid answer amongst the three candidates, we select the candidate

with the maximal predicted probability of being the true answer.

3.5 Experiments and Results

All experiments use the models proposed in Sec. 3.4. We use AdamW [72] with 2 × 10−6

learning rate and Focal Loss [69] with 𝛾 = 2 for training all the models.5 To evaluate our models,

we use the Accuracy metric, which computes the correct prediction ratio to all questions.
5All codes are available at https://github.com/HLR/SpartQA-baselines
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To assess the quality of the proposed datasets, we measure human performance accuracy on

a sample of these datasets. The evaluation involved 100 randomly selected questions from the

SpartQA-Human test set. The participants were graduate students who received training with a few

examples from the dataset before answering the final questions. The high accuracy rates observed

suggest that the questions are understandable and suitable for evaluation. Besides, upon examining

respondents’ incorrect answers, we found that errors typically occurred when the questions required

a high number of reasoning steps, leading to confusion in linking them together.

3.5.1 SpartQA-Human Evaluation

Table 3.6 shows performance on SpartQA-Human in a low-resource setting, where 0.6k QA

pairs from SpartQA-Human are used for fine-tuning these LMs and 0.5k for testing (see Table 3.4

for information on this split).6 During our annotation, we found that the description of “near to ”

and “far from” varies largely between annotators. Therefore, we ignore these two relations from FR

Q-Type in our evaluations.

# Model FB FR CO YN Avg
1 Majority 28.84 24.52 40.18 53.60 36.64
2 BERT 16.34 20 26.16 45.36 30.17
3 Human 91.66 95.23 91.66 90.69 92.31

Table 3.6 Result of three baselines on SpartQA-Human. All systems are fine-tuned on the training
data of SpartQA-Human, Avg: The micro-average on all four Q-Types.

As it is shown in Table 3.6, BERT language model, which outperforms many complex deep

neural networks in other benchmarks [11], cannot perform well on SpartQA-Human. The results

of this model even are lower than the Majority baseline which predicts the label that is most

common in each set on each question type. This low performance indicates the complexity of the

spatial reasoning (spatial question answering) task and the poor capability of powerful language

models to capture that. We also can see from Table 3.6 that BERT performance falls behind human

performance by a large margin.
6Note this low-resource setting can also be viewed as a spatial reasoning probe to these LMs [128].
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# Models FB FR CO YN
Seen Unseen Seen Unseen Seen Unseen Seen Unseen

1 Majority 48.70 48.70 40.81 40.81 20.59 20.38 49.94 49.91
2 BERT 87.13 69.38 85.68 73.71 71.44 61.09 78.29 76.81
3 ALBERT 97.66 83.53 91.61 83.70 95.20 84.55 79.38 75.05
4 XLNet 98.00 84.85 94.60 91.63 97.11 90.88 79.91 78.54
5 Human 85 90 94.44 90

Table 3.7 Spatial reasoning is challenging. We further pretrain three transformer-based LMs, BERT,
ALBERT, and XLNet, on SpartQA-Auto, and test their accuracy in three ways: Seen and Unseen
are both from SpartQA-Auto, where Unseen has applied minor modifications to its vocabulary; to
get those Human columns, all models are fine-tuned on SpartQA-Human’s training data. Human
performance on Seen and Unseen is the same since the changes applied to Unseen does not affect
human reasoning.

3.5.2 SpartQA Analysis

In addition to BERT, we continue to test another two LMs, ALBERT and XLNet (Table

3.7). We further pretrain these LMs on SpartQA-Auto, and test them on SpartQA-Human and

two held-out test sets of SpartQA-Auto, Seen and Unseen. Note that when a system is tested

against SpartQA-Human, it is fine-tuned on SpartQA-Human’s training data following its further

pretraining on SpartQA-Auto.

We propose an unseen test set alongside the seen test of SpartQA-Auto to check whether

a model is using shortcuts in the language surface by describing objects and relations with new

vocabularies in the samples. We use the unseen set to test to what extent the baseline models use

shortcuts in the language surface. This set applies minor modifications randomly on a number of

stories and questions to change the names of shapes, colors, sizes, and relationships in the vocabulary

of the stories, which do not influence the reasoning steps (describing relationships using different

language expressions). The modification choices are described in Table 3.8.

All models perform worst in YN across all Q-Types, which suggests that YN presents more

complex phenomena, probably due to the additional quantifiers in the questions. XLNet performs the

best on all Q-Types except its accuracy on SpartQA-Human’s YN section. However, the drops in

Unseen and human suggest overfitting on the training vocabulary. The low accuracies on the human

test set from all models show that solving this benchmark is still a challenging problem and requires

more sophisticated methods like considering spatial roles and relations extraction [54, 13, 105] to
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Type Original Set Unseen Set

Shapes Square, Circle,
Triangle

Rectangle, Oval,
Diamond

Relations Left, Right,
Above, Below

Left side,
Right side,
Top, Under

Colors Yellow, Black,
Below

Green, Red,
White

Size Small,
Medium, Big

Little, Midsize,
Large

Table 3.8 Modifications on the unseen set.

understand stories and questions better.

3.5.3 Consistency Evaluation

To evaluate the reliability of the models, we also provide two extra consistency and contrast test

sets.

Consistency set is made by changing a part of the question in a way that seeks for the same

information [43, 124]. Given a pivot question and answer of a specific consistency set, answering

other questions in the set does not need extra reasoning over the story. For instance, for the question,

“What is the relation between the blue circle and the big shape? Left,” we create a similar question

in the form of “What is the relation between the big shape and the blue circle? Right”. Answering

these questions around a pivot question is possible for humans without the need for extra reasoning

over the story and based on the main questions’ answers. Hence, the evaluation on this set shows that

models understand the real underlying semantics rather than overfit on the structure of questions.

Contrast set is made by minimal modification in a question to change its answer [29]. For

contrast sets, there is a need to go back to the story to find the new answer for the question’s

minor variations. The consistency and contrast sets are evaluated only on the correctly predicted

questions to check if the actual understanding and reasoning occur. This ensures the reliability of the

models. For instance, in the question “Is the blue circle below the black triangle? Yes,” we create a

contrast question “Is the blue circle below all triangles? No” by changing “the black triangle” to

“all triangles”. The evaluation of this set shows the robustness of the model and its sensitivity to
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semantic changes when there are minor changes in the language surface.

Models FB FR CO YN
Consistency Consistency Contrast Consistency Contrast Consistency Contrast

BERT 69.44 76.13 42.47 16.99 15.58 48.07 71.41
AlBERT 84.77 82.42 41.69 58.42 62.51 48.78 69.19
XLNet 85.2 88.56 50 71.10 72.31 51.08 69.18

Table 3.9 Evaluation of consistency and semantic sensitivity of models in Table 3.7. All the results
are on the correctly predicted questions of Seen test set of SpartQA-Auto.

Based on the papers [43, 124], consistency, and contrast set should be generated manually to

control the semantic change. In our case, we are probing the spatial language understanding of

models, so we must change parts of the questions that affect spatial understanding, which can be

implemented automatically by some static rules.

Table 3.9 shows the result of this evaluation on four Q-Types of SpartQA-Auto, where we can

see, for another time, that the high scores on the Seen test set are likely due to overfitting on training

data rather than correctly detecting spatial terms and reasoning over them.

All of the mentioned experiments clearly indicate that current SOTA and powerful language

models cannot perform spatial reasoning on the provided benchmarks. Also, experiments showed

that the high result of LMs on SpartQA-Auto are due to the overfitting of the models on fixed

pattern and cannot be repeated after minor changes.

3.6 Related Research

Question answering is a useful format to evaluate machines’ capability of reading compre-

hension [30] and many recent works have been implementing this strategy to test machines’

understanding of linguistic formalisms: [37, 85, 64, 45, 97, 21]. An important advantage of QA is

using natural language to annotate natural language, thus having the flexibility to get annotations on

complex phenomena such as spatial reasoning. However, spatial reasoning phenomena have been

covered minimally in the existing works.

To the best of our knowledge, Task 17 of the bAbI project [143] is the only QA dataset focused

on textual spatial reasoning. However, bAbI is synthetic and does not reflect the complexity of

the spatial reasoning in natural language. Solving Task 17 of bAbI typically does not require
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sophisticated reasoning, which is an important capability emphasized by more recent works (e.g.,

[23, 50, 148, 14, 97]).

Spatial reasoning is arguably more prominent in multi-modal QA benchmarks, e.g., NLVR [123],

VQA [4], GQA [43], CLEVR [46]. However, those spatial reasoning phenomena are mostly

expressed naturally through images, while this paper focuses on studying spatial reasoning on natural

language. Some other works on visual-spatial reasoning are based on geographical information

inside maps and diagrams [42] and navigational instructions [9, 3].

As another approach to evaluate spatial reasoning capabilities of models, a dataset proposed

in [32] generates a synthetic training set of spatial sentences and evaluates the models’ ability to

generate spatial facts and sentences containing composition and decomposition of relations on

grounded objects.

3.7 Summary

Spatial reasoning is an important problem in natural language understanding. We propose

the first human-created QA benchmark on spatial reasoning, and experiments show that SOTA

pretrained language models (LM) do not have the capability to solve this task given limited training

data, while humans can solve those spatial reasoning questions reliably [90].

We also provide a synthetic benchmark using hand-crafted grammar and spatial reasoning rules

to automatically generate a large corpus of spatial descriptions and corresponding question-answer

annotations. Even though LMs can solve the main test set of this benchmark, by providing various

evaluation test sets we showed that these high results are due to the overfitting, and the models do

not learn spatial concepts and how to do spatial reasoning over them.
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CHAPTER 4

TRANSFER LEARNING FOR
SPATIAL QUESTION ANSWERING

4.1 Introduction

The previous chapter showed how current SOTA language models cannot resolve spatial question

answering tasks. As fine-tuning LMs has become a common baseline approach to knowledge

transfer from a source dataset to a target task, including but not limited to [101, 158, 36], in this

chapter, we study this method to increase the capability of spatial reasoning of modern LMs. This

fine-tuning process is also known as further pretraining, to distinguish with the fine-tuning process

on one’s target task. It is an open problem to find out better transfer learning techniques than simple

further pretraining, as suggested in [35, 51], which is beyond the scope of this work.

One of the key requirements in this method is access to large training data. As we discussed

before, SpartQA-Auto is the only available large benchmark on SQA. We use this dataset as a

synthetic source of supervision to further pretrain the BERT language model and then fine-tune and

evaluate the model on SpartQA-Human with a similar domain and some other target benchmarks.

Experiments show that, by further pretraining on SpartQA-Auto, we improve LMs’ performance on

SpartQA-Human by a large margin. The spatially-improved LMs also show stronger performance

on two external QA datasets, bAbI and boolQ [11]: BERT further pretrained on SpartQA-Auto

only requires half of the training data to achieve 99% accuracy on bAbI as compared to the original

BERT; on boolQ’s development set, this model shows better performance than BERT, with 2.3%

relative error reduction.1

4.1.1 Improve the Coverage of Spatial Relations

The current synthetic datasets [90, 143, 118] often focus on specific types of relations with a

small coverage of spatial semantics needed for spatial language understanding in various domains.

Figure 4.1 indicates the coverage of sixteen spatial relation types (in Table 2.1) collected from

existing resources [108, 144, 110]. The human-generated datasets [90, 55], despite helping study the
1To the best of our knowledge, the test set or leaderboard of boolQ has not been released yet.
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Figure 4.1 The comparative coverage of relation types based on Table 2.1 for SQA datasets.

problem as evaluation benchmarks, are less helpful for training models that can reliably understand

spatial language due to their small size [90].

In this work, we build a new synthetic dataset on SQA, called SpaRTUN2 (Figure 4.2) to provide

a source of supervision with broad coverage of spatial relation types and expressions3.

To generate SpaRTUN, we follow the idea of SpartQA benchmark and generate scene graphs from

a set of images. The edges in this graph yield a set of triplets such as ABOVE(blue circle, red triangle),

which are used to generate a scene description (i.e., a story).

In SpaRTUN, we map the spatial relation types in triplets (e.g., ABOVE) to a variety of spatial

language expressions (e.g., over, north, above) to enable the transfer learning for various data

domains 4. We also build a logical spatial reasoner to compute all possible direct and indirect spatial

relations between graph nodes. Then, the questions of this dataset are selected from the indirect

relations.

To evaluate the effectiveness of SpaRTUN in transfer learning, we created another dataset named

ReSQ5 (Figure 6.1). This dataset is built on mSpRL [55] corpus while we added human-generated

spatial questions and answers to its real image descriptions. This dataset comparatively reflects

more realistic challenges and complexities of the SQA problem.

We analyze the impact of SpaRTUN as source of extra supervision on several SQA benchmarks.
2Spatial Reasoning and role labeling for Text UNnderstanding
3We only consider explicit spatial semantics and the Metaphoric usages and implicit meaning are not covered in this

work.
4The full list of spatial expressions used in this dataset and the dataset generation code are provided in https:

//github.com/HLR/SpaRTUN.
5Real-world Spatial Questions
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Our results show that further pretraining models with SpaRTUN for SQA task improves the result of

previous models on ReSQ, StepGame, and SpartQA-Human benchmarks. Furthermore, studying

the broad coverage of spatial relation expressions of SpaRTUN in realistic domains demonstrates

that this feature is a key factor for transfer learning.

The contributions of this paper can be summarized as:

(1) SpartQA-Auto proves to be a rich source of spatial knowledge that improved the performance

of LMs on SpartQA-Human as well as on different data domains such as bAbI and boolQ.

(2) We build a new synthetic dataset to serve as a source of supervision and transfer learn-

ing for spatial language understanding tasks with broad coverage of spatial relation types and

expressions (which is easily extendable).

(3) We provide a human-generated dataset to evaluate the performance of transfer learning on

real-world spatial question answering.

(4) We evaluate the transferability of the models pretrained with SpaRTUN on multiple SQA

and SpRL benchmarks and show significant improvements in SOTA results.

4.2 SpaRTUN: A Synthetic Data with Broader Relation Coverage

The synthetic datasets on SQA often focus on specific types of relations with a small coverage

of spatial semantics needed for spatial language understanding in various domains. Figure 4.1

indicates the coverage of sixteen spatial relation types (in Table 2.1) collected from existing

resources [108, 144, 110]. The human-generated datasets, despite helping study the problem as

evaluation benchmarks, are less helpful for training models that can reliably understand spatial

language due to their small size.

In this section, we build a new synthetic dataset on SQA, called SpaRTUN6 (Figure 4.2) to

provide a source of supervision with broad coverage of spatial relation types and expressions7.

To provide a source of supervision for spatial language understanding tasks, we generate a

synthetic dataset with SQA format that contains SpRL annotation of sentences. We build this dataset
6Spatial Reasoning and role labeling for Text UNnderstanding
7We only consider explicit spatial semantics and the Metaphoric usages and implicit meaning are not covered in this

work.
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Q: Is the yellow apple to the west of the yellow
watermelon? Yes

Three boxes called one, two and three exist in
an image. Box one contains a big yellow
melon and a small orange watermelon. Box
two has a small yellow apple. A small
orange apple is inside and touching this box.
Box one is in box three. Box two is to
the south of, far from and to the west of box
three. A small yellow watermelon is inside
box three. 

Q: Where is box two relative to the yellow
watermelon? Left, Below, Far

Figure 4.2 SpaRTUN - A synthetic large dataset provided as a source of supervision.
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Figure 4.3 The data construction flow of SpaRTUN. First, we generate scene graphs from NLVR
images. Then a spatial reasoner validates each path between each pair of entities in this graph. All
facts (𝐹) in the selected 𝑝𝑎𝑡ℎ and some extra facts (𝐸) from the scene graph are selected as story
triplets, and the start and end nodes of the 𝑝𝑎𝑡ℎ are selected as question triplets. Finally, we pass
all triplets to a text generation module and compute the final answer. We ignore paths with length
one (e.g., 𝐴( 𝐴𝐵𝑂𝑉𝐸)𝐶) and only keep questions that need multi-hop reasoning.

by expanding SpartQA in multiple aspects. The following additional features are considered in

creating SpaRTUN:

F1) A broad coverage of various types of spatial relations and including rules of reasoning over their

combinations (e.g. NTPP(𝑎, 𝑏), LEFT(𝑏, 𝑐) → LEFT(𝑎, 𝑐) ) in various domains.

F2) A broad coverage of spatial language expressions and utterances used in various domains.

F3) Including extra annotations such as the supporting facts and number of reasoning steps for SQA

to be used in complex modeling.

In the rest of this section, we describe the details of creating SpaRTUN and the way we support

the above mentioned features. Figure 4.3 depicts SpaRTUN data construction flow.
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Spatial Relation Computation. Following SpartQA-Auto, we use the NLVR scene graphs [123]

and compute relations between objects in each block based on their given coordinates. NLVR

is limited to 2D relation types8, therefore to add more dimensions (FRONT and BEHIND), we

randomly change the LEFT and RIGHT to BEHIND and FRONT in a subset of examples. Moreover,

there are no relations between blocks in NLVR descriptions.

To expand the types of relations, we extend this limitation and randomly assign relations9 to the

blocks while ensuring the spatial constraints are not violated. Then, we create a new scene graph

with computed spatial relations. The nodes in this graph represent the entities (objects or blocks),

and the directed edges are the spatial relations.

Question Selection. There are several paths between each pair of entities in the generated scene

graph. We call a path valid if at least one relation can be inferred between its start and end nodes can

be inferred. For example, in Figure 4.3, NTPP(𝐴, 𝑋), FRONT(𝑋,𝑌 ), TPPI(𝑌, 𝐵) is valid since it

results in FRONT(𝐴, 𝐵) while NTPP(𝐴, 𝑋), NTPPI(𝑋,𝐶) is not a valid path –there is no rules of

reasoning that can be applied to infer new relations.

To verify the validity of each path, we pass its edges, represented as triplets in the predicate-

arguments form to a logical spatial reasoner (implemented in Prolog) and query all possible relations

between the pair. The number of triplets in each path represents the number of reasoning steps for

inferring the relation.

We generate the question triplets from the paths with the most steps of reasoning (edges). This

question will ask about the spatial relationship between the head and tail entity of the selected

path. The triplets in this path are used to generate the story and are annotated as supporting facts.

Additionally, the story will include additional information (extra triplets) unnecessary for answering

the question to increase the complexity of the task.

Spatial Reasoner. We implement several rules (in the form of Horn clauses shown in Table 6.2)

in Prolog, which express the logic between the relation types (described in Table 2.1) in various

formalisms and model the logical spatial reasoning computation. Given the facts and queries in
8The relations types included in NLVR are: DC, EC, *PP relations, LEFT, RIGHT, BELOW, and ABOVE.
9All relation in Table 2.1 except EQ
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Prolog format, the spatial reasoner can carry out the reasoning process and provide an answer to any

given query. The reasoner matches variables in the program with concrete values and a backtracking

search to explore different possibilities for each rule until a solution is found. Compared to previous

tools [144], we are the first to include the spatial, logical computation between multiple formalisms.

This reasoner validates the question/queries based on the given facts. For instance, by using the

Combination rule in Table 6.2 over the set of facts {NTPP(𝐴, 𝑋), FRONT(𝑋,𝑌 ), TPPI(𝑌, 𝐵)}, the

reasoner returns True for the query FRONT(𝐴, 𝐵) and False for FRONT(𝐵, 𝐴) or BEHIND(𝐴, 𝐵).

We consider the logic rules mentioned in Table 6.2 and in the form of the Horn clauses. we

collect the different combinations of spatial relations mentioned in Table 2.1 and implement the

logic-based spatial reasoner. Figure 4.4a shows an example of some parts of our code on LEFT

relation. In Figure 4.4b, on the left, some facts are given, and the query “𝑛𝑡𝑝𝑝𝑖(𝑟𝑜𝑜𝑚, 𝑋)” asks

about all objects that existed in the room. Below each query, there are all possible predictions for

them.

Text generation. The scene description is generated from the selected story triplets in question

selection phase and using a publicly available context-free grammar (CFG) provided in SpartQA-

Auto. However, we increase the variety of spatial expressions by using a vocabulary of various

entity properties and relation expressions (e.g., above, over, or north for ABOVE relation type) taken

from existing resources [27, 80, 71, 122, 39] We map the relation types and the entity properties to

the lexical forms in our collected vocabulary (check Figures 4.5 and 4.6).

For the question text, we generate the entity description and relation expression for each question

triplet. The entity description is generated based on a subset of its properties in the story. For

instance, an expression such as “a black object” can be generated to refer to both “a big black circle”

and “a black rectangle”. We generate two question types, YN (Yes/No) questions that ask whether a

specific relation exists between two entities, and FR (Find Relations) questions that ask about all

possible relations between them. To make YN questions more complex, we add quantifiers (“all”

and “any”) to the entities’ descriptions.

Our text generation method can flexibly use an extended vocabulary to provide a richer corpus
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(a) Examaple of implemented rule clauses in Prolog.

(b) Example of Facts, Query, and answer of implemented model

Figure 4.4 Logic-bases spatial reasoner.

to supervise new target tasks when required.

Finding Answers. We search all entities in the story based on the entity descriptions (e.g., all

circles, a black object) in each question and use the spatial reasoner to find the final answer.

SpRL Annotations. Along with generating the sentences for the story and questions, we auto-

matically annotate the described spatial configurations with spatial roles and relations (trajector,

landmark, spatial indicator, spatial type, triplet, entity ids). These annotations are based on a
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Formalism Type Cardinals Clocks

Directional LEFT
"to the left of", "on the left side 
of", "to the left-hand side of"

"west of", "to 
the west of"

"at 9:00 position relative to", 
"at 9:00 position regarding to", 
"at 9 o'clock position regarding 
to"

RIGHT

"to the right of", "on the right 
side of", "to the right-hand side 
of"

"east of", "to 
the east of"

"at 3:00 position relative to", 
"at 3:00 position regarding to", 
"at 3 o'clock position regarding 
to"

BELOW "above", "over"
"north of", "to 
the north of"

"at 12:00 position relative to", 
"at 12:00 position regarding 
to", "at 12 o'clock position 
regarding to"

ABOVE "below", "under"
"south of", "to 
the south of"

"at 6:00 position relative to", 
"at 6:00 position regarding to", 
"at 6 o'clock position regarding 
to"

BEHIND "behind", "on the back of"
FRONT "in front of", "after"

Distances FAR
"far from", "farther from", "away 
from"

NEAR "near to", "close to"
Topological DC disconnected from

EC "touch[es]"
PO "overlap[s]"
EQ -

TPP
"covered by", "inside and 
touching"

TPPI "cover[s]"
NTPP "in", "inside", "within"
NTPPI "ha[s/ve]","contain[s]"

Figure 4.5 List of relation expression supported in SpaRTUN. This can easily be extended based on
the target task.

Properties
block Block, box
blocks Blocks, boxes
object_general_name thing, object, shape, fruit
objects_general_name things, objects, shapes, fruits
block_name AAA, BBB, CCC, DDD, EEE, JJJ, HHH, JJJ, LLL, KKK, one, two, three.
color yellow, black, blue, green, red, orange, grey, white, purple
size small, big, medium, midsize, large, tiny, little
type circle, oval, square, rectangle, dimond, star, triangle, hexagon, pentagon, watermelon, apple, melon.
types circles, ovals, squares, rectangles, dimonds, stars, triangles, hexagons, pentagons, watermelons, apples, melons.

Figure 4.6 List of entities properties supported in SpaRTUN.
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previously proposed annotation scheme of SpRL and provide free annotations for the SpRL task.

4.2.1 Statistic Information:

Each example in SpaRTUN contains a story that describes the spatial relation between entities

and some questions which ask about indirect relations between entities. On average, each story

contains eight sentences and 91 tokens, which describe ten relations on average.

To generate SpaRTUN, we use 6.6k NLVR scene graphs for training and 1k for each dev and

test set. We follow SpartQA for dataset split. Thus, we collect 20k training, 3k dev, and 3k test

examples for each FR and YN question (see Table 4.1)10. On average, each story of SpaRTUN

contains eight sentences and 91 tokens that describe, on average ten relations between different

mentions of entities.

54% of the YN questions have "Yes" answers and the rest (46%) have "No." In FR questions

which can have multiple answers, the label are true as below: { left : 10%, right:10%, above: 27%,

below: 26%, behind: 19%, front: 10%, near: 2%, far: 15%, dc: 26%, ec: 7%, po: 0.2%, tpp: 2%,

ntpp: 10%, tppi: 3%, and ntppi: 8% }.

4.2.2 Version Updates

We introduce an updated version of the dataset wherein we have eliminated elements contributing

to coreference and pronoun complexity, as well as quantifiers in the Yes/No questions. This

modification has been made to ensure that the evaluation of the models is focused solely on their

capacity to execute multi-hop spatial reasoning tasks. To facilitate this, each variable within

the dataset is assigned a unique name/identifier, which is then consistently utilized across all

corresponding sentences and questions. These changes minimize ambiguity, thereby allowing for a

more accurate assessment of the models’ spatial reasoning capabilities.

4.3 Spatial Question Answering in Real-World Domain

To evaluate the effectiveness of SpaRTUN in transfer learning, we created another dataset named

ReSQ11 (Figure 6.1). This dataset is built on mSpRL [55] corpus while we added human-generated
10All data are provided in the English language.: The corpus is in English.
11Real-world Spatial Questions
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spatial questions and answers to its real image descriptions. This dataset comparatively reflects

more realistic challenges and complexities of the SQA problem.

A grey car is parking in front of a grey house
with brown window frames and plants on the
balcony.
Q: Are the plants in front of the car? No
Q: Are the plants in the house?  Yes

Figure 4.7 ReSQ - A human-generated dataset for probing the models on realistic SQA.

We created this dataset to reflect the natural complexity of real-world spatial descriptions and

questions. We asked three volunteers (English-speaking undergrad students) to generate at least

four Yes/No questions for contexts in mSpRL dataset that contains complex human-generated

sentences. The questions require at least one step of reasoning. The advantage of ReSQ is that

the human-generated spatial descriptions and their spatial annotations already exist in the original

dataset. On average, the annotators spent 20 minutes generating questions for each group of

sentences, which, in total, cost 210 hours to generate the whole data. After gathering the data,

another undergrad student checked the questions and removed the incorrect ones. The train set is

provided on the train set of mSpRL, and since mSpRL does not have a dev set, we split the 32% of

test data (equal to 20% of the training set) and keep it as the dev set. 50% of questions in this dataset

have "Yes," and 50% have "No" answers. The statistics of this dataset are provided in Table 4.1.

One of the challenges of the ReSQ, which is not addressed here, is that the questions require

spatial commonsense knowledge in addition to capturing the spatial semantics. For example, by

using commonsense knowledge from the sentence, “a lamp hanging on the ceiling”, we can infer

that the lamp is above all the objects in the room.

4.3.1 Version Updates

In the updated version of this dataset, we have implemented several enhancements to improve its

quality and utility for research in spatial reasoning. These updates include:
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1. Clarification of Question Text: We have reviewed and eliminated ambiguous questions or

ones that contained incorrect entity mentions. This step ensures that the questions in the

dataset are unambiguous, facilitating more accurate evaluations.

2. Verification and Correction of Answers: The answers to the questions in the dataset have been

thoroughly double-checked and corrected where necessary. This update ensures the reliability

and accuracy of the dataset.

3. Introduction of "non-commonsense" and "commonsense" Labels: We have added labels to

the questions to indicate whether they require "non-commonsense" or "commonsense" spatial

reasoning. This update helps to have a finer granularity in evaluating and analyzing the

performance of models on different types of reasoning tasks.

4. Expansion with Additional Non-Commonsense Questions: We have enriched the dataset

by adding extra questions that specifically focus on evaluating models’ multi-hop spatial

reasoning capabilities while disregarding their commonsense understanding.
Overall, these updates enhance the dataset’s quality, making it a more reliable and effective tool

for evaluating the spatial reasoning capabilities of various models.

4.4 Experiments and Results

Dataset Train Dev Test
bAbI 8992 992 992
SpartQA-Auto (YN) 26152 3860 3896
SpartQA-Auto (FR) 25744 3780 3797
SpartQA-Human (YN) 162 51 143
SpartQA-Human (FR) 149 28 77
ReSQ 1008 333 610
StepGame 50000 1000 10000
SpaRTUN (YN) 20334 3152 3193
SpaRTUN (FR) 18400 2818 2830

Table 4.1 Size of SQA benchmarks.

In this section, we analyze the impact of our synthetic benchmarks, SpartQA-Auto and

SpaRTUN, as an extra source of supervision on SQA tasks using the PLM-based models described

in Section 3.4. In all experiments, we compare the performance of models fine-tuned with the target

datasets with and without further pretraining on synthetic supervision (SynSup). We select bAbI
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tasks 17 and 19, StepGame, and boolQ alongside our proposed benchmarks SpartQA-Human and

ReSQ as our target datasets.

The baselines for all experiments include a majority baseline (MB) which predicts the most

repeated label as the answer to all questions, and a pretrained language model, that is, BERT here.

We also report the human accuracy in answering the questions for the human-generated datasets12.

For all experiments, to evaluate the models, we measure the accuracy which is the percentage of

correct predictions in the test sets.

4.4.1 Experiments Configuration

Since the datasets that we use contain different question types, we supervise the models based

on the same question type as the target task13.

We use the huggingFace14 implementation of pretrained BERT which has 768 hidden dimensions.

All models are trained on the training set, evaluated on the dev set, and reported the result on the

test set. For training, we train the model until no changes happen on the dev set and then store and

use the best model on the dev set. We use AdamW ([72]) optimizer on all models and modules. We

use Focal Loss [69] with 𝛾 = 2.

𝐿𝑜𝑠𝑠 =
∑︁

CrossEntropyLoss(p′, y′)

+ BCELoss(p, y)
(4.1)

Besides, The result of BERT model trained and tested on SpaRTUN and SpaRTUN are provided

in Table 4.2. SpaRTUN-Simple only contains one spatial expression for each relation type, and

SpaRTUN-Clock contains all relation expressions plus clock expressions (Column 5 in Figure 4.5)

for relation types. All codes are publicly available at https://github.com/HLR/Spatial-QA-tasks.
12All human results gathered by scoring the human answers over a subset of the test set.
13StepGame only has FR question types. Hence, we use the model trained on FR questions for both FR and YN

target tasks.
14https://huggingface.co/transformers/v2.9.1/model_doc/bert.html
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Dataset YN FR
SpaRTUN 92.83 93.66
SpaRTUN-Simple 90.30 93.66
SpaRTUN-Clock - 87.13
SpartQA 82.05 94.17

Table 4.2 Result of BERT (SQA) model trained and test on two synthetic supervision data.

4.4.2 Further Pretraining on SpartQA-Auto Improves Spatial Reasoning

Table 4.3 shows performance on SpartQA-Human in a low-resource setting, where 0.6k QA

pairs from SpartQA-Human are used for fine-tuning these LMs and 0.5k for testing.

# Model FB FR CO YN Avg
1 Majority 28.84 24.52 40.18 53.60 36.64
2 BERT 16.34 20 26.16 45.36 30.17
3 BERT (Stories only; MLM) 21.15 16.19 27.1 51.54 32.90
4 BERT (SpartQA-Auto; MLM) 19.23 29.54 32.71 47.42 34.88
5 BERT (SpartQA-Auto) 62.5 46.66 32.71 47.42 47.25
6 Human 91.66 95.23 91.66 90.69 92.31

Table 4.3 Further pretraining BERT on SpartQA-Auto improves accuracies on SpartQA-Human.
All models are fine-tuned on the training data of SpartQA-Human, but line 3-5 are also further
pretrained in different ways. line 3: further pretrained on the stories from SpartQA-Auto as a
masked language model (MLM) task. line 4: further pretrained on both stories and QA annotations
as MLM. line 5: the proposed model that is further pretrained on SpartQA-Auto as a QA task.
Avg: The micro-average on all four Q-Types.

In Table 4.3, line 5, BERT (SpartQA-Auto), is the proposed method of further pretraining

BERT on SpartQA-Auto. We can see that line 2, the original BERT, performs consistently lower

than BERT(SpartQA-Auto), indicating that having SpartQA-Auto as a further pretraining task

improves BERT’s spatial understanding.

In addition, we implement another two baselines. BERT (Stories only; MLM): further pretraining

BERT only on the stories of SpartQA-Auto as a masked language model (MLM) task; BERT

(SpartQA-Auto; MLM): we convert the QA pairs in SpartQA-Auto into textual statements and

further pretrain BERT on the text as an MLM (see Fig. 4.8 for an example conversion).

To convert each question and its answer into a sentence, we utilize static templates for each

question type which removes the question words and rearranges other parts into a sentence.
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A big circle is above a triangle. A blue square is
below the triangle.
What is the relation between the circle and the
blue object?
Answer: Above

A big circle is above a triangle. A blue square is
below the triangle. The circle is [MASK] the blue
object.
Answer: Above

Figure 4.8 Convert a triplet of (paragraph, question, answer) into a single piece of text for the MLM
task.

We can see that line 3 slightly improves over original BERT, an observation consistent with

many prior works that seeing more text generally helps an LM (e.g., [34]). The significant gap

between line 3 and the proposed line 5 (BERT (SpartQA-Auto)) indicates that supervision signals

come more from our annotations in SpartQA-Auto rather than from seeing more unannotated text.

Line 4 is another way to make use of the annotations in SpartQA-Auto, but it is shown to be not as

effective as further pretraining BERT on SpartQA-Auto as a QA task.

While the proposed BERT (SpartQA-Auto) overall performs better than the other three baseline

models, one exception is its accuracy on YN, which is lower than that of line 3. Since all models’ YN

accuracies are also lower than the majority baseline, we hypothesize that this is due to imbalanced

data. To verify it, we compute the 𝐹1 score for YN Q-Type in Table 4.4, where we see all models

effectively achieve better scores than the majority baseline. However, further pretraining BERT on

SpartQA-Auto still does not beat other baselines, which implies that straightforward pretraining is

not necessarily helpful in capturing the complex reasoning phenomena required by YN questions.

Model 𝐹1
Majority 35
BERT 50
BERT (Stories only; MLM) 53
BERT (SpartQA-Auto; MLM) 48
BERT (SpartQA-Auto) 48

Table 4.4 Switching from accuracy in Table 4.3 to 𝐹1 shows that the models are all performing better
than the majority baseline on YN Q-Type.
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The human performance is evaluated on 100 random questions from each SpartQA-Auto

and SpartQA-Human test set. The respondents are graduate students that were trained by some

examples of the dataset before answering the final questions. We can see from Table ?? that all

models’ performances fall behind human performance by a large margin.

4.4.2.1 Extrinsic Evaluation

In this subsection, we show further pretraining BERTon SpartQA-Auto can achieve better

performance on two extrinsic evaluation datasets, namely bAbI and boolQ.

Figure 4.9 Learning curve of BERT and BERT further pretrained on SpartQA-Auto on bAbI.

We draw the learning curve on bAbI, using the original BERT as a baseline and BERT further

pretrained on SpartQA-Auto (Fig. 4.9). Although both models achieve perfect accuracy given

large enough training data (i.e., 5k and 10k), BERT (SpartQA-Auto) is showing better scores given

less training data. Specifically, to achieve an accuracy of 99%, BERT (SpartQA-Auto) requires 1k

training examples, while BERT requires twice as much. We also notice that BERT (SpartQA-Auto)

converges faster in our experiments.

As another evaluation dataset, we chose boolQ [11] (Check Figure 4.10) for two reasons. First,

we needed a QA dataset with Yes/No questions. To our knowledge boolQ is the only available one

used in the recent work. This dataset is provided on Wikipedia and is designed to be answerable

by reading the corresponding passage of text and do not require any external knowledge. Second,

indeed, SpartQA and boolQ are from different domains, however, boolQ needs multi-step reasoning

in which we wanted to see if SpartQA helps.
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Figure 4.10 An example of boolQ dataset.

Model Accuracy
Majority baseline 62.2
Recurrent model (ReM) 62.2
ReM fine-tuned on SQuAD 69.8
ReM fine-tuned on QNLI 71.4
ReM fine-tuned on NQ 72.8
BERT (our setup) 71.9
BERT (SpartQA-Auto) 74.2

Table 4.5 Models performances on the dev set of boolQ (since the test set is not available to us).
Top: numbers reported in [11]. Bottom: numbers from our experiments. BERT (SpartQA-Auto):
further pretraining BERT on SpartQA-Auto as a QA task.

Table 4.5 shows that further pretraining BERT on SpartQA-Auto yields a better result than the

original BERT and those reported numbers in clark2019boolq, which also tested on various distant

supervision signals such as SQuAD [107], Google’s Natural Question dataset NQ [57], and QNLI

from GLUE [138].

We observe that many of the boolQ examples answered correctly by the BERT further pretrained

on SpartQA-Auto require multi-step reasoning. Our hypothesis is that since solving SpartQA-Auto

questions needs multi-step reasoning, fine-tuning BERT on SpartQA-Auto generally improves this

capability of the base model.

4.4.3 Imapct of Broader Relation Coverage on Transfer Learning

The following experiments demonstrate the impact SpaRTUN with broader coverage of spatial

relation types and expressions on transfer learning for SQA benchmarks compared to different

supervisions.
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Model SynSup 171k 19500

MB - 51.9 10.6
BERT - 87.39 34.53
BERT SpartQA-Auto 90.42 100
BERT StepGame 87.39 99.89
BERT SpaRTUN-Simple 92.43 98.99
BERT SpaRTUN 90.02 99.89

Table 4.6 Impact of using synthetic supervision on the bAbI tasks. All the models are further
fine-tuned on the training set of task 17 (size = 1k) and 19 (size = 500), and test on bAbI test sets.

bAbI(task 17 and 19): Task 17 is on spatial reasoning and contains binary Yes/No questions.

Task 19 is on pathfinding and contains FR questions with answers in {LEFT, RIGHT, ABOVE,

BELOW} set. The original dataset contains west, east, north, and south, which we mapped to

their corresponding relative relation type. Due to the simplicity of bAbI dataset, our experiments

show that PLM can solve this benchmark with 100% accuracy when trained on the full training

data(10k). Hence we run our experiment on only 1k and 500 training examples of task 17 and task

19, respectively.

Table 4.6 demonstrates the impact of synthetic supervision on both tasks of bAbI. The results

with various synthetic data are fairly similar for these two tasks. However, pretraining the model with

the simple version of SpaRTUN, named SpaRTUN-Simple, performs better than other synthetic

datasets on task 17. This can be due to the fewer relation expressions in SpaRTUN-Simple, which

follows the same structure as task 17.

Model SynSup YN FR
MB - 53.60 24.52
BERT - 49.65 18.18
BERT SpartQA-Auto 39.86 48.05
BERT StepGame 44.05 11.68
BERT SpaRTUN-Simple 44.75 37.66
BERT SpaRTUN 48.25 50.64
Human - 90.69 95.23

Table 4.7 Transfer learning on SpartQA-Human. SpartQA-A stands for SpartQA-Auto.

SpartQA-Human: In the next experiment, we investigate the impact of SpaRTUN on SpartQA-

Human result. Comparing the results in Table 4.7, we find that even though the classification layer

for SpartQA-Auto and SpartQA-Human are the same, the model trained on SpaRTUN has a better
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 Story:  
0:"B is south east of J."
1:"X is under E."

2:"K is to the left of Z and is on the same horizontal plane." 
3:"If L is the center of a clock face, E is located between 10 and 11." 
4:"S is positioned above Q."
5:"Q is diagonally to the bottom right of L." 
6:"C and S are horizontal and C is to the left of S."

7:"I is above B with a small gap between them." 
8:"E is above N and to the left of N." 
9:"Q is below and to the right of B." 
10:"X is to the left of C with a small gap between them."

 question:"What is the relation of the agent L to the agent J? "lower-right"

Figure 4.11 StepGame. An example of questions that need ten steps of reasoning.

transferability. It achieves 2.6% better accuracy on FR and 9% better accuracy on YN questions

compared to SpartQA-Auto. YN is, yet, the most challenging question type in SpartQA-Human

and none of the PLM-based models can reach even the simple majority baseline.

k steps of reasoning
Model SynSup 1 2 3 4 5 6 7 8 9 10
TP-MANN - 85.77 60.31 50.18 37.45 31.25 28.53 26.45 23.67 22.52 21.46
BERT - 98.44 94.77 91.78 71.7 57.56 50.34 45.17 39.69 35.41 33.62
BERT SpartQA-Auto 98.63 94.95 91.94 77.74 68.37 61.67 57.95 50.82 46.86 44.03
BERT SpaRTUN-Simple 98.70 95.21 92.46 77.93 69.53 62.14 57.37 48.79 44.67 42.72
BERT SpaRTUN 98.55 95.02 92.04 79.1 70.34 63.39 58.74 52.09 48.36 45.68

Table 4.8 Result of models with and without extra synthetic supervision on StepGame.

StepGame [118]: is a synthetic SQA dataset (See Figure 4.11) containing FR questions which

need 𝑘 reasoning steps to be answered (𝑘 = 1 to 10). This paper was published in 2022 with the same

contribution as SpartQA-Auto. However, it contains more relation expressions and less relation

types and rules. The answer to each question is one relation in {left, right, below, above, lower-left,

upper-right, lower-right, upper-left} set. This dataset was provided one year after SpartQA with the

same purpose. However, it contains fewer relation types and rules.

Table 4.8 demonstrates our experiments on StepGame. BERT without any extra supervision

significantly outperforms the best reported model in shi2022stepgame, TP-MANN, which is based
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on a neural memory network. As expected, all the PLM-based models almost solve the questions

with one step of reasoning (i.e. where the answer directly exists in the text). However, with

increasing the steps of reasoning, the performance of the models decreases. Comparing the impact

of different synthetic supervision, SpaRTUN achieves the best result on 𝑘 > 3. For questions with

𝑘 <= 3, SpaRTUN-Simple achieves competitive similar results compared to SpaRTUN. Overall, the

performance gap in SpaRTUN-Simple, SpartQA-Auto and SpaRTUN shows that more coverage of

relation expressions in SpaRTUN is effective.

Model SynSup Accu
MB - 50.21
BERT - 57.37
BERT SpartQA-Auto 55.08
BERT StepGame 60.14
BERT SpaRTUN-Simple 58.03
BERT SpaRTUN 63.60
Human - 90.38

Table 4.9 Results with and without extra supervision on ReSQ. The Human accuracy is the
performance of human on answering a subset of test set.

ReSQ: In the next experiment, we show the influence of SpaRTUN on real-world examples, which

contain more types of spatial relations and need more rules of reasoning to be solved. Table 4.9

shows the result of transfer learning on ReSQ. To compute the human accuracy, we asked two

volunteers (one from those who created the questions and one new volunteer) to answer 100

questions from the test set of ReSQ. Finally, a third student graded their answers and computed

the accuracy. This result shows that the limited coverage of spatial relations and expression in

SpartQA-Auto impacts the performance of BERT negatively. However, further pretraining BERT

on SpaRTUN-Simple improves the result on ReSQ. This can be due to the higher coverage of relation

types in SpaRTUN-Simple than SpartQA-Auto. Using SpaRTUN for further pretraining BERT

has the best performance and improves the result by 5.5%, indicating its advantage for transferring

knowledge to solve real-world spatial challenges.

In conclusion, our experiments show the efficiency of SpaRTUN in improving the performance
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of models on different benchmarks due to the flexible coverage of relation types and expressions.

4.5 Related Research

Requiring large amounts of annotated data is a well-known issue in training complex deep neural

models [161] that is extended to spatial language processing tasks. In our study, we noticed that all

available large datasets on SQA task including bAbI [143], SpartQA-Auto, and StepGame [118]

are, all, synthetic.

bAbI is a simple dataset that covers a limited set of relation types, spatial rules, and vocabulary.

StepGame focuses on a few relation types but with more relation expressions for each and considers

multiple reasoning steps. SpartQA-Auto, comparatively, contains more relation types and needs

complex multi-hop spatial reasoning. However, it contains a single linguistic spatial expression

for each relation type. All of these datasets are created based on controlled toy settings and are

not comparable with real-world spatial problems in the sense of realistic language complexity

and coverage of all possible relation types. SpartQA-Human is a human-generated version of

SpartQA-Auto with more spatial expressions. However, this dataset is provided for probing

purposes and has a small training set that is not sufficient for effectively training deep models.

Transfer learning has been used effectively in different NLP tasks to further fine-tune the

PLMs [109, 2, 77]. Besides transfer learning, several other approaches are used to tackle the lack of

training data in various NLP areas, such as providing techniques to label the unlabeled data [24],

using semi-supervised models [132, 65] or data augmentation with synthetic data [67, 86]. However,

transfer learning is a simple way of using synthetic data as an extra source of supervision at no

annotation cost. Compared to the augmentation methods, the data in the transfer learning only needs

to be close to the target task/domain [76] and not necessarily the same.

Using logical reasoning for building datasets that need complex reasoning for question answering

is used before in building QA datasets [12, 113]. More recent efforts even use the path of reasoning

and train models to follow that [126]. However, there are no previous works to model spatial

reasoning as we do here with the broad coverage of spatial logic.
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4.6 Summary

To improve LMs’ capability on spatial reasoning, we use a synthetic dataset, SpartQA-Auto, as

a source of supervision for transfer learning for spatial question answering (SQA) which contains

a large corpus of spatial descriptions and corresponding question-answer annotations and show

that further pretraining LMs on this extra supervision significantly enhances their spatial language

understanding and reasoning. We also show that a spatially-improved LM can have better results on

two extrinsic datasets (bAbI and boolQ).

We also create a new synthetic dataset and demonstrate that expanding the coverage of relation

types and combinations and spatial language expressions can provide a more robust source of

supervision for pretraining and transfer learning [89]. As a result, this data improves the models’

performance in many experimental scenarios on both tasks when tested on various evaluation

benchmarks. This data includes rules of spatial reasoning and the chain of logical reasoning for

answering the questions that can be used for further research in the future.

Moreover, we provide a human-generated dataset on a realistic SQA task that can be used to

evaluate the models and methods for spatial language understanding related tasks in real-world

problems.
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CHAPTER 5

SPATIAL ROLE LABELING MODELS

5.1 Introduction

As we described in Section 2.1.1, Spatial Role Labeling (SpRL), which can also be considered

as spatial information extraction, is the task of identifying and classifying the spatial roles and their

relations. Since this task is fundamental and one of the key points to spatial language understanding,

in this section, we provide models to solve this task. We call the former spatial role extraction and

the latter spatial relation1 extraction (Figure 5.1).

The SpRL model contains two pipeline models, one for spatial role extraction and another for

spatial relation2 extraction (Figure 5.1). The spatial relation extraction model is implemented for

two joint tasks, spatial triplet validation, and spatial relation type classification. We show how this

model outperforms previous SOTAs on mSpRL benchmark.

Next, we analyze the impact of SpaRTUN as a source of extra supervision on several SpRL

benchmarks. To the best of our knowledge, we are the first to use synthetic supervision for the SpRL

task. Our results show that the auto-generated data successfully improves the SOTA results on

mSpRL and SpartQA-Human, which are annotated for SpRL task.

5.2 Models

In this section, we describe the implemented SpRL models. Several neural models have been

proposed to solve spatial role [83, 74, 15]. We take a similar approach to prior research [119] for

the extraction of spatial roles (entities (Trajector/Landmark) and spatial indicators).

First, we separately tokenize each sentence in the context and use a PLM (which is BERT here)

to compute the tokens representation. Next, we apply a BIO tagging layer on tokens representations

using (O, B-entity, I-entity, B-indicator, I-indicator) tags. A Softmax layer on BIO tagger output is

used to select the spatial entities and spatial indicators with the highest probability. For training, we

use CrossEntropy loss given the spatial annotation.
1In different works like [54], the triplet and relation are used interchangeably.
2In different works like [54], the triplet and relation are used interchangeably.
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CLS T1 T2 Tn SEP

A grey car is parking in front of a grey house

T7

Spatial Role (entity and spatial_indicator) extraction
Extracting spatial entity and spatial indicators

List of all spatial entities List of all spatial indicators

Spatial Relation (triplet) Extraction

CLS SEPTiT1 SEP Tj SEP TnTk+mTk SEP T1

entity1 
(Trajector)

entity2 
(Landmark)

Indicator2 
(spatial_indicator)

Sentence

0 011 0 1 0 111 0 1

Segment Embedding: [ 0 1 1 1 0 0 0 1 0 1 1 1 0 ]

Spatial Type Cls (ftype)triplet cls (ftriplet)

y'y 

O E E E OSP

Figure 5.1 Spatial role labeling model includes two separately trained modules. E: entity, SP:
spatial_indicators. As an example, triplet (a grey house, front , A grey car) is correct and the
“spatial_type = FRONT”, and (A grey car, front, a grey house) is incorrect, and the “spatial_type =
NaN”.

For the spatial relation extraction model, similar to [150, 119], we use BERT and a classification

layer to extract correct triplets. Given the output of the spatial role extraction model, for each

combination of (spatial entity(𝑡𝑟), spatial_indicator(𝑠𝑝), spatial entity(𝑙𝑚)) in each sentence we

create an input3 and pass it to the BERT model. To indicate the position of each spatial role in the

sentence, we use segment embeddings and add 1 if it is a role position and 0 otherwise.

The [𝐶𝐿𝑆] output of BERT will be passed to a one-layer MLP that provides the probability for

the triplet. Compared to the prior research, we predict the spatial type for each triplet as an auxiliary

task for spatial relation extraction. To this aim, we apply another multi-class classification layer4 on

the same [𝐶𝐿𝑆] token.

For spatial argument extraction, we use cross-entropy loss for BIO-tagging, and for spatial relation
3 [CLS, 𝑡𝑟, SEP, 𝑠𝑝, SEP, 𝑙𝑚, SEP, 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒, SEP]
4The classes are relation types in Table 2.1 alongside a NaN class for incorrect triplets.
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Formalism
(General Type) Specific value Spatial type/Spatial value) Expressions (e.g.)

Topological RCC8

DC (disconnected)
EC (Externally Connected)
PO (Partially Overlapped)
EQ (Equal)
TPP (Tangential Proper Part)
NTPP (Non-Tangential Proper Part)
TPPI (Tangential Proper Part inverse)
NTPPI (Non-Tangential Proper Part inverse)

disjoint
touching
overlapped
equal
covered by
in, inside
covers
has

Directional Relative
LEFT, RIGHT
BELOW, ABOVE
BEHIND, FRONT

left of, right of
under, over
behind, in front

Distance Qualitative Far, Near far, close

Table 5.1 Spatial relation types and examples of spatial language expressions.

extraction, we use the summation of loss for each spatial relation and relation type classification part.

𝐿𝑜𝑠𝑠 =
∑︁

CrossEntropyLoss(p′, y′)

+ BCELoss(p, y)
(5.1)

5.3 Experiments and Results

The pipeline model provided in Section 5.2, contains three main parts, a model for spatial role

extraction (SRole), a model for spatial relation extraction (SRel), and a model for spatial relation

type classification (SType) which we analyze separately (Check Table 6.4). We use Macro F1-score

(mean of F1 for each class) to evaluate the performance of the SRole, SRel, and SType models.

Here, we first analyze the superiority of our proposed model compared to the previous SOTA

on mSpRL model. Next, we analyze the influence of the extra synthetic supervision on SpRL task

when evaluated on human-generated datasets, mSpRL and SpartQA-Human. To do this, we further

pretrain the BERT module in these models and then fine-tune it on the target domain. Table 5.2

shows the number of sentences in each SpRL benchmark.

As shown in Table 6.4, all SpRL submodules achieve high results on synthetic datasets, SpartQA

and SpaRTUN. The reason behind this good performance is that these datasets may contain less

ambiguity coming from the natural language expressions. Therefore, the BERT-base models can
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Dataset Train Dev Test
SpartQA-Auto (story) 25755 16214 16336
SpartQA-Auto (question) 23584 15092 15216
SpartQA-Human (story) 176 99 272
SpartQA-Human (question) 155 127 367
SpaRTUN (story) 48368 7031 7191
SpaRTUN (question) 38734 5970 6023
mSpRL 481 - 461

Table 5.2 Number of sentences of SpRL benchmarks. To train the SpartQA-Auto, we only use the
3k training examples (23 - 25k sentences).

Model Dataset SRole SRel SType
R-Inf*

mSpRL

80.92 68.78 -
BERT 88.59 69.12 19.79
BERT (SpartQA-Auto) 88.41 68.84
BERT (SpaRTUN) 88.03 71.23 23.65
BERT* (SpaRTUN) 87.74 70.18 26.02

BERT

SpartQA-Human

55.8 S: 57.43 43.79
Q: 52.55 39.34

BERT (SpartQA-Auto) 57.28 S: 58.32
Q: 55.17

BERT (SpaRTUN) 72.53 S: 60.24 48.74
Q: 61.53 48.07

BERT SpartQA-Auto 99.92 S: 99.72 99.05
Q: 98.36 98.62

BERT SpaRTUN 99.96 S: 99.18 98.57
Q: 97.68 98.11

Table 5.3 Extraction modules used in PistaQ. Q: question and S: stories. Certain sentences in the
mSpRL datasets are considered as conveying no spatial information by the original SpRL dataset
annotators. These sentences are included in experiments where specified by an asterisk (*) and are
excluded from all other experiments.

easily capture the spatial language’s syntactic patterns that are needed for extracting the roles and

direct relations from the large training set.

Table 6.4 also demonstrates the influence of synthetic supervision in spatial role extraction

evaluated on mSpRL and SpartQA-Human.

We compare the result of the SRole model with the previous SOTA, “R-Inf” [78], on mSpRL

dataset. R-Inf uses external multi-modal resources and global inference. All of the BERT-based

SRole models outperform the R-Inf, which shows the power of PLMs for this task. However, since
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the accuracy of the SRole is already very high, using synthetic supervision shows no improvements

compared to the model that only trained with mSpRL training set for the SRole. In contrast, on

SpartQA-Human, using synthetic supervision helps the model perform better. Especially, using

SpaRTUN increases the performance of the SRole model dramatically by 15%.

In Table 6.4, we show the result of the SRel model (containing spatial relation extraction and

spatial relation type classification) for spatial relation extraction, with and without extra supervision

from synthetic data. Same as the SRole model, extra supervision from SpaRTUN achieves the best

result when tested on SpartQA-Human.

For mSpRL, we compared the SRel model with R-Inf on spatial relation extraction. As table

6.4 demonstrates we improve the SOTA by 2.6% on F1 measure using SpaRTUN as synthetic

supervision. Also, the model further pretrained on SpartQA-Auto gets lower results than the model

with no extra supervision due to the limited relation expressions used in this data.

In conclusion, our experiments show the efficiency of SpaRTUN in improving the performance

of models on different benchmarks due to the flexible coverage of relation types and expressions.

5.4 Related Research

For the SpRL task, mSpRL and SpaceEval (SemEval-2015 task 8) [102] are two available

datasets with spatial roles and relation annotations. These are small-scale datasets for studying the

SpRL problem. From the previous works which tried transfer learning on SpRL task, [94] only used

it on word embedding of their SpRL model, and [119] used PLM without any specifically designed

dataset for further pretraining. These issues motivated us to create SpaRTUN for further pretraining

and transfer learning for SQA and SpRL.

5.5 Summary

We demonstrate that our proposed SpRL model surpasses the previous SOTA model on mSpRL

benchmark [89]. Besides, we show that our generated synthetic dataset can be helpful as a source of

supervision for transfer learning for spatial role labeling (SpRL) tasks. We show that expanding the

coverage of relation types and combinations and spatial language expressions can provide a more

robust source of supervision for pretraining and transfer learning. As a result, this data improves
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the models’ performance in many experimental scenarios on both tasks when tested on various

evaluation benchmarks.
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CHAPTER 6

DISENTANGLEING EXTRACTION AND REASONING IN MULTI-HOP SPATIAL
REASONING

6.1 Introdcution

Despite the high performance of recent pretrained language models on question-answering (QA)

tasks, solving questions that require multi-hop reasoning is still challenging [82]. In chapter 3, we

have investigated the use of general end-to-end deep neural models such as pretrained language

models (PLM) [91] in spatial question answering (SQA). PLMs show reasonable performance on the

SQA problem and can implicitly learn spatial rules from a large set of training examples. However,

the black-box nature of PLMs makes it unclear whether these models are making the abstractions

necessary for spatial reasoning or their decisions are based solely on patterns observed in the data.

As a solution for better multi-hop reasoning, recent research has investigated the impact of using

fine-grained information extraction modules such as Named Entity Recognition (NER) [93, 84],

gated Entity/Relation [157] or semantic role labels (SRL) [116, 25] on the performance of models.

On a different thread, cognitive studies [121, 20] show when the given information is shorter,

humans also find spatial abstraction and use spatial rules to infer implicit information. Figure 6.1

shows an example of such extractions. Building upon these findings, we aim to address the limitations

of end-to-end models and capitalize on the advantages of fine-grained information extraction in

solving SQA. Thus, we propose models which disentangle the language understanding and spatial

reasoning computations as two separate components. Specifically, we first design a pipeline model

that includes trained neural modules for extracting direct fine-grained spatial information from the

text and performing symbolic spatial reasoning over them.

The second model is simply an end-to-end PLM that uses annotations used in extraction modules

of pipeline model in the format of extra QA supervision. This model aims to demonstrate the

advantages of using separate extraction modules compared to a QA-based approach while utilizing

the same amount of supervision. Ultimately, the third model is an end-to-end PLM-based model on

relation extraction tasks that has explicit latent layers to disentangle the extraction and reasoning
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A grey car is parking in front of a grey house
with brown window frames and plants on the
balcony.

Q: Are the plants behind the car?

BEHIND( the plants, the car)

FRONT( a grey car, a grey house)
NTPPI ( a grey house, plants)

1
2

6

4
3

5

BEHIND( the plants, the car)  Answer = Yes

2
1

3, 4
5

5, 6

Explicit
triplets

Explicit
triplets

START Plants 

 INVERSE    NTPP( plants, a grey house)

 INVERSE    BEHIND(a grey house, a grey car)

 COMBINE    BEHIND(plants, a grey car) 

 Coreference   (a grey car, the car)  

Reasoning

Extraction

Extraction

Figure 6.1 An example of steps of spatial reasoning on ReSQ dataset. We begin by searching for the
plants from the question triplet within the text, enabling us to extract explicit triplets (1,2). Next, we
apply rules such as INVERSE to deduce implicit triplets (3,4,5). Then, utilizing triplets 5 and 6 we
determine the final answer, ’Yes’. NTPP: Non-Tangential Proper Part (Table 6.1).

Formalism
(General Type) Spatial Type Expressions (e.g.)

Topological
(RCC8)

DC (disconnected)
EC (Externally Connected)
PO (Partially Overlapped)
EQ (Equal)
TPP
NTPP
TPPI
NTPPI

disjoint
touching
overlapped
equal
covered by
in, inside
covers
has

Directional
(Relative)

LEFT, RIGHT
BELOW, ABOVE
BEHIND, FRONT

left of, right of
under, over
behind, in front

Distance Far, Near far, close

Table 6.1 List of spatial relation formalism and types.

inside the model. This model incorporates a neural spatial reasoner, which is trained to identify all

spatial relations between each pair of entities.

We evaluate the proposed models on multiple SQA datasets, demonstrating the effectiveness

of the disentangling extraction and reasoning approach in controlled and realistic environments.

Our pipeline outperforms existing SOTA models by a significant margin on benchmarks with a
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controlled environment (toy tasks) while utilizing the same or fewer training data. However, in

real-world scenarios with higher ambiguity of natural language for extraction and more rules to

cover, our end-to-end model with explicit layers for extraction and reasoning performs better.

These results show that disentangling extraction and reasoning benefits deterministic spatial

reasoning and improves generalization in realistic domains despite the coverage limitations and

sensitivity to noises in symbolic reasoning. These findings highlight the potential of leveraging

language models for information extraction tasks and emphasize the importance of explicit reasoning

modules rather than solely depending on black-box neural models for reasoning.

6.2 Related Research

End-to-end model on SQA: To solve SQA tasks, recent research evaluates the performance of

different deep neural models such as Memory networks [118, 125], Self-attentive Associative

Memory [61], subsymbolic fully connected neural network [160], and Recurrent Relational Network

(RRN) [100]. In Chapter 3, we used transfer learning and provided large synthetic supervision that

enhances the performance of PLMs on spatial question answering. However, the results show a

large gap between models and human performance on human-generated data. Besides, none of these

models use explicit spatial semantics to solve the task. The only attempt towards integrating spatial

semantics into the spatial QA task is a baseline model we introduced, which uses rule-based spatial

semantics extraction for reasoning on bAbI (task 17) and achieves 100% accuracy without using any

training data.

Extraction and Reasoning: While prior research has extensively explored the use of end-to-end

models for learning the reasoning rules [87, 103], there is limited discussion on separating the extrac-

tion and reasoning tasks. [98] utilizes LMs to generate new sentences and extract facts while using

some symbolic rules to ensure consistency between generated sentences. Similarly, ThinkSum [99]

uses LMs for knowledge extraction (Think) and separate probabilistic reasoning (Sum), which sums

the probabilities of the extracted information. However, none of these works are on multi-step or

spatial Reasoning.
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Figure 6.2 PistaQ pipeline based on disentangled extraction and reasoning. In this model, facts,
e.g., FRONT(grey car, grey house), are extracted from the story and linked by coreference modules.
The R-Coref equates ‘the car’ from the question with ‘a grey car’ in the story and forms a query.
This query, along with facts, is sent to the spatial reasoner. Finally, the spatial reasoner employs
FRONT and BEHIND rules and returns True as the answer.

6.3 Proposed Models

To understand the effectiveness of disentangling the extraction and reasoning modules, we

provide three groups of models for spatial question answering (SQA) task. The first model is a

pipeline of extraction and symbolic reasoning (§6.3.1), the second model is an end-to-end PLM that

uses the same spatial information supervision but in a QA format (§6.3.2), and the third model is an

end-to-end neural model with explicit layers of extraction and reasoning (§6.3.3). We elaborate

each of these models in the subsequent sections.

6.3.1 Pipeline of Extraction and Reasoning

Here, we describe our suggested pipeline model designed for spatial question answering task,

referred to as PistaQ1. As shown in the extraction part of Figure 6.2, the spatial information

is extracted first and forms a set of triplets for a story (Facts) and a question (Query). Then a

coreference resolution module is used to connect these triplets to each other. Given the facts and

queries, the spatial reasoner infers all implicit relations. The answer generator next conducts the

final answer. Below we describe each module in more detail.

Spatial Role Labeling (SpRL) is the task of identifying and classifying the spatial roles of phrases
1PIpeline model for SpaTiAl Question answering
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Not ∀(𝑋,𝑌 ) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑟 ∨ 𝑃𝑃} IF 𝑅(𝑋,𝑌 ) ⇒ NOT(𝑅_𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑋,𝑌 ))
Inverse ∀(𝑋,𝑌 ) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑟 ∨ 𝑃𝑃} IF 𝑅(𝑌, 𝑋) ⇒ 𝑅_𝑟𝑒𝑣𝑒𝑟𝑠𝑒(𝑋,𝑌 )
Symmetry ∀(𝑋,𝑌 ) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑠 ∨ (𝑅𝐶𝐶 − 𝑃𝑃)} IF 𝑅(𝑌, 𝑋) ⇒ 𝑅(𝑋,𝑌 )
Transitivity ∀(𝑋,𝑌, 𝑍) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ {𝐷𝑖𝑟 ∨ 𝑃𝑃} IF 𝑅(𝑋, 𝑍), 𝑅(𝑍,𝑌 ) ⇒ 𝑅(𝑋,𝑌 )
Combination ∀(𝑋,𝑌, 𝑍, 𝐻) ∈ 𝐸𝑛𝑡𝑖𝑡𝑖𝑒𝑠 𝑅 ∈ 𝐷𝑖𝑟, ∗𝑃𝑃 ∈ 𝑃𝑃 IF ∗𝑃𝑃(𝑋, 𝑍), 𝑅(𝑍, 𝐻), ∗𝑃𝑃𝑖(𝑍,𝑌 ) ⇒ 𝑅(𝑋,𝑌 )

Table 6.2 Designed spatial rules [89]. 𝐷𝑖𝑟: Directional relations (e.g., LEFT), 𝐷𝑖𝑠: Distance
relations (e.g., FAR), 𝑃𝑃: all Proper parts relations (NTPP, NTPPI, TPPI, TPP), 𝑅𝐶𝐶 − 𝑃𝑃: All
RCC8 relation except proper parts relations. ∗𝑃𝑃: one of TPP or NTPP. ∗𝑃𝑃𝑖: one of NTPPi or
TPPi.

within a text (including the Trajector, Landmark, and Spatial Indicator) and formalizing their

relations [54]. Here, we use the same SpRL modules as in Chapter 5. This model first computes the

token representation of a story and its question using a BERT model. Then a BIO tagging layer

is applied on the tokens representations using (O, B-entity, I-entity, B-indicator, and I-indicator)

tags. Finally, a softmax layer on the BIO tagger output selects the spatial entities2 (e.g., ‘grey car’ or

‘plants’ in Figure 6.2) and spatial indicators (e.g., ‘in front of’ in Figure 6.2).

Given the output of the spatial role extraction module, for each combination of (Trajector,

Spatial Indicator, Landmark) in each sentence, we create a textual input3 and pass it to a BERT

model. The [𝐶𝐿𝑆] output of BERT will be passed to a one-layer MLP that provides the probability

for each triplet. To apply the logical rules on the triplets, we need to assign a relation type to each

triplet. To this aim, we use another multi-classification layer on the same [𝐶𝐿𝑆] token to identify

the spatial types of the triplet. The classes are relation types in Table 6.1 alongside a class NaN for

triplet with no spatial meaning. For instance, in Figure 6.2, (grey car, in front of, grey house) is a

triplet with 𝐹𝑅𝑂𝑁𝑇 as its relation type while (grey house, in front of, grey car) is not a triplet and

its relation type is 𝑁𝑎𝑁 . We use a joint loss function for triplet and relation type classification to

train the model.

Coreference Resolution Linking the extracted triplets from the stories is another important step

required in this task, as different phrases or pronouns may refer to the same entity. To make such

connections, we implement a coreference resolution model based on [62] and extract all antecedents

for each entity and assign a unique 𝑖𝑑 to them. In contrast to previous work, we have extended
2Trajector/Landmark
3 [CLS, 𝑡𝑟𝑎 𝑗 , SEP, 𝑖𝑛𝑑𝑖𝑐, SEP, 𝑙𝑎𝑛𝑑, SEP, 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒, SEP]
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the model to support plural antecedents (e.g., two circles). We first collect all mentions of each

predicted entity from spatial role extraction or role annotations, then assign an “id” to the same

mentions and include that id in each triplet. For example, for BELOW(a cat, a grey car), Front(the

car, a church), id 1= a cat, 2 = a grey car, the car, and 3 = a church. So we create new triplets in the

form of BELOW(1, 2) and Front(2, 3). To train the model, we pair each mention with its previous

(a) The coreference resolution model structure.

(b) The formula for computing the coreference scores

Figure 6.3 The coreference resolution model [62].

antecedent and use cross-entropy loss to penalize the model if the correct pair is not chosen. For

singletons and starting mention of objects, the model should return class 0, which is the [𝐶𝐿𝑆]

token. Since the previous model does not support the plural antecedent (e.g., two circles), we include

that by considering shared entities in pairs like both (two circles, the black circle) and (two circles,

the blue circle) are true pairs.

As an instance of the importance of coreference resolution in spatial reasoning, consider this

context “block A has one black and one green circle. The black circle is above a yellow square. The

yellow square is to the right of the green circle. Which object in block A is to the left of a yellow

square?” The reasoner must know that the ‘one green circle’ in NTPPI(block A, one green circle)
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and the ‘the green circle’ in RIGHT( the yellow square, the green circle) are the same to be able to

connect them using transitivity rule and find the answer.

To find the mentions of the question entities in the story and create the queries, we use a

Rule-based Coreference (R-Coref) based on exact/partial matching. In Figure 6.2, ‘the car’ in the

question has the same id as ‘the grey car’ from the story’s triplets.

Logic-based Spatial Reasoner To do symbolic spatial reasoning, we use the reasoner from Chapter 3.

This reasoner is implemented in Prolog and utilizes a set of rules on various relation types, as

illustrated in Table 6.2. Given the facts and queries in Prolog format, the spatial reasoner can carry

out the reasoning process and provide an answer to any given query. The reasoner matches variables

in the program with concrete values and a backtracking search to explore different possibilities

for each rule until a solution is found. As shown in Figure 6.2, the reasoner uses a FRONT and a

BEHIND rules over the facts and generates the True response for the query.

6.3.2 PLMs Using SpRL Annotations

To have a fair comparison between the QA baselines and models trained on SpRL supervision,

we design BERT-EQ4. We convert the SpRL annotation into extra YN questions5 asking about

explicit relations between a pair of entities. To generate extra questions, we replace triplets from the

SpRL annotation into the “Is [Trajector] [Relation*] [Landmark]?” template. The [Trajector] and

[Landmark] are the entity phrases in the main sentence ignoring pronouns and general names (e.g.,

“an object/shape”). The [Relation*] is a relation expression (examples presented in Table 6.1) for

the triplet relation type. To have equal positive and negative questions, we reverse the relation in

half of the questions. We train BERT-EQ using both original and extra questions by passing the

“question+story” into a BERT with answers classification layers.

6.3.3 PLMs with Explicit Extractions

As another approach, we aim to explore a model that disentangles the extraction and reasoning

parts inside a neural model. Here, rather than directly predicting the answer from the output of
4BERT+Extra Question
5This augmentation does not apply to FR type since it inquires about all relations between the two asked entities.
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PLMs (as typically done in the QA task), we introduce explicit layers on top of PLM outputs. These

layers are designed to generate representations for entities and pairs of entities, which are then

passed to neural layers to identify all relations. We call this model SREQA6, which is an end-to-end

spatial relation extraction model designed for QA. Figure 6.4 illustrates the structure of this model.
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(a) Model structure. First, entity mentions such as ‘plants’ and ‘grey car’ are selected from the BERT output
and the entity representation is formed. Next, triplets like (‘plants’, ‘car’, [CLS]) are generated and fed into
the reasoning component. The collective output of all relation classifiers determines the relationships between
each pair. *All hatched parts are trained end-to-end. The rest of the data is obtained from annotations or
off-the-shelf modules.

All story relations
(Training step#1)
Question relation
(Training step#2)

Entity Mentions Relation Supervision
Entity + Coref

annotation

Trained entity extraction
+ R-Coref

SpRL + Coref annotation
-> Spatial Reasoner

QA Answer

Source of

(b) The source of supervision in each step of training. In step#1, we train the model on all story relations, and
in step#2, we only train it on question relations. These modules and data are the same as the ones used in
PistaQ.

Figure 6.4 The SREQA model with explicit neural layers to disentangle extraction and reasoning
part.

In this model, we first select the entity mentions (𝑀 𝑗 (𝐸1)) from the BERT tokens representation

and pass it to the extraction part shown in Figure 6.4a. Next, the model computes entity represen-

tation (𝑀 (𝐸1)) by summing the BERT token representations of all entity’s mentions and passing

it to an MLP layer. Then, for each pair of entities, a triplet is created by concatenating the pair’s

entities representations and the BERT [𝐶𝐿𝑆] token representation. This triplet is passed through an

MLP layer to compute the final pair representations. Next, in the reasoning part in Figure 6.4a, for
6Spatial Relation Extraction for QA
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each relation type in Table 6.1, we use a binary 2-layer MLP classifier to predict the probability of

each relation between the pairs. We remove the inconsistent relations by selecting one with a higher

probability at inference time, e.g., LEFT and RIGHT cannot be true at the same time. The final

output is a list of all possible relations for each pair. This model is trained using the summation of

Focal loss [69] of all relation classifiers.

We train SREQA in two separate steps. In the first step, the model is trained on a relation

extraction task which extracts all direct and indirect relations between each pair of entities only

from stories. The top row of Figure 6.4b shows the annotation and modules employed in this step to

gather the necessary supervision. We use the entity and coreference annotation to select the entity

mentions from the BERT output. To compute the relations supervision for each pair of entities, we

employ the spatial reasoner from PistaQ and apply it to the direct relations (triplets) from the SpRL

annotation, which are connected by coreference annotations. This training step is only feasible for

datasets with available SpRL and coreference annotations.

In the next step, we further train SREQA on extracting questions relation using QA supervision.

As shown in the bottom row of Figure 6.4b, we employ the trained spatial role extraction model

used in PistaQ to identify the entities in the question and use R-Coref to find the mentions of these

entities in the story. To obtain the relation supervision, we convert the question answers to relation

labels. In FR, the label is similar to the actual answer, which lists all relations. In YN, the question

relation is converted to a label based on the Yes/No answer. For example, in Figure 6.4a, the question

relation is ‘BEHIND,’ and the answer is Yes, so the label for the BEHIND classifier is 1.

We evaluate the SREQA model’s performance in predicting the accurate answers of the test set’s

questions, the same as training step 2.

6.4 Experiments

We evaluate the proposed models on the datasets presented in Chapter 3, SpartQA, SpaRTUN,

and ReSQ. The first two datasets, SpartQA and SpaRTUN, are pre-annotated with both SpRL and

coreference annotations. For the ReSQ dataset, we utilize the provided SpRL annotations from

mSpRL.
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6.4.1 Model Configurations & Baselines

We compare the models described in section 6.3 with the following baselines.

Majority Baseline: This baseline selects the most frequent answer(s) in each dataset.

GT-PistaQ: This model uses ground truth (GT) values of all involved modules in PistaQ to

eliminate the effect of error propagation in the pipeline. This baseline is used to evaluate the

alignments between the questions and story entities and the reasoning module in solving the QA

task. It also gives an upper bound for the performance of the pipeline model, as the extraction part

is perfect.

BERT: We select the same BERT described in Chapter 3 as a candidate PLM that entangles the

extraction and reasoning steps. In this model, the input of the “question+story” is passed to the

BERT, and the [𝐶𝐿𝑆] representation is used for the answer classification.

GPT-3.5: GPT-3.5 [8] baselines (GPT-3.5 text-davinci-003) is selected as a candidate of generative

larger language models which already passes many SOTAs in reasoning tasks [5, 53]. We use

𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 and 𝐹𝑒𝑤_𝑠ℎ𝑜𝑡 (In-context learning with few examples) settings to evaluate this model

on the human-generated benchmarks. We also evaluate the Chain-of-Thoughts (CoT) prompting

method [142] to extend the prompts with manually-written reasoning steps. We provide more details

of the performance of LLMs on spatial language understanding tasks in Chapter 7.

When applicable, we further train models on SpaRTUN synthetic data shown by “*”. We use the

huggingFace7 implementation of pretrained BERT base models, which have 768 hidden dimensions.

All models are trained on the training set, evaluated on the dev set, and reported the result on the test

set. For training, we train the model until no changes happen on the dev set and then store and use

the best model on the dev set. We use AdamW ([72]), and learning rates from 2 × 10−6, 2 × 10−5

(depends on the task and datasets) on all models and modules. We used the same configuration and

setting for the extraction modules and the baselines as previous works [89]. For SREQA models we

use learning rates of 2 × 10−5, 4 × 10−6 for SREQA(story) and SREQA(question) respectively. To

run the models, we use a machine with an Intel Core i9-9820X (10 cores, 3.30 GHz) CPU and Titan
7https://huggingface.co/transformers/v2.9.1/model_doc/bert.html
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RTX with NVLink as GPU.

For GPT-3.5, we use Instruct-GPT, davinci-0038. The cost for running GPT-3.5 on the

human-generated benchmarks was 0.002$ per 1k tokens. All codes are publicly available at

https://github.com/RshNk73/PistaQ-SREQA.

6.5 Results and Discussion

Here, we discuss the influence of disentangling extraction and reasoning manifested in PistaQ

and SREQA models compared to various end-to-end models with no explicit design for these

modules, such as BERT, BERT-EQ, and GPT-3.5. Table 6.3 shows the list of these models with the

sources of their supervision as well as extra off-the-shelf or rule-based modules employed in them.

Model Supervisions Rule-based Modules
BERT QA -
GPT-3.5𝑧𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 - -
GPT-3.5 𝑓 𝑒𝑤_𝑠ℎ𝑜𝑡 QA(8 ex) -
GPT-3.5 𝑓 𝑒𝑤_𝑠ℎ𝑜𝑡+CoT QA(8 ex) + CoT -
BERT-EQ QA +SpRL(S) -
SREQA QA +SpRL(all)+Coref Reasoner, R-Coref
SREQA* QA + SpRL(Q) R-Coref
PistaQ SpRL(all) + Coref Reasoner, R-Coref
PistaQ𝑧𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 - Reasoner, R-Coref

Table 6.3 The list of annotations from the target benchmarks and rule-based modules employed
in each model. We use a quarter of SpRL annotations to train the modules on auto-generated
benchmarks. S: Stories, Q: Questions, All: Stories+Questions.

Since the performance of extraction modules, Spatial Role Labeling (SpRL) and Coreference

Resolution (Coref), directly contribute to the final accuracy of the designed models, we have

evaluated these modules and reported the results in Table 6.4. We choose the best modules on

each dataset for experiments. For a detailed discussion on the performance of these modules, see

Section 6.5.3.

6.5.1 Result on Controlled Environment

Table 6.5 shows the performance of models on two auto-generated benchmarks, SpaRTUN

and SpartQA-Auto. We can observe that PistaQ outperforms all PLM baselines and SREQA.
8from https://beta.openai.com
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Dataset Coref SRole SRel SType
mSpRL - 88.59 69.12 19.79
mSpRL* - 88.03 71.23 23.65

Human 82.16 55.8 S: 57.43 43.79
Q: 52.55 39.34

Human* 81.51 72.53 S: 60.24 48.74
Q: 61.53 48.07

SpartQA 99.83 99.92 S: 99.72 99.05
Q: 98.36 98.62

SpaRTUN 99.35 99.96 S: 99.18 98.57
Q: 97.68 98.11

Table 6.4 Performance of the extraction modules. Q: question. S: stories. HUMAN: SpartQA-
Human. SpartQA: SpartQA-Auto. *Further pretraining modules on SpaRTUN. We report macro
F1 for SpRL and the accuracy of the Coref modules.

# Models SpaRTUN SpartQA-Auto
YN FR YN FR

1 Majority baseline 53.62 14.23 51.82 44.35
2 GT-PistaQ 99.07 99.43 99.51 98.99
3 BERT 91.80 91.80 84.88 94.17
4 BERT-EQ 90.71 N/A 85.60 N/A
5 SREQA 88.21 83.31 85.11 86.88
6 PistaQ 96.37 94.52 97.56 98.02

Table 6.5 Results on auto-generated datasets. We use the accuracy metric for both YN and FR
questions.

This outcome first highlights the effectiveness of the extraction and symbolic reasoning pipeline

compared to PLMs in addressing deterministic reasoning within a controlled environment. Second,

it shows that disentangling extraction and reasoning as a pipeline works better than explicit neural

layers in SQA with a controlled environment. The complexity of these environments is more

related to conducting several reasoning steps and demands accurate, logical computations where a

rule-based reasoner excels. Thus, the result of PistaQ with a rule-based reasoner module is also

higher than SREQA with a neural reasoner.

The superior performance of PistaQ over BERT suggests that SpRL annotations are more

effective in the PistaQ pipeline than when utilized in BERT-EQ in the form of QA supervision.

Note that the extraction modules of PistaQ achieve perfect results on auto-generated benchmarks

while trained only on a quarter of the SpRL annotations as shown in Table 6.5. However, BERT-EQ

uses all the original dataset questions and extra questions created from the full SpRL annotations.
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# Models YN FR
Acc P R F1

1 Majority baseline 52.44 29.87 14.28 6.57
2 GT-PistaQ 79.72 96.38 66.04 75.16
3 BERT 51.74 30.74 30.13 28.17
4 BERT* 48.95 60.96 49.10 50.56
5 GPT-3.5𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 45.45 40.13 22.42 16.51
6 GPT-3.5𝐹𝑒𝑤_𝑠ℎ𝑜𝑡 60.13 45.20 54.10 44.28
7 GPT-3.5𝐹𝑒𝑤_𝑠ℎ𝑜𝑡+CoT 62.93 57.18 37.92 38.47
8 BERT-EQ 50.34 - - -
9 BERT-EQ* 45.45 - - -
10 SREQA 53.23 15.68 13.85 13.70
11 SREQA* 46.96 18.70 25.79 24.61
12 PistaQ 75.52 72.11 35.93 46.80

Table 6.6 Results on SpartQA-Human. We use accuracy on YN questions and average Precision (P),
Recall (R), and Macro-F1 on FR question types. *Using SpaRTUN supervision for further training.

Table 6.6 demonstrates the results of models on SpartQA-Human with a controlled environment

setting. As can be seen, our proposed pipeline, PistaQ, outperforms the PLMs by a margin of 15%

on YN questions, even though the extraction modules, shown in Table 6.4, perform low. This low

performance is due to the ambiguity of human language and smaller training data. We also evaluate

PistaQ on SpartQA-Human FR questions using Macro_f1 score on all relation types. PistaQ

outperforms all other baselines on FR questions, except for BERT*.

There are two main reasons behind the inconsistency in performance between YN and FR

question types. The first reason is the complexity of the YN questions, which goes beyond the basics

of spatial reasoning and is due to using quantifiers (e.g., all circles, any object). While previous

studies have demonstrated that PLMs struggle with quantifiers [91], the reasoning module in PistaQ

can adeptly handle them without any performance loss. Second, further analysis indicates that

PistaQ predicts ‘No’ when a relationship is not extracted, which can be correct when the answer is

‘No’. However, in FR, a missed extraction causes a false negative, which decreases the F1 score.

6.5.2 Results on Real-world Setting

We select ReSQ as an SQA dataset with realistic settings and present the result of models on

this dataset in Table 6.7.

To evaluate PistaQ on ReSQ, we begin by adapting its extraction modules through training on
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# Models Accuracy
1 Majority baseline 50.21
2 BERT 57.37
3 BERT*𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 49.18
4 BERT* 63.60
5 GPT-3.5𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 60.32
6 GPT-3.5𝐹𝑒𝑤_𝑠ℎ𝑜𝑡 65.90
7 GPT-3.5𝐹𝑒𝑤_𝑠ℎ𝑜𝑡+CoT 67.05
8 BERT-EQ 56.55
9 BERT-EQ*𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 51.96
10 BERT-EQ* 61.47
11 SREQA 53.15
12 SREQA*𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 53.32
13 SREQA* 69.50
14 PistaQmSpRL 41.96
15 PistaQ SpaRTUN+mSpRL 47.21
16 Human 90.38

Table 6.7 Result on ReSQ. *Further training on SpaRTUN. The 𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 refers to evaluation
without further training on ReSQ or mSpRL training data.

the corresponding dataset. We train the SpRL modules on both mSpRL and SpaRTUN, and the

performance of these models is presented in Table 6.4. As the mSpRL dataset lacks coreference

annotations, we employ the model trained on SpaRTUN for this purpose. Rows 14 and 15 in

Table 6.7 show the performance of the PistaQ on ReSQ is inferior compared to other baselines.

We analyze the first 25 questions from the ReSQ test set to find the reason. We find that 18 out of

25 (72%) questions required spatial commonsense information and cannot be answered solely based

on the given relations in the stories. From the remaining seven questions, only two can be answered

using the SpRL annotations provided in the mSpRL dataset (8%). Our analysis shows that the SpRL

annotations of mSpRL are not fully practical in PistaQ due to three main reasons:

1. No Commonsense: Even though the commonsense knowledge is required to answer PistaQ

examples, this information is out of the scope of annotations in mSpRL dataset.

2. Missed annotations: As shown in Figure 6.5, some of the prepositions were not considered

as spatial concepts by the SpRL annotators but were needed by our reasoning procedure for

finding the answers, e.g., NTPP(bar, with, chair).

3. No coreference : The coreference annotation is not supported in this dataset, e.g., “L2: it”

and “T2: a bench” are the same entity with different mentions, but they are mentioned with
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different ids. These missed coreferences result in fewer connections between entities and

fewer inferred relations.

Story: behind it a bar with chairs and two people , and a bench 
with one person lying on it . Upper level with doors and a blue rail.

Question 1:  Are the people behind the bar?          Answer:  Yes
Predicted answer based on mSpRL annotations:  No

Question 2:  Is the door above the bar?         Answer:  Yes
Predicted answer based on relation in text:  No
Predicted answer based on the commonsense (upper level is above the 
main level): Yes

mSpRL annotation: Triplet:  Behind (a bar (id: t1), behind, it (id: l1))
Triplet:  Behind (a bench (id: t2), behind, it (id: l1))
Triplet:  EC (one person (id: t3), on, it (id: l2))

Figure 6.5 An example of the limitation of mSpRL and coreference annotation to answer ReSQ
question. The answer to the questions was predicted wrongly due to two main reasons. First, the
missed commonsense knowledge in question 2, and second, the limited coverage of ground truth
annotation in mSpRL in question 2.

Hence, the low performance of PistaQ is attributed to first the absence of integrating com-

monsense information in this model and, second, the errors in the extraction modules, which are

propagated to the reasoning modules.

As shown in Table 6.7, the best result on ReSQ is achieved by SREQA* model. Compared

to SREQA, SREQA* is trained on SpaRTUN instead of mSpRL9 in the first step of the training.

mSpRL lacks some SpRL and coreference annotations to answer ReSQ questions. In the absence

of this information, collecting the supervision for the first phase of training results in a significant

number of missed relations. Therefore, as shown in row 11 of Table 6.7, employing mSpRL in

the first training phase decreases the performance while replacing it with SpaRTUN in SREQA*

significantly enhances the results.

SREQA* surpasses the PLMs trained on QA and QA+SpRL annotation, showcasing the

advantage of the design of this model in utilizing QA and SpRL data within explicit extraction

layers and the data preprocessing. Also, the better performance of this model compared to PistaQ
9As mentioned, we use the mSpRL annotation for ReSQ dataset.
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demonstrates how the end-to-end structure of SREQA can handle the errors from the extraction part

and also can capture some rules and commonsense knowledge from ReSQ training data that are not

explicitly supported in the symbolic reasoner.

In conclusion, compared to PLMs, disentangling extraction and reasoning as a pipeline indicates

superior performance in deterministic spatial reasoning within controlled settings. Moreover,

explicitly training the extraction module proves advantageous in leveraging SpRL annotation more

effectively compared to using this annotation in QA format in the end-to-end training. Comparison

between disentangling extraction and reasoning as a pipeline and incorporating them within an

end-to-end model demonstrates that the end-to-end model performs better in realistic domains even

better than PLMs. The end-to-end architecture of this model effectively enhances the generalization

in the real-world setting and addresses some of the limitations of rule coverage and commonsense

knowledge.

6.5.3 Evaluating Extraction and Reasoning Modules

Here, we discuss each module used in PistaQ and their performance, including the Spatial Role

Labeling (SpRL), Coreference Resolution, and Spatial reasoner.

6.5.3.1 Spatial Role Labeling (SpRL)

The SpRL module is divided into three sub-modules, namely, spatial role extraction (SRole),

spatial relation extraction (SRel)10, and spatial type classification (SType). We only use these modules

on sentences that convey spatial information in each benchmark. To measure the performance of

SpRL modules, we use the macro average of F1 measure for each label. These modules are evaluated

on three datasets that provide SpRL annotations, mSpRL, SpartQA, and SpaRTUN. When training

the SpRL module on auto-generated benchmarks, we achieved a performance of 100% using only a

quarter of the training data, therefore, we stopped further training.

As shown in Table 6.4, all SpRL sub-modules achieve high performance on synthetic datasets,

SpartQA and SpaRTUN. This good performance is because these datasets may contain less
10Since the questions(Q) and stories(S) have different annotations (questions have missing roles), we separately train

and test the SRel and SType modules
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ambiguity in the natural language expressions. Therefore, the BERT-base models can easily capture

the syntactic patterns needed for extracting the roles and direct relations from the large training set.

6.5.3.2 Coreference Resolution (Coref) in Spatial Reasoning

To evaluate the coreference resolution module (Coref in Table 6.4), we compute the accuracy of

the pairs predicted as Corefs. The Coref model achieves a high performance on all datasets. The

performance is slightly lower on the SpartQA-Human dataset when SpaRTUN is employed for

additional pre-training. However, we observe many errors in the annotations in SpartQA-Human,

and the pre-trained model is, in fact, making more accurate predictions than what is reflected in the

evaluation.

6.5.3.3 Logic-based Spatial Reasoner

Datasets Q-Type Total A C R

SpartQA-Auto YN 18 7 10 1
FR 38 5 20 13

SpaRTUN YN 13 4 9 0
FR 35 0 35 0

SpartQA-Human YN 29 20 6 3

Table 6.8 Analyzing wrong predictions in GT-PistaQ. A: Missing/errors in Annotation, C: rule-based
Coreference issues in connecting extracted information, R: Shortcomings of the Reasoner.

To solely evaluate the performance of the logic-based reasoner, we use the “GT-PistaQ”.

We look into the errors of this model and categorize them based on the source of errors. The

categories are missing/wrong ground truth direct annotations (A), rule-based Coreference Error (C)

in connecting the extracted information before passing to the reasoner, and the low coverage of

spatial concepts in the reasoner (R). As is shown in Table 6.8, spatial Reasoner causes no errors for

SpaRTUN since the same reasoner has been used to generate it. However, the reasoner does not

cover spatial properties of entities (e.g., right edge in “touching right edge”) in SpartQA and causes

wrong predictions in those cases.

6.5.4 SREQA on All Story Relations

Table 6.9 displays the results of the SREQA model trained and tested solely on all the story’s

relation extraction parts (step 1). During the evaluation, we also possess the same data preprocessing
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Datasets F1 on SREQA
SpaRTUN 96.37
SpartQA-Auto 97.78
SpartQA-Human 23.79
mSpRL (Used in ReSQ) 16.59

Table 6.9 The result of SREQA model only trained and tested on all story relations of the SQA
datasets.

and gather annotations of all relations between stories’ entities and select the best model based on

performance on the development set.

Notably, the performance on the human-generated datasets, SpartQA-Human and ReSQ, is

significantly lower compared to the auto-generated datasets. As discussed in , the mSpRL datasets

contain missed annotations, resulting in the omission of several relations from the stories’ entities

and incomplete training data for this phase. Similarly, the SpartQA-Human SpRL annotation also

exhibits some noise, particularly in coreference annotation, leading to similar issues as observed in

mSpRL regarding annotation of all story relations.

Consequently, this reduced performance in all story relation extraction impacts the overall

performance of the main SREQA model trained using two steps; however, as illustrated in the results

of SREQA* in Table6.7, which utilizes SpaRTUN instead of mSpRL for training on all story’s

relations, the performance substantially improves on the ReSQ dataset.

6.6 Summary

We investigate the benefits of disentangling the processes of extracting spatial information and

reasoning over them [112]. To this end, we devised a series of experiments utilizing PLMs for

spatial information extraction coupled with a symbolic reasoner for inferring indirect relations.

The outcomes of our experiments provide noteworthy insights: (1) Our observations in controlled

experimental conditions demonstrate that disentangling extraction and symbolic reasoning, compared

to PLMs, enhances the models’ reasoning capabilities, even with comparable or reduced supervision.

(2) Despite the acknowledged fragility of symbolic reasoning in real-world domains, our experiments

highlight that employing explicit extraction layers and utilizing the same symbolic reasoner in data

preprocessing enhances the reasoning capabilities of models. These results emphasize the advantage

81



of disentangling the extraction and reasoning in spatial language understanding.
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CHAPTER 7

EXPLORING SPATIAL REASONING WITH LARGE LANGUAGE MODELS

7.1 Introduction

Recent research highlights the high performance of Large Language Models (LLMs) on numerous

tasks using Zero_shot [5] or Few_shot prompting, a.k.a in-context learning, methods [142]. Zero_shot

prompting refers to the ability of a model to perform a task without any task-specific training

examples, relying solely on its pretrained knowledge. On the other hand, Few_shot prompting

involves providing the model with a small number of task-specific examples to help it adapt to the

task and improve its performance. These prompting methods demonstrate the LLMs’ ability to

generalize and adapt to various problems with minimal task-specific information [10, 8] and perform

well even without extensive training data for specific tasks.

However, despite their success in many domains, LLMs have limitations on multi-hop reasoning

tasks [41, 131]. For instance, [5] indicates that ChatGPT (GPT-3.5-Turbo) struggles to perform well

on the SQA (multi-hop Spatial Question Answering) task when evaluated using Zero_shot settings

on human-generated test cases. This highlights the challenges LLMs face in reasoning tasks that

require more than just pattern recognition and necessitate a deeper understanding of the context

and relationships within the data. To address these challenges, new prompting techniques such

as Chain-of-Thought (CoT) [142] or Least-to-Most prompting [159] have been introduced. These

promptings involve instructing the LLM to generate a step-by-step solution or explanation for a given

problem before arriving at the final answer, encouraging the model to think more systematically.

By leveraging this method, LLMs can overcome some of the limitations observed in Few_shot

evaluations and achieve better performance on complex multi-hop reasoning tasks.

In this chapter, we first evaluate LLMs on SQA tasks using Few_shot and Chain-of-Thought (CoT)

prompting strategies and compare them with Zero_shot evaluation. Afterward, we introduce an

approach in multi-hop reasoning by leveraging the superior performance of LLMs in information

extraction tasks [137, 135, 146]. Specifically, we employ an LLM as the extraction module within

the proposed pipeline model of extraction and symbolic reasoning, detailed in Chapter 6. As
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discussed in Section 6.5.1, the efficacy of this pipeline is prominent when the extraction module

functions optimally. Hence, our objective in this experiment is to evaluate the impact of LLMs as a

potent extraction module within this framework.

Figure 7.1 An example of the GPT-3.5 output for a pair of entities. GPT-3.5 output the first one
with the highest probability as the final output.

When incorporating language models for information extraction within the extraction and

reasoning pipeline, we disregard the inherent uncertainty in their predictions and instead select

the predictions based on the highest probability (uncertainty score). However, incorporating this

uncertainty can enable a more informed and context-aware utilization of language model outputs.

Hence, in another line of experiments, we aim to evaluate LLMs in the same extraction and symbolic

reasoning pipeline while employing the uncertainty of their prediction in probabilistic logical

reasoning rather than a deterministic method. In probabilistic reasoning, first, we select the top five

spatial relation predictions of LLM, along with corresponding probability values, for each pair of

entities (e.g., Figure 7.1). Next, all this pertinent information is conveyed to a probabilistic reasoner

to address the SQA task.

As discussed in Section 6.5.2, another challenge associated with using symbolic reasoning

in the pipeline model is its weakness in covering all existing spatial rules, including real-world

commonsense knowledge, e.g., the concept that a roof is always above a house. Thus, in our last

experiment, we capitalize on the comprehensive commonsense knowledge of LLMs about general

space. In this experiment, we utilize LLMs to extract spatial commonsense knowledge that may

not be explicitly present in the text. This information is passed to a probabilistic spatial reasoner

84



alongside the direct information to solve the SQA task. This experiment highlights the potential of

LLMs to provide a more holistic understanding of the spatial world used in the pipeline of extraction

and reasoning.

The outcomes of our experimental evaluation demonstrate the following insights:

• LLMs exhibit better spatial reasoning performance when utilizing Few_shot or CoT prompting

compared to Zero_shot evaluation. However, this performance still is less than human

performance in this task.

• Our case studies and experimental results from concurrent research in controlled SQA

environments reveal the impact of LLMs as extraction modules in providing precise information

within the pipeline of extraction and reasoning. This pipeline model outperforms SOTA

baselines, particularly LLMs, with in-context learning. However, our exploration of real-world

SQA tasks unveils a different outcome. The complexity inherent in spatial language hinders

the proficiency of LLMs in extracting spatial information from real-world text. Hence, on

real-world SQA task, using LLMs in the pipeline model demonstrates inferior performance

compared to end-to-end LLMs. Despite this observation, our experiments provide valuable

insights:

1. Employing LLM as an extraction module in this pipeline provides more precise informa-

tion for symbolic spatial reasoning compared to BERT-based modules.

2. Utilizing LLM’s probabilistic outputs in probabilistic logical reasoning leads to better

results than deterministic reasoning.

3. Leveraging LLMs’ commonsense knowledge can enhance the pipeline model’s per-

formance by enclosing some rules and relations that the designed symbolic reasoning

module may not cover.
7.2 Large Languague Models (LLM)

In this study, we select GPT-3.5 as a candidate of LLMs and use the framework developed

by OpenAI as the foundation for our experiments. GPT-3.5, with 175 billion parameters, is a

state-of-the-art LLM that boasts several advantages over other available open-source LLMs. GPT-3.5

outperforms LLaMA and PaLM on MMLU and GSM8K benchmarks as shown in Figure 7.2 [129].
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This suggests that GPT-3.5 has a slight edge over LLaMA and PaLM performance on question

answering task. GPT4 already surpasses all results, but we limited our usage of GPT4 to a small

set of test examples due to budgetary constraints. One of the primary benefits of GPT-3.5 is its

Figure 7.2 Comparison of different LLMs on Natural Language processing benchmarks.

extensive knowledge base, which encompasses a wide range of topics and domains. This extensive

knowledge allows the model to provide more accurate and contextually relevant responses even with

Few_shot prompting, making it particularly effective for our tasks.

7.2.1 OpenAI API

The OpenAI API provides an interface for interacting with OpenAI’s Large Language Models,

including GPT-3.5 and GPT-4. To use this API, we send a request to the API endpoint, passing

the prompt and any desired parameters as part of the request body. The API will return a JSON

response containing the model’s output. The following provides a list of parameters we employed to

customize the OpenAI framework in our experiments.

1. Prompt: This parameter specifies the input prompt for the model. It can be a string or a list

of strings, and it sets the context for the model’s response.

2. Temperature: This parameter controls the randomness of the model’s output. A higher

value (e.g., 0.8) makes the output more random and creative, while a lower value (e.g., 0.2)

makes it more deterministic and focused.

3. Max_tokens: This parameter sets the maximum length of the generated text to prevent overly

long outputs.

4. Log_probs: This parameter specifies the number of most likely tokens for which the model

should return the log probabilities.
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5. Top_k: This parameter selects the top-k most probable tokens. It controls the diversity of the

output by restricting the set of tokens considered during generation.

We use GPT-3.5 davinci-text-0031 in our experiments of evaluating LLMs on spatial reasoning

task. The cost of running this model on the human-generated benchmarks is 0.002$ per 1k tokens.

To use GPT-3.5 as information extraction, we use turbo-text-instruct (a.k.a ChatGPT) with a cost of

0.0001$ per 1k tokens. We also use the GPT4 playground in our experiments.

7.2.2 Prompt Engineering

Selecting and providing pertinent prompts is crucial, as the prompt can significantly influence

the model’s performance. We employ various prompting techniques in our experiments, including

Zero_shot, Few_shot, and Chain-of-Thought (CoT) prompting, to evaluate the model’s performance

under different conditions.

In the Zero_shot setting, the prompt given as input to the model is formatted as “Context: story.

Question: question?” and the model returns the answer to the question. In the Few_shot setting,

we add two random examples from the training data containing the story, all its questions, and

their answers. Figure 7.3 depicts a prompt example for SpartQA-Human YN questions passed to

GPT-3.5.

In Few_shot+CoT, we use the same idea as [142] and manually write the reasoning steps for

eight questions (from two random stories). The input then is formatted as “Context: story. Question:

CoT. Answer. Asked Context: story. Question: question?”. Figure 7.4 shows an example of these

reasoning steps for ReSQ dataset.

7.2.3 Engineering Over LLM Output

Output engineering is essential in extracting meaningful information from the LLM’s output. In

our experiments, we implement various output processing techniques, such as filtering and ranking

over the model’s predictions. This step transfers the raw output of the LLM into structured data that

can be used for final evaluation or as input to other modules. Given that LLMs excel at imitating

observed formats, we instructed them to generate predictions in a structured format, as specified in
1from https://beta.openai.com
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Figure 7.3 Example of the input for GPT-3.5 (Few_shot). The Zero_shot setting is the same just do
not have the first training example.

the prompt (e.g., illustrated in Figure 7.5). This approach significantly simplified the engineering

process over the string output of LLM.

7.3 Probabilitic Spatial Reasoning

As discussed in Chapter 6, one of the primary reasons for the lower performance of the PistaQ

model on real-world data is the error propagation from the information extraction modules to the

reasoning module. One potential solution to address this issue is to pass the uncertain information by

including the probabilities of the extracted information from LLM to a probabilistic reasoner instead

of a deterministic logical reasoner. Employing deterministic reasoning has two primary drawbacks.

First, the probability of the predicted token with the highest probability may not be significantly

high; for example, in Figure 7.1, the probability of “covers” is 0.219, while the probability of the

second-best token, “near” is 0.17. Ultimately, the model chooses “covers” as the final output while

“near” has a close probability. Second, the next best predictions might also offer valuable insights.
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Chain-of-Thoughts Reasoning Steps.
Consider Below examples: 

There are three blocks called A, B, and C. A is to the right of B and B is to the right of C. In A, there is a small blue square far to the right of a medium black 
circle. In B, there is a large black circle far below a medium yellow circle. The medium yellow circle is far below a medium black triangle. The medium black 
triangle is near and below a small blue square. In C, there is a large yellow square near and above a medium blue square. There is also a medium yellow square 
far to the left of the large yellow square.

Is the medium blue thing near and below a large yellow thing?
The chain of reasoning to answer this question is:  The large yellow square is near and above a medium blue square. Using the inverse rule, the medium blue 
square is near and below the large yellow square. The answer is Yes.

Is the small blue thing in B below a medium yellow thing?
The chain of reasoning to answer this question is: The small blue circle in B is above the black triangle which is above the medium yellow circle. So the small 
blue thing is above a medium yellow thing.  The answer is No.

Is the small blue thing in A to the right of a medium blue thing? 
The chain of reasoning to answer this question is: block A is right of block B and block B is right of block C, so block A is right of block C. 
The medium blue thing is in block C. All objects in block A are right of objects in block C, so the small blue thing in A is right of the medium blue thing in C. 
The answer is Yes.

Is the medium black thing in A above a small blue thing? 
The chain of reasoning to answer this question is: There is a small blue thing in block A and block B. It is not mentioned if block B is below or above block A or 
not. Also it is not mentioned if medium black thing in A is above the small blue thing in A. So the answer is Don’t Know(No).

Answer below questions: ….

Figure 7.4 Example of the input for GPT-3.5(Few_shot+Cot) with human-written Chain-of-Thoughts.

For example, in Figure 7.1, if we inquire whether “pillow” is near the “beds”, considering only the

top-1 token prediction, the probability of the “near” is 0, and the final answer is “No”. However, if

we select the top-2 prediction, the probability of “near” becomes 0.17, resulting in the “Yes” answer.

Hence, employing the top-k (here we select k= 5) predictions of the LLMs with their probability

value helps to solve the SQA task efficiently.

To implement the probabilistic logical reasoner, we leverage probabilistic Prolog, known as

Problog[17]. Problog is a probabilistic logic programming language that extends traditional logic

programming with the ability to reason about uncertainty and probability. It allows users to write

programs that define relationships between events or conditions and assign probabilities to those

relationships. In Problog, probablities can be assigned to logical rules, and queries can be made

about the probability of different events or conditions given a set of evidence or assumptions. In

Figures 7.6 and 7.7, you can see examples of predictions with and without probability computation.

The 0.8 and 0.6 are the predicted probabilities of spatial relation extraction, and the rules are directly

from the proposed spatial reasoner in Chapter 4. Problog computes the probabilities of the query

based on all possible ways the query can be true. As a result, 𝑎𝑏𝑜𝑣𝑒(𝑎, 𝑐) can be 𝑇𝑟𝑢𝑒 with 0.48
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Extraction Prompt Example
St

or
y

En
tit

y
Context 1: there are two social workers in the foreground . one wearing a red pullover and brown pants is bending over to 
access the blue paint . the other one in a red tee-shirt and black jeans is watching her . at the back of the room there is 
another worker wearing a white tee-shirt and blue jeans , acutally painting . there are many newspapers on the ground to 
protect the kindergarten floor . all three workers are wearing a mask .
entities = ['two social workers', 'the foreground', 'one', 'a red pullover', 'brown pants', 'the blue paint', 'the other one', 'a red 
tee-shirt', 'black jeans', 'her', 'the back', 'the room', 'another worker', 'a white tee-shirt', 'blue jeans', 'many newspapers', 'the 
ground', 'the kindergarten floor', 'three workers', 'a mask']

R
el

at
io

n

- a man in white shirt , black jacket , grey pants and black shoes is sitting on a wooden chair and talking on the phone. 
relation triplets: 
[("a man", "in", "white shirt"), ("a man", "in", "black jacket"), ("a man", "in", "grey pants"), ("a man", "in", "black 
shoes"), ("A man", "sitting on", "a wooden chair"), ("a man", "talking on", "the phone")]
- on the right a wooden bed with white bedcovers. relation triplets: 
[("a wooden bed", "on", "the right"), ("a wooden bed", "with", "white bedcovers")]

R
el

at
io

n 
Ty

pe

If the relation set is:
Relation type set:
LEFT = to the left of another object,
DC= Disconnected, disconnected from other object, 
(the wall, behind, the tourists), relation type is: ['BEHIND']
(Lots of locals, in front of, a blue building) , relation type is: ['FRONT']
(pictures, on, the wall), relation type is: ['FRONT', 'EC']
(a clock, above, the blackboard), relation type is:['ABOVE']

C
or

ef
er

en
ce

Context 1: Three women are sitting on a wooden bench in front of an about one metre high , red brick wall . they are all 
wearing skirts and jumpers ...
If the list of all entities is:
list_of_noun_phrases = ["three women", "they", "two of them", "a wooden bench", "an about one metre high red brick 
wall", "the wall", "skirts", ...]
The below list shows which noun phrases in the "list_of_noun_phrases" refers to which same phrase:
{"Three women": ["Three women", "they", "two of them"],
they: ["Three women", "they", "two of them"],
two of them: ["two of them"],
a wooden bench: ["a wooden bench",], .....}

Q
ue

st
io

n

R
el

at
io

n 
an

d 
Ty

pe

If the relation set is: ....

Are the lamps behind the building?: list_of_dictionary = [{"triplet": ("the lamps", "behind", "the building"), "relation 
type": ['BEHIND']}]
Is the camera in front of the all kids?: list_of_dictionary = [{"triplet": ("the camera", "in front of", "the all kids"), "relation 
type": ['FRONT']}]
Is a flag to the left of the stairs?: list_of_dictionary = [{"triplet": ("a flag", "to the left of", "the stairs"), "relation type": 
['LEFT']}]

Question 
entity to 
Story 
Mentions

This should consider the exact or partially matching based on the phrase root. 
For examples,''{0: "small window", 2: "large window", 5: "three windows"}'' all can be matched with "the window" since 
the root is window here.
Also the output should be in the form of only a python dictionary like {"the window": [0,2,5]}.

Figure 7.5 The example of prompts used for LLMs (GPT-3.5-Turbo) in information extraction.

probability.

7.3.1 Extract probabilistic Facts From LLM

To extract the probabilities of tokens from the GPT-3.5, we use the “log_probs” parameter

in the API, which specifies the number of most likely tokens for which the model returns the
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Figure 7.6 The result of Problog without any probabilistic prediction.

Figure 7.7 The result of Problog with probabilistic facts.

log probabilities. Following this, from the “log_probability” output of the LLM, we identify

additional prediction alternatives and their associated probabilities for the relation’s token as shown

in Figure 7.8. Besides, to identify the relation token from the LLM output, a specific pattern was

defined within the prompt of the GPT-3.5. For instance, as shown in Figure 7.9, the relation tokens

are always inside brackets.

7.4 Experiments and Results

In this section, we evaluate GPT-3.5 on two human-generated SQA benchmarks, SpartQA-

Human and ReSQ. We compare the performance of GPT-3.5 against a suite of models including

BERT, BERT*2, PistaQ, and SREQA described in Chapter 6. Both BERT and BERT* serve

as candidate PLMs in which the input of “question+story” is passed to a BERT with answer

classification layers. The PistaQ model is a pipeline that disentangles extraction and symbolic

reasoning, while SREQA is an end-to-end neural model featuring explicit layers for extraction
2BERT further fine-tuned on SpaRTUN supervisions.
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Story: behind it a bar with chairs and two people , and a bench with
one person lying on it . Upper level with doors and a blue rail .

Extracted top-5 relations with probability.

Figure 7.8 Example of probability of top-5 tokens extracted from the GPT-3.5.

and reasoning. Additionally, we assess the performance of using LLM as the extraction module

within PistaQ, referred to as LLM_PistaQ. In cases where the probabilistic output of the LLM is

integrated into this model, we call the model LLM_PistaQ𝑝𝑟𝑜𝑏.

7.4.1 LLM with Few_shot Prompting

Recent research shows the high performance of LLMs with Zero/Few_shot setting on many

tasks [10, 8]. However, [5] shows that ChatGPT (GPT-3.5-Turbo) with Zero_shot evaluation cannot

perform well on SpartQA-Human test cases. Similarly, our experiments, as shown in Tables 6.6

and 6.7, show the lower performance of GPT-3.5 (davinci) with Zero/Few_shot settings compared

to human and our models PistaQ and SREQA. Figure 7.10, shows an example of three LLMs,

GPT-3.5, GPT4 and PaLM2 on SpartQA-Human example. Although [142] shows that using CoT

prompting improves the performance of PaLM on multi-step reasoning task, its spatial reasoning

capabilities still does not meet the expectation.

7.4.1.1 LLMs as Extraction Module in PistaQ

Recent studies [117, 137] show that LLMs have a promising performance in information retrieval.

Building upon this, first, we employ GPT-3.5 with Few_shot prompting to extract information from
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Prompts For Finding The Probability

Let's find out the "direct" spatial relations of trajectory toward the landmark from the given text from below list and return a dictionary: 
list_of_spatial_relations = [null, above, below, front, behind, left, right, far, near, disconnected, Externally Connected, overlapped, equal, 
inside, contains, covered by, covers]

The relation should be directly mentioned in the text and you should find all of them. The entities should be selected from the list of the 
entities which also are given based on the context.

Examples:
Context1: "tourists are standing in the classroom of a school in front of the blackboard. there is a clock and the writing Dios es Amor 
above the blackboard ."
all_entity_on_the_context = ["tourists", "the classroom of a school", "the blackboard", "a clock", "the writing Dios es Amor"]

Dictionary of only all direct Spatial Relations is: 
{("tourists", "the classroom of a school"): ["in", "inside"],
("tourists", "the blackboard"): ["front"],
("a clock", "the blackboard"): ["above"],
("the writing Dios es Amor above", "the blackboard"): ["above"]}

Be concise and based on the given context and entities list find the direct spatial relation and return a dictionary. 
list_of_spatial_relations = [null, above, below, front, behind, left, right, far, near, disconnected, Externally Connected, overlapped, equal, 
inside, contains, covered by, covers]

Figure 7.9 Example of the pattern repeated in the prompt of the LLM model. Hence, the relation
tokens are always inside brackets (‘[],’), which helps find the relation tokens.

a set of SpartQA-Human and ReSQ examples. The extraction process contains Entity, Relation,

Relation Type, coreference extractions from the story, and entity and relation extraction from the

question. Additionally, LLM is employed to identify mentions of question entities within the text.

We construct multiple manually crafted prompt examples for each extraction task, as depicted in

Figure 7.5. The extracted information is subsequently utilized within the PistaQ framework called

LLM_PistaQ.

We conduct a case study, illustrated in the last row of Figure 7.11, which highlights how

combining LLM extraction and symbolic reasoning enables answering questions that LLMs struggle

to address. Furthermore, Figure 7.12 provides a comparison between the trained BERT-based

spatial information extraction modules and GPT-3.5 with Few_shot prompting in PistaQ. GPT-3.5

extracts more accurate information, leading to a correct answer that end-to-end LLMs cannot solve.

Furthermore, a concurrent study by Yang et al. (2023) [149] showcases the efficacy of LLMs as

extraction modules coupled with symbolic reasoning within a controlled environment of StepGame

dataset. As depicted in Figure 7.13, LLM excels in the extraction process when the synthetic
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There is a block called A. Inside there's a red oval that is above a blue triangle. The blue triangle is touching the right edge of A and the top of a 
large black square. Touching the bottom edge of A is a small orange square. The is a block called B Which is to the right and touching A. Inside B 
there are 5 triangles, a red one, a green one, a large yellow one, a brown one, and an orange one. The red and orange triangles are touching the 
left edge of B and the orange triangle is above the red triangle. The large yellow triangle is touching the top edge of B. The green triangle is 
touching the right edge of B. The brown triangle is below all of the other triangles and is touching the bottom of B.

Question 1: What is the relation between blue triangles and orange triangles?  Answer: left, near
Question 2: Is the green thing above the yellow thing? Answer: No

Question 3: Does B have all of the triangles? Answer: No

GP
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.5
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n)

Zero-shot

Q1: Don't Know
Q2: No, there is no green thing mentioned in the description.
Q3: No

CoT

Q1:The blue triangle is touching the right edge of block A and the orange triangle is touching the left edge of block B. Block B is to the right and 
touching block A so the orange triangle is right of the blue triangle. The answer is [Right].

Q2:The green triangle is to the right of the large yellow triangle and the large yellow triangle is touching the top edge of B. Using inverse rule, the 
green triangle is below the yellow triangle. The answer is No.

Q3: There are five triangles mentioned in block B, a red one, a green one, a large yellow one, a brown one, and an orange one. All of these 
triangles are in block B, so the answer is Yes.

GP
T4

(P
re

di
ct

io
n)

Zero-shot

Q1: Don't Know

Q2: The description does not provide enough information to determine if the green triangle is above the yellow triangle. It only states that the 
green triangle is touching the right edge of block B and the large yellow triangle is touching the top edge of B. The relative vertical positions of 
the green and yellow triangles are not specified.

Q3: Yes, B has all of the triangles mentioned in the description. Inside block B, there are 5 triangles: a red one, a green one, a large yellow one, a 
brown one, and an orange one.

CoT

Q1:The blue triangle is in block A, and the orange triangle is in block B. Block B is to the right and touching block A. So, the blue triangle is left of 
the orange triangle. The answer is [Left].
Q2: The green triangle is touching the right edge of B, and the large yellow triangle is touching the top edge of B. It is not mentioned if the green 
triangle is above or below the yellow triangle. The answer is Don't Know.
Q3: There is a blue triangle in block A, and there are 5 triangles in block B. Since there is a triangle in block A, not all triangles are in block B. The 
answer is No.

Pa
LM
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Zero-shot

Q1: The answer is near. The blue triangle and the orange triangle are both in the block B. The blue triangle is above the orange triangle.

Q2: Yes, the green thing is above the yellow thing. The green thing is a triangle that is touching the right edge of block B, and the yellow thing is 
a triangle that is touching the top edge of block B.
Q3: Yes, B has all of the triangles. The question asks if B has all of the triangles in the block. The answer is yes because the passage says that 
"Inside B there are 5 triangles, a red one, a green one, a large yellow one, a brown one, and an orange one." This means that B has all of the 
triangles in the block.

CoT

Q1: The blue triangle is in block A and the orange triangle is in block B. Block A is left of block B so the blue triangle is left of the orange triangle. 
The answer is [Left].
Q2: The green triangle is touching the right edge of B and the large yellow triangle is touching the top edge of B. The right edge of B is below the 
top edge of B. So the green triangle is below the yellow triangle. The answer is No.

Q3: There are 5 triangles in B. There is a red triangle in B. There is a green triangle in B. There is a large yellow triangle in B. There is a brown 
triangle in B. There is an orange triangle in B. The answer is Yes.

Figure 7.10 An example of three LLMs, GPT-3.5 (davinci-text-003), GPT4, and PaLM2 prediction
on SQA task evaluated with Zero_shot and CoT prompting.

context follows a fixed pattern3, and consequently, the disentangled model, incorporating GPT-3 for

extraction and symbolic reasoning (using Answer Set Programming (ASP)), demonstrates superior

performance compared to end-to-end models like BERT* (SynSup) or GPT-3.5+CoT.

In this experiment, we aim to evaluate the efficacy of LLM_PistaQ on the real-world SQA

benchmark, ReSQ. Spatial information (SpRL) from real-world data is significantly more complicated

than fixed patterns of synthetic data, as it involves natural language’s ambiguity and intricacy. For
3As the StepGame dataset lacks explicit SpRL supervision, the evaluation of this model’s performance on the

extraction task remains unassessed.
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an Story: There is a block called A. Inside there's a red oval that is above a blue triangle ... There is a block called B which is to the right and touching A. 
Inside B there are 5 triangles, a red one, a green one, a large yellow one, a brown one, and an orange one ... The large yellow triangle is touching the top 
edge of B. The green triangle is touching the right edge of B...

Question 1: Is the green thing above the yellow thing? Answer: No

Question 2: Does B have all of the triangles? Answer: No

GP
T3

.5
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n) Q1:The green triangle is to the right of the large yellow triangle and the large yellow triangle is touching the top edge of B. Using inverse rule, the green 
triangle is below the yellow triangle. The answer is No.

Q2: There are five triangles mentioned in block B, a red one, a green one, a large yellow one, a brown one, and an orange one. All of these triangles are 
in block B, so the answer is Yes.

GP
T4

 
(P

re
di
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io

n) Q1: The green triangle is touching the right edge of B, and the large yellow triangle is touching the top edge of B. It is not mentioned if the green 
triangle is above or below the yellow triangle. The answer is Don't Know.

Q2: There is a blue triangle in block A, and there are 5 triangles in block B. Since there is a triangle in block A, not all triangles are in block B. The answer 
is No.

Pa
LM

2 
(P

re
di

ct
io

n) Q1: The green triangle is touching the right edge of B and the large yellow triangle is touching the top edge of B. The right edge of B is below the top 
edge of B. So the green triangle is below the yellow triangle. The answer is No.

Q2: There are 5 triangles in B. There is a red triangle in B. There is a green triangle in B. There is a large yellow triangle in B. There is a brown 
triangle in B. There is an orange triangle in B. The answer is Yes.

PISTAQ
Q2: Extracted Facts (GPT3, Turbo):                             NTPP(blue triangle, A), TPP(red triangle, left edge of B), TPP(orange triangle, left edge of B), ...
       Extracted Queries (GPT3, Turbo):                         NTPPI/TPPI (B, blue triangle) , NTPPI/TPPI (B, red triangle) , NTPPI/TPPI (B, orange triangle) , ... 
       Symbolic Reasoning (Rule-based Reasoner):   False & True & True & ... → Answer = No

Figure 7.11 An example of Large Language Models (LLMs) prediction on SQA task evaluated with
CoT prompting. The last row shows an example of using GPT3.5-Turbo for information extraction
in LLM_PistaQ.

Story: a photo of a room with white walls , two single beds with a night table in 
between and a picture on the wall above the beds .

Question: Are the beds below the picture? Answer: Yes

Story 
Facts:

BERT 0: ['a picture', 'the beds'], 2:['a'], 1: ['a picture', 'the wall']
Facts: right(2, 1), below(2, 0), near(2, 0) 

GPT3 3: ['two single beds', 'the beds'], 5: ['a picture'], 6: ['the wall', 'the beds']
Facts: above(5, 3), above(5, 6) ... 

Queries: BERT below(0 , 0)? or below(0 , 1)?
GPT3 below(3 , 5)? or below(3 , 6)?

Reasoning:
BERT below(0 , 0) = False, below(0 , 1) = False  →   Answer = No
GPT3 below(3 , 5) = True, below(3 , 6) = False → Answer = Yes

Figure 7.12 An example of using BERT-based SpRL and GPT-3.5 as information extraction in
PistaQ on a ReSQ example.

example, correctly extracting the relation (a large window, on the left, a room) from the sentence “a

room with walls made of wood and a large window with white curtains on the left.” is challenging

for even potent LLMs.

We first evaluate the performance of GPT-3.5 in information extraction within the context of

ReSQ. Since ReSQ derives its textual context from the mSpRL dataset, which includes spatial

information annotations, we evaluate GPT-3.5 on this dataset. Table 7.1, shows GPT-3.5 performance

on entity extraction. The results reveal a higher Recall for GPT-3.5 compared to other models, while
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Figure 7.13 Results from [149] over StepGame with different number of steps of reasoning (k).
GPT-3+ASP is a model that disentangles the extraction and reasoning. GPT-3 is used for extraction,
and ASP is the symbolic reasoner. Synsup is BERT* here.

.

Entity Extraction (mSpRL) Recall Precision Macro-F1
R-Inf [78] 71.99 75.24 73.56
BERT-Based 88.52 75.89 81.72
BERT-Based (SpaRTUN) 89.52 74.65 81.06
GPT-3.5-based 91.63 49.72 64.47

Table 7.1 The result of models on entity extraction task. Since the annotation in mSpRL does not
contain all information, recall is considered the most crucial metric.

Relation Extraction (mSpRL) Recall Precision Macro-F1
R-Inf [78] 68.25 70.23 69.23
BERT-Based 81.31 60.11 69.12
BERT-Based (SpaRTUN) 89.13 59.32 71.23
GPT-3.5-based 34.09 16.48 22.22

Table 7.2 The result of models on relation extraction task.

the Precision is considerably lower. This discrepancy is attributed to the numerous false-positive

predictions that are accurately made by GPT-3.5 but are not covered by mSpRL annotations (Figure 6.5

shows some of these missed annotations in mSpRL.). Hence, GPT-3.5 can extract information that

is not even annotated in mSpRL but is required to solve ReSQ questions.

Table 7.2 compares GPT-3.5 and other benchmarks on spatial relation extraction task. In this

table, GPT-3.5 exhibits inferior performance compared to other baselines; however, it is essential to

acknowledge that this result may not precisely reflect the true capabilities of GPT-3.5. Figure 7.14

presents an example of the complexity of evaluating GPT-3.5 extraction performance based on the
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Story: a brownish red house with a white decorated entrance . there are lamps and windows with white bars on the ground level ,
with a man with a ladder , a car , pedestrians and a street in front of it .

LLM_Extraction: 

mSpRL annotation: 

{'trajector': 'lamps', 'landmark': 'the ground level', 'spatial_indicator': 'on', 'rel_type': 'TPP'}, 
{'trajector': 'windows', 'landmark': 'the ground level', 'spatial_indicator': 'on', 'rel_type': 'TPP'},
{'trajector': 'a man', 'landmark': 'it', 'spatial_indicator': 'in front of', 'rel_type': 'FRONT'} ,
{'trajector': 'a car', 'landmark': 'it', 'spatial_indicator': 'in front of', 'rel_type': 'FRONT'} 

{'trajector': 'a brownish red house', 'landmark': 'a white decorated entrance', 'spatial_indicator': 'with',         'rel_type': ['EC', 'TPPI']},
{'trajector': 'lamps and windows',    'landmark': 'the ground level',             'spatial_indicator': 'on',         'rel_type': ['FRONT', 'EC']},
{'trajector': 'a man',                 'landmark': 'a ladder',                 'spatial_indicator': 'with',         'rel_type': ['EQ', 'NTPP']},
{'trajector': 'a car',                 'landmark': 'it',                         'spatial_indicator': 'in front of', 'rel_type': 'FRONT'},
{'trajector': 'pedestrians',         'landmark': 'it',                         'spatial_indicator': 'in front of', 'rel_type': 'FRONT'},
{'trajector': 'a street',             'landmark': 'it',                         'spatial_indicator': 'in front of', 'rel_type': 'FRONT'}

Figure 7.14 An example of relation extraction using GPT-3.5.

mSpRL annotations. First, GPT-3.5 predicts more correct spatial relations or relation types than

those annotated in mSpRL. Second, the model correctly identifies the first two relations in mSpRL.

However, due to errors in entity extraction, where "lamps and windows" are not separated into two

distinct entities, this prediction is labeled as incorrect. Thus, evaluating GPT-3.5 relation extraction

performance using mSpRL annotations may not be a fair comparison. We compare the performance

of these models based on their performance within the pipeline framework.

As depicted in Table 7.3, LLM_PistaQ surpasses PistaQ, which employs BERT-based extraction

modules. This outcome highlights the high capability of LLMs in information extraction when

compared to BERT-based modules. However, LLM_PistaQ still underperforms any end-to-end

language models. This performance gap is primarily attributed to 1) the inherent complexities

involved in the extraction task within real-world environments, 2) errors in output engineering

to structure the string outputs generated by GPT-3.5, 3) the limitations of the designed symbolic

reasoner to cover real-world commonsense rules. It is noteworthy to mention that, as discussed in

Chapter 6, out of 25 sampled questions from ReSQ, only seven can be solved without relying on

spatial commonsense information. Our analysis shows that LLM_PistaQ can solve these seven

questions.

In further exploration, we aim to integrate LLMs as neural spatial reasoners within a pipeline

structure of extraction and reasoning. The process, illustrated in Figure 7.15, involves augmenting
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Story: a man in white shirt , black jacket , grey pants and black shoes is sitting on 
a wooden chair and talking on the phone . on the right a wooden bed with white 
bedcovers . on the left ( before the man ) a wooden desk and a vase with flowers . 
there is a black brief-case in front of the chair , and there is also a picture hanging 
on the wall above the bed .

Relation_in_story= [("a man", "in", "white shirt"), ("a man", "in", "black 
jacket"), ("a man", "in", "grey pants"), ("a man", "in", "black shoes"), ("A man", 
"sitting on", "a wooden chair"), ("a man", "talking on", "the phone"), ("a wooden 
bed", "on", "the right")("a wooden bed", "with", "white bedcovers"),("a wooden 
desk", "on", "the left"),("a wooden desk", "before", "the man"), ("a vase", "on", 
"the left"),("a vase", "before", "the man"),("a vase", "with", "flowers"),("a black 
brief-case", "in front of", "the chair"),("a picture", "hanging on", "the wall"),("a 
picture", "above", "the bed")]

Question: Is the man touching the chair? (the man, touching, the chair), 

Chain of reasoning: ("A man", "sitting on", "a wooden chair") which is 
externally connected and above. The answer is Yes

Question: Is the bedcover below the picture?(the bedcover, below, the picture),

Chain of reasoning: ("a wooden bed", "with", "white bedcovers") which means 
bedcover has the same position as bedcover, ("a picture", "above", "the bed"), so 
(the picture, above, the bedcover), so (the bedcover, below, the picture). The 
answer is  Yes.

Figure 7.15 We employ LLMs in both extraction and reasoning tasks, but in a disentangled manner.
Initially, we extract information using LLMs, and subsequently incorporate this extracted information
into the prompt alongside written CoTs based on the extracted data.

the prompt of a GPT-3.5 with both the extracted information from LLM and the composed Chain of

Thoughts (CoTs) based on this information. Contrary to expectations, the obtained result is even

lower (62.62%) when compared to GPT-3.5-CoT with the main text (67.05%) during evaluation

on the ReSQ dataset. This outcome emphasizes the capability of LLMs to better comprehend

information from natural language in contrast to structured data without further fine-tuning.

7.4.2 LLM with Probabilistic logical Reasoning

As illustrated in Figures 7.1 and 7.8, considering the top-5 relations’ token from LLM prediction

can yield more insights and provide additional information for each pair. In this experiment, we

integrate the probability of extracted information from GPT-3.5 with the probabilistic symbolic

reasoner in the PistaQ pipeline and call the model LLM_PistaQ𝑝𝑟𝑜𝑏. We select the top-5 relation

predictions made by the GPT-3.5 along with their corresponding probability for each pair of entities

with direct relations in the text. Subsequently, the extracted relations are fed into the probabilistic
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# Models Accuracy
1 Majority baseline 50.21
2 BERT 57.37
3 BERT*𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 49.18
4 BERT* 63.60
5 GPT-3.5𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 60.32
6 GPT-3.5𝐹𝑒𝑤_𝑠ℎ𝑜𝑡 65.90
7 GPT-3.5𝐹𝑒𝑤_𝑠ℎ𝑜𝑡+CoT 67.05
8 SREQA 53.15
9 SREQA*𝑍𝑒𝑟𝑜_𝑠ℎ𝑜𝑡 53.32
10 SREQA* 69.50
11 PistaQ(BERT) 47.21
12 LLM_PistaQ 50.01
13 LLM_PistaQ + CommonSense 51.48
14 LLM_PistaQ𝑝𝑟𝑜𝑏 52.12
15 LLM_PistaQ𝑝𝑟𝑜𝑏 (Only Commonsense) 49.50
16 LLM_PistaQ𝑝𝑟𝑜𝑏 + Commonsense 54.76
17 Human 90.38

Table 7.3 Result on ReSQ. *Further training on SpaRTUN. The Zero_shot refers to evaluation
without further training on ReSQ or mSpRL training data.

logical reasoner. The results of this evaluation are presented in Table 7.3.

Story: a king size bed with a night table on each side. phone on the
right table.

Question: Is the table under the phone?

Deterministic Reasoning

Probabilistic Reasoning

Query : below(the table, the phone)?

Facts : 1.0::right_('phone', 'the right table')

Answer:  No (prob: 0.0)

Query : below(the table, the phone)?

Facts : 0.293::right_('phone', 'the right table').
      0.208::above_('phone', 'the right table').
      0.195::front_('phone', 'the right table').
      0.015::below_('phone', 'the right table').

Answer:  Yes (prob: 0.208)

Answer:  Yes

Figure 7.16 Comparing probabilistic and deterministic reasoning over an example of ReSQ. The
threshold to generate the Yes/No answers is 0.1, obtained by try and trials.

Comparing lines 12 and 14 in Table 7.3 shows that when we consider the uncertainty of

the extracted relations (facts) in the probabilistic reasoning of LLM_PistaQ𝑝𝑟𝑜𝑏, the outcomes

are superior compared to scenarios where certain facts are used in deterministic reasoning of
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LLM_PistaQ. Figure 7.16 illustrates an example of this comparison. The ‘above’ and ‘below’

relations are missed in the deterministic facts extraction, while in the probabilistic one, the top

second and fourth relations are ‘above and below.’ As a result, LLM_PistaQ𝑝𝑟𝑜𝑏 correctly predicts

the ‘Yes’ answer. These results highlight the critical insight that the prediction with the highest

probability does not necessarily equate to the most accurate result. Moreover, considering the top-5

predictions enables us to consider multiple potential relations between entities, providing a more

comprehensive and subtle understanding of the relationships within the data.

Despite the demonstrated improvement in LLM_PistaQ𝑝𝑟𝑜𝑏 compared to LLM_PistaQ when

employing probabilistic reasoning, it is noteworthy that the performance of this model still falls

short of that achieved by the other language models and SREQA models. While the transparent

structure of the PistaQ framework facilitates understanding the prediction process, interpreting the

superior performance of language models on this task remains challenging due to their black-box

nature. This higher performance may be attributed to better spatial and commonsense reasoning

capability of LLMs or simply result from random predictions for Yes/No questions.

7.4.3 LLM as Spatial Commonsense Knowledge Extractor

One advantage of using LLMs as an end-to-end model, compared to LLM_PistaQ, is their

notable commonsense reasoning capabilities in generating responses for ReSQ examples. This

capability poses a considerable challenge for the PistaQ or LLM_PistaQ𝑝𝑟𝑜𝑏 model, which relies

on explicit information in the text and covers limited spatial rules. We propose a novel methodology

to leverage the commonsense knowledge embedded in LLMs within our model. In this approach,

we provide tuples of all entities present in the text (extracted using LLMs) without any context

as an input to the LLMs and ask for spatial commonsense relations. By excluding the main story

text, the LLM returns the most common relation between pairs of entities based on its generalized

knowledge of space. These relations are then incorporated with the direct facts from the text into the

probabilistic spatial reasoner.

Comparing the outcomes presented in lines 14 and 16 of Table 7.3, we observe the enhancement

in the performance of LLM_PistaQ𝑝𝑟𝑜𝑏 when commonsense knowledge is utilized. Figure 7.17
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Story: entrance and arched windows on ground floor , a coop with a rail , a balcony with several arches
and columns on the second floor , balcony with columns on the third floor .

Question: Is the coop below the balconies?

Probabilistic Reasoning + Spatial commonsense

Query : below(the coop, the balconies)?

Facts : 0.335::front_('a coop', 'ground floor').
0.2::near_('a coop', 'ground floor').
0.125::dc_('a coop', 'ground floor').
0.09::ntpp_('a coop', 'ground floor').
0.066::below_('a coop', 'ground floor').
0.363::above_('a rail', 'a coop').
0.316::front_('a rail', 'a coop').
0.076::dc_('a rail', 'a coop').
0.029::ntpp_('a rail', 'a coop').
0.685::front_('a balcony', 'second floor').
0.273::above_('a balcony', 'second floor').
0.012::ntpp_('a balcony', 'second floor').

Answer:  No (prob: 0.0)

Answer:  Yes (prob: 0.9999)

Answer:  Yes

+ Commonsense Facts : 
0.489::above_('a balcony', 'a coop').
0.224::front_('a balcony', 'a coop').

Query : below(the coop, the balconies)?

Figure 7.17 An illustration of the advantages of employing commonsense knowledge in probabilistic
reasoning. Without the extra commonsense knowledge, the question cannot be answered.

depicts an example highlighting the benefits of using commonsense knowledge in probabilistic

reasoning. The relation between ‘the balcony’ and ‘the coop’ is not stated in any sentences from

the story. However, based on a common understanding that balconies are typically on upper floors

while coops are on the ground, it can be inferred that a balcony should be above a coop. This

commonsense knowledge is reflected in the LLM output with a probability of 0.48. This information

is then utilized in the probabilistic reasoning, resulting in a "Yes" answer.

Furthermore, an additional experiment assesses the impact of incorporating commonsense

knowledge into deterministic reasoning. As illustrated in lines 12 and 13 of Table 7.3, integrating

commonsense knowledge deterministically also improves results. However, employing commonsense

knowledge in probabilistic reasoning surpasses deterministic reasoning by a 3.3% gap, highlighting

the added value of probabilistic reasoning in this context. Similar to previous experiments,

incorporating such knowledge from GPT-3.5 into the pipeline model cannot outperform the GPT-3.5

or GPT-3.5+CoT models. While this method increases the extracted information compared to the

primary PistaQ model, the remaining errors from the extraction part prevent it from surpassing the

end-to-end LLMs.
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7.5 Summary

In conclusion, our research has elucidated several key findings regarding the role of LLMs in

spatial reasoning tasks. We have shown that even though utilizing Chain-of-Thought prompting can

enhance the performance of LLMs on SQA task, they still have shortcomings and are far behind the

human performance. Our case studies show that, despite the inherent limitations of LLMs in spatial

reasoning, capitalizing on their potential for information extraction within a disentangled structure of

extraction and reasoning can yield some benefits. However, our experimental results in a real-world

environment indicate that this high performance is more robust in controlled environments with a

fixed pattern of spatial descriptions and is challenging in real-world scenarios. GPT-3.5 exhibits

limitations in extracting complex spatial information from natural language that directly influences

the symbolic reasoner, resulting in performance lower than end-to-end LLM models.

Besides, we propose approaches to enhance the performance of the pipeline model with LLM as

an extraction module. Our findings demonstrate that leveraging probabilistic outputs from LLMs in

probabilistic logical reasoning produces superior results compared to deterministic reasoning. This

emphasizes the advantages of considering uncertainties of language models’ outputs for reasoning

tasks. Furthermore, incorporating LLMs’ commonsense knowledge significantly improves the

pipeline model’s performance by encapsulating some commonsense rules and relations that the

symbolic reasoning module may not cover. However, in the end, due to errors from the extraction

modules, the pipeline model still underperforms the end-to-end language models in realistic domains.
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CHAPTER 8

CONCLUSION AND FUTURE DIRECTIONS

This chapter summarizes the research presented in this thesis and emphasizes the outcomes of each

contribution. Furthermore, we outline some interesting future directions based on the foundation of

this work.

8.1 Summary of Contributions

In the first contribution, this thesis addresses the lack of evaluation benchmarks for multi-hop

spatial reasoning by proposing three novel textual corpora for spatial question answering (SQA).

These new benchmarks represent a significant contribution to the field, enabling more robust

evaluation and comparison of different models in spatial reasoning tasks. The first benchmark,

SpartQA-Human, offers a human-generated dataset of spatial questions and answers based on

controlled visual scenes. This contribution allows researchers to evaluate language models using data

that reflects human perception and interpretation of spatial relationships. The second benchmark,

SpartQA-Auto, is an automatically generated corpus using hand-crafted grammar and spatial

reasoning rules. This contribution provides a large dataset for training and evaluating models,

which can be especially useful for early-stage experiments and simulations. The third benchmark,

ReSQ, is a realistic human-curated SQA dataset derived from spatial role labeling (SpRL). This

contribution extends existing benchmarks with spatial semantic annotations, offering a unique

resource for evaluating language models in real-world contexts. Through extensive experiments, we

demonstrated that state-of-the-art pre-trained language models struggle with spatial reasoning tasks

on human-generated text, emphasizing the need for improved models. Our findings also highlighted

that perfect results on auto-generated data might indicate overfitting due to limited vocabulary and

grammatical structures, underscoring the importance of diverse and realistic benchmarks.

The second main contribution is enhancing the spatial reasoning capability of neural models

through transfer learning. By creating a new synthetic dataset, SpaRTUN, which covers a broad

range of spatial relation types, combinations, and spatial language expressions, we provide a

comprehensive source of supervision for pretraining and transfer learning. This dataset allows for
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extensive pretraining of language models (LMs), leading to significantly improved performance in

spatial question answering and spatial role labeling tasks. Moreover, our experiments show that

language models pretrained with SpaRTUN exhibit superior results on several external datasets,

indicating the robustness of our approach. The enhanced spatial reasoning in these models suggests

that SpaRTUN offers a richer source of supervision for pretraining due to its expanded coverage

of spatial relation types and combinations compared to other synthetic data sources. This broader

scope contributes to the field by providing a more effective foundation for developing spatially-aware

neural models.

As our main third contribution, we investigate the benefits of disentangling the processes

of extracting spatial information and reasoning over them. To this end, we devised a series of

experiments utilizing PLMs for spatial information extraction coupled with a symbolic reasoner for

inferring indirect relations. The outcomes of our experiments provide noteworthy insights: (1) Our

observations in controlled experimental conditions demonstrate that disentangling extraction and

symbolic reasoning, compared to PLMs, enhances the models’ reasoning capabilities, even with

comparable or reduced supervision. (2) Despite the acknowledged fragility of symbolic reasoning in

real-world domains, our experiments highlight that employing explicit extraction layers and utilizing

the same symbolic reasoner in data preprocessing enhances models’ reasoning capabilities. These

outcomes highlight the importance of distinguishing the processes of extraction and reasoning,

offering a pathway for building more robust models in spatial language understanding. Our results

suggest that this approach can lead to better-performing models in various applications on complex

spatial reasoning tasks.

As our fourth and last contribution, our investigation has uncovered insights into the function

and efficacy of Large Language Models (LLMs) in spatial reasoning tasks. We demonstrate

that LLMs, particularly those employing Few_shot or Chain-of-Thought prompting techniques,

still face challenges solving spatial reasoning tasks. Our case studies and experiments reveal

that while LLMs face challenges in spatial reasoning, harnessing their strengths in information

extraction within a pipeline of Extraction and Reasoning can lead to improvements, especially in
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controlled environments. However, in a real-world setting, this approach falls short of outperforming

end-to-end language models due to the limitations of GPT-3.5 in extracting complicated spatial

information from natural language. Moreover, our experimental outcomes of using LLM in this

pipeline model indicate that employing the probabilistic outputs from LLMs in probabilistic logical

reasoning consistently outperforms deterministic reasoning. This result highlights the benefits of

incorporating uncertainties in reasoning tasks. Finally, using commonsense knowledge from LLMs

that comprehend commonsense rules and relations enhances the performance of the pipeline model.

Even though these methods enhance knowledge acquisition from the context during the extraction

phase, none can mitigate the extraction errors from the LLMs. Hence, the pipeline model still

underperforms the end-to-end language models.

8.2 Future Directions

In this section, we outline several promising directions for future research that build upon

the findings and methodologies established in this thesis. While our work has made significant

contributions to the field of spatial reasoning, there is ample scope for extending and refining our

approach to explore new areas and address potential limitations. Below we detail potential avenues

for future work.

• Methods For Prompt Engineering: In the pipeline of extraction and reasoning, one of

the shortcomings of employing LLMs lies in their subpar performance in extracting spatial

relations from text. A hypothesis to solve this issue is refining prompt engineering, potentially

improving the in-context learning of LLMs for spatial information tasks. Investigating

automated methods with LLM in the loop to discover optimal prompts for this specific task

could be an intriguing avenue for future research. For instance, we can maintain a collection

of prompts and select the optimal prompts based on the test example to enhance performance.

• Exploring Other Reasoning Types: In this thesis, we focus on spatial reasoning, which

contains both language understanding and multi-step reasoning. An extension would be

to evaluate our approaches to other types of reasoning that require logical rules, such as

temporal reasoning and arithmetic reasoning, to provide valuable insights into the versatility
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and effectiveness of these methods. For instance, the rules over RCC-8 relations, which

are designed in our rule-based spatial reasoner, can also be practical in temporal reasoning.

Consequently, incorporating an off-the-shelf model for temporal information extraction within

the context of a disentangled extraction and reasoning framework could be beneficial.

• Expanding to Other Languages: The current work primarily targets English language, but

the methodology can be easily adapted to other languages that share similar grammatical

structures. An intriguing avenue for future work is applying our approach to different languages

and assessing the benefits of disentangling extraction and reasoning. This would require

developing customized extraction modules while utilizing the same spatial reasoner in our

designed pipeline model.

• Optimizing LLMs for Spatial Reasoning: Our research demonstrates that LLMs may

not excel at spatial reasoning tasks when acting alone but show improvement when used

with symbolic reasoning within a disentangled model. Additionally, we observe that the

performance of LLMs diminishes when extracted information is presented in the prompt of

in-context learning as structured data. A promising direction for future research would be to

investigate strategies that allow LLMs to utilize such data without need for further fine-tuning.
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