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ABSTRACT

As the use of artificial intelligence (AI), especially machine learning (ML), has

dramatically increased, K-12 schools have begun to deliver AI education; however, little

is known about teachers’ views on the field. This qualitative study investigated how U.S.

high school computer science (CS) teachers conceptualize AI, the role of AI in their CS

instruction, and the instructional curricula and pedagogies these educators use to bring

AI into their CS instruction. Data was collected through semi-structured interviews with

23 educators teaching 9-12th grade CS courses in U.S. schools. Data collected from

interviews was examined using thematic analysis resulting in seven themes. The

findings suggest that teachers see great value in AI education and encourage schools

to provide AI literacy instruction for all students while providing AI technical instruction in

elective CS courses. Teachers demonstrated high levels of interest in the field but a

shallow understanding of AI technology. The study’s findings also showed that CS

teachers know of the importance of AI ethics instruction but have a limited view of AI’s

impact on society. Additionally, the results point to a general lack of curricula and tools

designed to teach K-12 students about AI, especially materials that emphasize critique

of AI technology and its societal harms. The study’s results contribute to a deeper

understanding of 9-12th grade teachers’ conceptions of AI and the challenges they face

when implementing AI instruction. Implications for teachers, school leaders, curriculum

developers, policy makers, teacher educators, and professional development (PD)

providers are presented.
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CHAPTER 1: INTRODUCTION

Background

Artificial Intelligence (AI) and Machine Learning (ML) software systems are

permeating our world. These rapidly progressing technologies are becoming more

commonplace throughout business and industry and society as a whole. AI have

become prevalent in a variety of frequently used products and services including smart

digital voice assistants, self-driving features in vehicles, smart home devices,

entertainment suggestion algorithms, mapping and travel directions software,

automated investing in financial markets, online shopping recommendations, search

engine algorithms, facial recognition in electronic devices, writing and grammar

suggestions in text editing software, and social media feed personalization. Their

widespread adoption is dramatically impacting how we work, the type of work we do,

and how we interact with one another. The projected near ubiquity of AI offers the

potential to further automate menial tasks currently performed by humans, such as

chatbots providing customer support rather than human customer service agents or

responsive manufacturing robots that work together to assemble goods rather than

human assembly workers. If implemented thoughtfully, these advances promise to free

up humans to engage in more meaningful work, increase our productivity, and improve

our standard of living (Castro & New, 2016; Makridakis, 2017).

AI’s wide-ranging functionality allows it to be deployed in a variety of industries

where its capabilities can swiftly alter the way work is conceived and performed.

Healthcare, manufacturing, transportation, foodservice, entertainment, agriculture,

finance, education, and many other sectors of the economy have implemented AI
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technology to improve workflows. These enhancements have been found to streamline

industries’ operations and cut time and effort spent on monotonous duties. AI has also

dramatically reshaped careers and even eliminated the need for certain long-standing

professions that can now be automated (Frey & Osborne, 2017). At the same time, AI

systems have brought rise to new jobs that design, build, and make use of AI

technology in order to create these efficiencies (Zahidi et al., 2020).

However, AI’s seemingly boundless promise is not without significant dangers.

Experts warn of threats to privacy, elections, information reliability, decision-making

transparency, and equality (Manheim & Kaplan, 2019; Rozado, 2023). AI has also been

increasingly woven into the decision-making process of key structures in the United

States (U.S.). As the software becomes further embedded into the criminal justice

(Završnik, 2020), education (Murphy, 2019), employment (Raub, 2018), housing (Zou &

Khern-am-nuai, 2022), financial (Johnson et al., 2019), and other structures, vulnerable

populations’ equitable access to and unprejudiced treatment from these essential

structures could be further threatened.

Should there be increased government oversight and regulation to ensure that

the application of AI in specific technologies protects human rights and does not infringe

on civil liberties (Bradley et al., 2020; Koepke et al., 2023)? Instead of placing blind trust

in technology visionaries who develop AI and corporations who employ the technology,

should consumers always be made aware when they are interacting with AI systems

and be provided with a transparent explanation of how the technology makes its

decisions (Bhatt et al., 2020; Doshi-Velez et al., 2017)? Does the population deserve an

AI Bill of Rights of some kind? In the U.S., the debates over the role the government
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should play in providing protections for its citizens generally take place through public

discourse and dialogue with government officials. In order to prepare citizens to engage

in this discourse, there is a need to grow a foundational understanding of AI that can

democratize the technology by developing the public’s understanding of AI’s role,

impacts, and oversight.

As the world increasingly moves toward automation, it becomes more essential

for the citizenry to co-exist with AI technology to succeed in the contemporary

workplace. Additionally, educating society about how AI technologies are designed and

operate might work to empower citizens to understand and overcome the prejudice,

discrimination, and harms that can be perpetuated by these systems. Furthermore,

computing technologies are often viewed by users as evenhanded and beyond

reproach, and a deeper understanding of the technology is necessary to help citizens

challenge these conceptions (O'Neil, 2016). Informed citizens are better able to

consider how these systems have the capacity to both protect and infringe on their

rights and are also empowered to engage in dialogue about the benefits and drawbacks

of employing AI in crucial areas of society. Additionally, a cognizant public can maintain

a healthy skepticism, ask revealing questions, and champion for appropriate regulation

and controls amidst the hype about the revolutionary systems being deployed. However,

this consideration can only happen with the requisite comprehension of AI for everyone

(Long & Magerko, 2020; Ng et al., 2021a; Ng et al., 2021b).

One logical place to start developing informed citizens is in K-12 schools.

Providing students with exposure to AI will allow them to make sense of, contribute to,

and shape an AI-filled future. Today’s students will become tomorrow’s decision makers.
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As such, awareness of how AI can be misused could allow them to identify and remedy

intentional and inadvertent misapplication of this potent technology. Given the need to

create conscious consumers of AI, engaged citizens who can evaluate the technology’s

impact on the public, and future workers prepared to contribute to an economy infused

with AI, it is imperative that students learn about these systems. Many U.S. secondary

schools currently teach the closely-related subject computer science (CS) through

standalone courses or by incorporating CS concepts into other core subjects such as

science, math, and language arts. A logical extension to this CS instruction is to expand

these curricula to include associated AI concepts. Competence in how the systems

function could empower CS students who may become future software developers to

identify potential ethical lapses and sources of bias at all stages in the design and

development of AI.

The content taught in U.S. K-12 schools is largely dictated by state-wide content

standards that typically spell out what concepts should be taught at which grade level.

In an effort to align standards across the country, many states often adopt a version of a

uniform set of standards such as the Common Core State Standards for Mathematics

and Language Arts (National Governors Association Center for Best Practices, Council

of Chief State School Officers, 2010) or the Next Generation Science Standards (NGSS

Lead States, 2013). To guide the content taught in their schools’ CS courses, many

states have adopted the Computer Science Teachers Association’s (CSTA) CS

Standards, sometimes with slight modifications (Computer Science Teachers

Association, 2017). AI is addressed twice in the current version of the CSTA standards
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and both AI-related standards are at the 9-12th grade levels, suggesting that the high

school level is a logical place to at least initially embed AI instruction.

If AI should be taught in high schools, questions abound about where, when, and

how students should gain this experience and knowledge. What knowledge and skills

do 9-12th grade students need in order to thrive in the AI era? Is it crucial that every

single student learn about AI or should the focus be on those who express interest in

the field? Should the goal of AI instruction be to help students build literacy, the ability to

recognize and understand AI conceptually, or should the goal be to empower students

with an understanding of the technical underpinnings and ability to write AI systems?

When and how should students be prepared to consider the questions about

responsible use and equitable development of AI technology? How can students

prepare to engage in life-long dialogue about how we ensure that AI serves all members

of society? The answers to these questions will best be shaped through empirical

research. As educators and school systems rush to meet the growing demand for AI

instruction to keep pace with its rapid development, it is critical that sufficient research is

available to inform and shape their decision-making in this nascent field. However,

research in the area is in its early stages and little is currently known about 9-12 AI

education. One obvious place might be to begin AI education in high school CS

courses, but there is little understanding of CS teachers’ knowledge of AI and their

views on AI in their courses.
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Study Purpose

The purpose of this study was to examine AI education through the eyes of

9-12th grade U.S. CS teachers. It sought to better understand how CS teachers think

about AI and the optimal means for providing AI instruction in their CS courses. Further,

it explored the challenges and barriers teachers face as well as the teaching resources

and strategies they use as they look to implement AI instruction in their classrooms.

Specifically, the study was guided by the following research questions:

RQ1: How do 9-12th grade CS educators conceptualize AI and ML?

RQ2: How do 9-12th grade CS educators conceptualize the role of AI in their CS

instruction?

RQ3: What, if any, instructional curricula and pedagogies do 9-12th grade CS

educators use to bring AI into their CS instruction?

To explore these research questions, the study used in-depth interviews to create

space for participants to speak openly about their understanding of AI and ML, AI’s part

in their courses, and how they currently teach or would teach AI. Interviews were held

with 23 CS teachers using a semi-structured interview protocol, and participants’

responses were transcribed, coded, and explored through thematic analysis. Greater

detail on the study’s methods is provided in Chapter 3.

Overview of Dissertation

Chapter One of this dissertation introduces the study’s topic, explains its

purpose, provides an overview of the study, and lays out a roadmap of the dissertation

document. Definitions for AI and ML, the growth and influence of the technologies, as

well as the extant research literature regarding AI education and AI literacy are
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discussed in Chapter Two. Chapter Three presents a positionality statement from the

researcher and addresses the research methods and procedures that were followed

while conducting the study. The results of the research are detailed in Chapter Four,

including the codes and themes that arose from the data analysis of the interviews.

These themes are explored in detail with explanations and example quotes from

participant interviews. Finally, Chapter Five focuses on the findings for each research

question, implications of the findings, the study’s limitations, and suggested areas for

further research.
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CHAPTER 2: LITERATURE REVIEW

Artificial Intelligence and Machine Learning

John McCarthy and his colleagues (1955) coined the term artificial intelligence in

a seminal research proposal. They hypothesized that a defining component of an AI

system is that the machine can improve itself. That central concept lives on even as

scholars offer a wide variety of definitions of the term. McCarthy subsequently defined

AI as the “science and engineering of making intelligent machines, especially intelligent

computer programs” and to explain that intelligence referred to the “computational part

of the ability to achieve goals in the world” (McCarthy, 2007, p. 2). Alternatively, Turing

(1950) posited that in order for a machine to be deemed intelligent, humans should not

be able to distinguish between interactions with the machine and another human. In

other words, the key is not whether a machine truly is intelligent, but whether it can

persuade humans that it is intelligent.

Contemporary researchers have extended these lines of thinking with particulars

framed around present technology. For example, Wang (1995, 2019) emphasized that

any working definition of AI must center on the system’s versatility and flexibility which

allow it to function in ill-defined circumstances that provide a limited frame of reference.

Another definition by Elliott (2019) described AI as computer-based systems able to

sense the context of situations and respond appropriately based on the information it is

presented. In addition, Baker et al. (2019) posited that a defining characteristic of AI is

that a system can engage in the type of work that has traditionally required a human

brain, such as problem-solving. Subsequently, Russell and Norvig (2021) expanded on

these notions to add that true AI requires a machine to have the ability to communicate
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with humans (natural language processing), capture and save information (knowledge

representation), apply this saved material to new problems and scenarios (automated

reasoning), and adjust to new and novel situations and conditions (ML). On the other

hand, the Center for Integrative Research in the Computing and Learning Sciences’s AI

in Education Working Group defines AI as “any computational method that is made to

act independently towards a goal based on inferences from theory or patterns in data"

(Friedman et al., 2021).

In 1959, Samuel introduced the machine learning approach to AI by predicting

that the ML technique would allow computer programs to gain knowledge from their

experiences, and reduce the need for humans to supply detailed instructions for

computers (Samuel, 1959). The ML method trains intelligent agents, or algorithms,

through the use of vast sample data to be able to perform a specific task, such as

making predictions, without a human explicitly programming all of the instructions to do

so (Mitchell, 1997; Murphy, 2012). O’Neil (2016) explained the process as follows: “The

computer dives into the data, following only basic instructions. The algorithm finds

patterns on its own, and then, through time, connects them with outcomes. In a sense, it

learns” (p. 75). The malleability of ML technology allows for its application in a wide

range of fields and settings and has led to meteoric growth in its adoption. This flexibility

has led ML to become the primary AI approach, making it increasingly important for

learners to understand (Sarker, 2021).

AI Growth

The use of AI has increased dramatically in recent years as evidenced by

world-wide publications, including peer-reviewed journal articles, conference papers,
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repositories, books, and book chapters, which have more than doubled from 162,444 in

2010 to 334,497 in 2021 (Zhang, Maslej, et al., 2022). The size of the workforce

entering the AI field has seen similarly substantial gains as shown by the number of

students majoring in CS. Individuals designing and implementing AI and ML systems

often study CS in college before beginning work in AI professions, and the number of

CS undergraduate degree earners at North American doctoral universities grew 3.5

times from fewer than 9000 in 2010 to 31,840 in 2020 (Zweben & Bizot, 2022). At the

same time, global investment in AI companies has also jumped almost forty-fold from

less than 2 billion U.S. Dollars (USD) in 2010 to over 77 billion USD in 2021 (VB Staff,

2021). Patents filed in the field across the globe grew almost thirty-fold from fewer than

5000 in 2015 to 141,240 in 2021 (Zhang, Maslej, et al., 2022). As a result of this

dramatic growth, AI is impacting our everyday lives in the form of product

recommendations on online retailers’ websites, voice assistants’ responses to questions

through smart speakers, estimated commute times from smartphones, movie

recommendations delivered by media streaming services on TVs, and a myriad of other

functions. Beyond these commonplace consumer applications, the use of AI systems is

also becoming increasingly widespread across industries including hiring algorithms that

reduce time managers spend reading resumes; fraud detection software that attempt to

flag suspicious purchases or activity; autonomous driving features that control a car if it

drifts out of a lane or in emergency braking situations; and robotics algorithms used for

manufacturing goods, preparing food, cleaning, weeding farm fields, and transporting

raw materials.
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AI were initially applied to relatively simple tasks that required little complex

decision-making such as optical character recognition of text (Caulfield & Maloney,

1969) and solving mathematics word problems through arithmetic and straightforward

algebra (Crevier, 1993). However, subsequent generations of the software have been

designed to harness the greater processing power, storage space, and memory made

available in contemporary computing hardware. As a result, these increasingly

sophisticated systems can handle more advanced functions that require higher levels of

decision-making. For example, these decision-making capabilities allowed experts to

design AI systems to compete against the world’s most skilled human players of

complex strategic games such as chess (McCorduck & Cfe, 2004) and Go (Silver et al.,

2016), interpret wording inferences when translating natural languages (Devlin et al.,

2018), and determine how to respond appropriately to ever-changing surroundings

when controlling autonomous vehicles (Yurtsever et al., 2020).

While AI software has developed greater capacity and wider application, the

speed and efficiency of training the systems has also vastly improved. Between 2018

and 2021, the time required to train an image classification system dropped by 94.4%

while the expense of this training fell by 63.6% (Zhang, Maslej, et al., 2022). Experts

project that AI’s ability will continue to progress and that the resultant systems, which

will be considerably faster and more capable, will allow the adoption of the technology in

a greater number of new fields and economic sectors (West & Allen, 2018; Littman et

al., 2021). These tools will have the adaptability to be implemented in an even wider

array of applications such as bolstering cybersecurity (Sarker et al., 2021) and providing
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precision medical diagnoses and treatments (Davenport & Kalakota, 2019), but to do so

the technology must have the trust of end users and buy-in of decision-makers.

As the level of adoption and technical abilities of AI systems continue to advance,

popular understanding and opinion of the technology is also evolving. Even though the

general public underestimates the pervasiveness of AI on the whole (Zhang & Dafoe,

2022) and as much as half of the U.S. may be unfamiliar with AI (Morning

Consult/Politico, 2017), nearly 50% of the U.S. general public feel that the development

of AI has been a good thing (Funk et al., 2020). Meanwhile, businesses are increasingly

optimistic that they can use AI to transform their operations. Ransbotham et al.

surveyed over 2500 executives in 2019 and roughly 90% of respondents, regardless of

their industry, felt that AI provided a business opportunity for their organization. This

widespread optimism among companies is also accompanied with a healthy fear that

competitors will figure out a way to harness AI before they do and secure a competitive

advantage over their organization (Ransbotham et al., 2019).

Impact on Workforce

Many processes that have previously required human judgment can now be

accomplished using AI. In 2016, Ng suggested that any mental task that requires one

second or less of human thought could currently or in the near future be automated

using AI. Essentially, every segment of human society that has associated data will be

touched by automation or process improvement AI in some way. This proliferation of AI

has the potential to greatly disrupt the modern workforce. In 2018, Brynjolfsson et al.

predicted that the application of AI software will impact virtually every profession in the

U.S., leading to a dramatic reorganization of the work performed by humans and
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machines. While their projections vary, some experts predict that nearly half of current

jobs in the U.S. are at risk of being automated (Frey & Osborne, 2017). Forecasts for

widespread AI application has led the World Economic Forum to project that 85 million

jobs worldwide will be replaced by automation by 2025 (Zahidi et al., 2020). In a survey

of nearly 13,000 workers across 18 countries in 2023 by the Boston Consulting Group,

36% of participants stated that their job is likely to be replaced by AI (Beauchene et al.,

2023). As experts anticipate that 70% of businesses will employ AI by 2030, it is

important that citizens learn to harness AI’s capabilities in order to be competitive in the

contemporary economy which is automating at an accelerating pace (Bughin et al.,

2018).

While some positions and even occupations will inevitably be eliminated, other

careers will likely flourish, especially those geared toward identifying automatable

procedures, developing and employing the necessary AI systems to perform those

tasks, and maintaining and modifying the systems to meet the needs of organizations.

The World Economic Forum estimates that 97 million new jobs will be created by 2025,

largely in data-, AI-, and robotics-focused fields (Zahidi et al., 2020). Historically, as a

percentage of all job postings in the United States, AI and ML positions grew six-fold

from below 0.15% in 2010 to 0.90% in 2021 (Zhang, Maslej, et al., 2022). This

expansion is expected to continue as the U.S. Bureau of Labor Statistics projects that

employment in the computer and information research science field will grow 21%

between 2021 and 2031, over five times the average growth rate for all career fields in

the country (Bureau of Labor Statistics, 2023). Similarly, the World Economic Forum

anticipates AI and Machine Learning Specialists to be the fastest growing career
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worldwide from 2023 to 2028, expanding by over 30% (Di Battista et al., 2023). This

shift could present a unique and grand opportunity to upskill workers and bring

economic prosperity to traditionally less skilled laborers throughout society.

However, without the necessary plans to prepare the workforce for the

opportunities AI can offer, the introduction of the technology has been found to

exacerbate existing economic inequalities. This has led many to question whether the

transition to AI will further concentrate economic wealth to a few if a forward-looking

plan is not in place to fairly distribute the potential benefits (Acemoglu & Restrepo,

2020; Brynjolfsson, 2022). However, as this great shift in the workforce accelerates,

employers do not appear to be sufficiently training and retooling their personnel in order

to provide opportunities for those employees uprooted by AI to pivot to newly created

roles to support and leverage the technology. Of the roughly 13,000 respondents that

the Boston Consulting Group surveyed world-wide, 86% stated that they will need

upskilling in order to be competitive in the modern AI era yet only 14% of frontline

workers, those most likely to be displaced by AI, have received any form of training to

help adapt to the changes AI has brought to their profession (Beauchene et al., 2023).

Lacking the proper vision, planning, and training, the economic benefits this rapid influx

of new jobs could provide to underserved populations will not materialize. Economic

disparity is not the only equity concern brought about by AI.

Equity and AI

New technologies lead to new problems; they can also exacerbate old ones.

Wider application of AI that seeks to replicate human decision-making also threatens to

replicate human biases and prejudices. Organizations world-wide increasingly use AI in
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an attempt to add objectivity to their decision-making with an underlying belief that the

technology is neutral (Yadav & Heath, 2022). However, AI systems are developed by

people and are only as objective as the datasets they are trained with and

human-written instructions they follow. The very tools that are being employed in an

attempt to improve objectivity in decision-making often threaten to undermine the

fairness of these important decisions (Rainie & Anderson, 2017).

Examples are becoming increasingly commonplace. Computer-based models

used to evaluate applicants have been found to reflect pre-existing racial and gender

bias in employment opportunities (Dastin, 2018) and medical school admissions (Lowry

& Macpherson, 1988). Automated facial recognition systems have demonstrated racial

and gender bias embedded into their core logic (Buolamwini & Gebru, 2018) and AI

systems used to support health care providers have been shown to repeat disproven

race-based misinformation (Omiye et al., 2023). Researchers have also detailed the

discriminatory impact that algorithms can have on criminal justice sentencing due to

racial bias built into the software (Chouldechova, 2017). For instance, recidivism

prediction software such as Correctional Offender Management Profiling for Alternative

Sanctions, or COMPAS, has been found to recommend significantly higher prison

sentences for Black and Brown defendants compared to White defendants (Angwin et

al., 2016). O’Neil (2016) illustrated how a society’s discriminatory beliefs become

inherent in predictive policing algorithms and the models then serve to reinforce those

biases.

Suresh & Guttag (2021) identified a myriad of points throughout the typical ML

life cycle that allow for the introduction of bias which contaminate the systems and lead

15



to negative consequences for users and innocent bystanders. Since the authors of any

software are susceptible to the biases innate in their society, AI software developers’

values, assumptions, and decision-making while writing the software are prone to

contaminating the computer code undergirding the systems they develop (Citron &

Pasquale, 2014). In addition to the influence of developers’ implicit biases during the

development process, AI systems’ fairness can also be dramatically impacted by the

datasets used to train them.

ML models are typically trained and refined using substantial collections of data

points known as datasets. These datasets are frequently drawn from massive quantities

of publicly available data points generated by human behavior such as dialogue from

internet message boards, customer reviews, user-shared images, or buying habits.

These datasets can replicate societal biases through the actions of those who create

the data points that end up training the ML system (Barocas and Selbst, 2016). For

example, computer models trained with datasets of news articles have shown

female/male gender stereotype bias (Bolukbasi et al., 2016) while datasets of images

and labels scraped from the internet can lead to systems that are trained to refer to

people in racist and misogynistic ways (Quach, 2020). As inherently biased systems

improve in scale and speed, AI-/ML-based tools will be positioned to magnify flawed

decision-making because they will touch the lives of so many people. Thus, the

resultant AI systems serve to not only reinforce but to amplify existing prejudices and

inequalities of the status quo. Though many have been found to be biased, automated

systems increasingly serve as gatekeepers to opportunities in our society.
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Housing, employment, policing, criminal justice, political campaigns, and many

other sectors of society are incorporating AI into their decision-making at an alarming

rate. These automated systems can influence whether potential homeowners are

approved for mortgage loans, job applicants are considered for open positions, citizens

are under- or over-scrutinized by law enforcement, defendants receive impartial

treatment in the criminal court system, and voters are targeted by coercive political

campaigning. AI technology now plays a key role in these decisions that influence

citizens’ quality of life yet little government regulation exists to oversee their use.

Despite the outsized influence that AI software has in our society, a mere three bills

addressing some aspect of AI were passed into federal law in the United States in 2021

while only 18 federal laws were enacted world-wide in the same year (Zhang, Maslej, et

al., 2022). Without proper government oversight, society runs the risk of biased AI

systems jeopardizing the rights of its citizenry. Citizens who are informed about AI are in

a better position to understand the impacts AI has on society as well as help shape

necessary government policy and regulation.

The continued growth of AI promises to create novel situations and concerns that

have not previously existed. Humans will only be able to grasp these new complexities

through a conceptual, and perhaps technical understanding of how AI are designed and

function. Despite the importance of being able to do so, many users struggle to

recognize when software makes use of AI technology. As these systems operate in the

background, the user can be unaware and essentially unknowingly accept their

decision-making and recommendations. This can prevent the user from questioning

how the decisions were made or challenging their fairness (Curtis et al., 2022). High
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levels of use of technologies that employ AI can result in common acceptance of the

systems without a critical lens towards the tools (Susser, 2019). Users’ inability to

recognize AI in their day-to-day lives not only limits their ability to critique AI systems but

also limits citizens’ ability to have informed and thorough dialogue about public policy

regarding the technology (Fast & Horvitz, 2017).

In the U.S., this type of public discourse often plays out as citizens and their

elected government representatives debate the merits of proposed legislation. During

the 2022 session of the U.S. Congress, there were 130 AI-focused bills compared to

only one in 2015 (Omaar, 2022) with some calling for the U.S. government to take

legally-binding action on behalf of residents to discourage harm and encourage fairness

(Blueprint for an AI bill of rights, 2022; Lander & Nelson, 2021). Approaching officials

with proposals for realistic government action on AI requires a certain level of AI literacy

that will allow the general public to form knowledgeable opinions about the need for

protections, limits, and freedoms through government regulation, policies, or other

means. AI-informed citizens can contribute in other ways as well. In a report addressing

the rising threat of malicious AI use, Brundage et al. (2018) called for increased efforts

to boost AI understanding in order to bring more stakeholders into conversations about

risks and mitigation strategies.

AI Literacy

As the technology becomes more indispensable in society, Ng et al. (2021a)

called for AI to become a “fundamental skill for everyone, not just for computer

scientists. In addition to reading, writing, arithmetic and digital skills, we should add AI to

every learners' twenty-first century technological literacy in work settings and everyday

18



life” (p. 9). The need for AI literacy is important for individuals to be able to evaluate the

abilities and limits of AI systems. Ehsan et al. (2021) found that users with lower levels

of AI literacy can be more easily duped into overestimating AI systems’ capabilities. For

example, when presented with scenario-based decisions, medical clinicians with low

levels of AI literacy picked medical treatments recommended by ML systems at a rate

seven times higher than clinicians with higher AI literacy (Jacobs et al., 2021). As the

use of AI technology grows, limited AI literacy could lead to humans’ overreliance on the

systems’ suggestions in a growing number of critical fields, jeopardizing safety without

questioning the software’s proposed solutions.

Despite the heightened need for AI literacy, mounting evidence suggests that

citizens do not understand how AI systems are designed and work. In a survey of 2103

respondents based in the United Kingdom, Holder et al. (2018) found that while 75% of

participants were aware of what AI is, fewer than 15% answered that they have had

direct contact with AI, and only 2 in 100 believed that AI is having an impact on society.

These low rates led the authors to surmise that the general public, including the

segment that is familiar with AI, has limited ability to identify the technology even as

they interact with it and also grossly underestimate AI’s effects on the greater

community. Similarly, even though the general public is largely familiar with the

existence of and the use of AI services and hardware, they rarely understand the

underlying technology or comprehend the ethical concerns associated with AI systems

(Burgsteiner et al., 2016). In essence, few recognize or comprehend AI even as they

are becoming ubiquitous, revolutionizing many industries, changing our way of life, and

intensifying societal inequities (West & Allen, 2018).
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Since AI is embedded into a range of technologies children use on a regular

basis, these systems serve as a looking glass that shapes how they see the world. As

such, children are entitled to recognize AI, understand how the systems function, and

appreciate their own potential to influence and change the technology (DiPaola et al.,

2022). Many feel that children’s frequent use of AI must consequently lead to a grasp of

how the software works. However, mere use of AI tools alone does not remedy learners’

lack of understanding of the technology (Kong et al., 2021). To combat this lack of AI

literacy there have been calls to consider teaching AI at the K-12 level including in CS

courses (Kandlhofer, et al., 2016; Touretzky et al., 2019). Up to this point, a limited body

of research has explored how AI education is currently being implemented at the K-12

grades.

AI in K-12 Education

Increasingly, researchers have argued for AI education to be embedded in K-12

classrooms considering schools’ great influence on the country’s population (Roschelle

et al., 2020). The general populace appears to agree. In an effort to better understand

the public’s views on AI in education, Orth and Bialik (2023) conducted an online survey

of 1,000 U.S. adult citizens. The researchers randomly sampled opt-in participants

using sample matching and weighting by gender, age, race, education, and other

factors to generate a representative yet random sample. Sixty-one percent of

respondents indicated that they feel it is very or somewhat necessary for K-12 students

to learn AI-related skills to equip them for future careers. Teaching K-12 students about

AI could have a far-reaching impact on the country’s AI literacy from a very young age

(Touretzky et al., 2019). A growing number of educators have recognized this fact and
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K-12 AI instruction has experienced growth in the last several years (Marques, et al.,

2020). However, the nascent subject does not have established best practices for K-12

instruction and content matter. The bulk of AI education research efforts have focused

on university level students rather than K-12 instruction, and the limited number of K-12

studies often concentrate on one particular AI tool or concept (Burgsteiner et al., 2016).

In an effort to improve on this limited, scattershot method, researchers have embarked

on a variety of approaches to expand and grow AI learning opportunities for K-12

students.

Some of these efforts have been aimed at informal learning spaces, such as

student competitions, summer camps, and Massive Open Online Courses (MOOCs),

while others have focused on formal learning spaces, typically traditional classroom

settings in schools (Wang et al., 2022). Informal AI education can offer flexibility and

nimbleness unmatched by schools, allowing instruction to be responsive to new

technologies, approaches, and trends. This allows informal learning spaces, which often

have fewer bureaucratic requirements, to meet dynamic needs more quickly than formal

learning organizations. Availability of informal learning, especially web-based virtual

learning, has the potential to provide access to AI learning opportunities to learners

around the world, if they seek them out. Examples of informal learning approaches to AI

education include Elements of AI (EoAI), a MOOC geared toward K-12 learners, and

Technovation AI Family Challenge, a competition that enlists K-12 students and their

families to solve problems in their community using AI. On the other hand, while formal

learning organizations are often slower to respond to needs, their systematic,

methodical approach can offer increased structure and supports for school systems,
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educators, and learners. The guidelines, standards, and curricula commonly found in

formal education settings generally create more consistent instructional delivery and an

assurance that all learners have access to the educational opportunities (Steinbauer et

al., 2021). Examples of formal learning initiatives include Code.org’s AI curriculum with

targeted lessons geared toward 3rd to 12th grades, the International Society for

Technology in Education’s (ISTE) hands-on project guides aimed at elementary and

secondary CS and elective courses, AI4ALL’s interdisciplinary open learning lessons

designed for learners without extensive CS or math backgrounds, and the AI Education

Project’s (aiEDU) 5-minute AI snapshot class warm-ups for 7th to 12th grade learners

and series of Intro to AI project-based learning lessons aimed at 9-12th graders.

Whatever the mode, both AI formal and informal learning approaches need to consider

students’ motivations to engage with the field.

Much is yet to be discovered about what drives students to learn about AI. Chai

et al. (2021) delivered an online questionnaire to 682 students in 3rd to 6th grade in a

school in Beijing, China. Their study employed the Theory of the Planned Behavior

(Ajzen, 1991) to examine students’ intention to learn AI. At the time of the survey,

participants were enrolled in a mandatory six-hour introductory AI class. The instrument

measured the following five factors: self-efficacy in learning AI, AI readiness,

perceptions of the use of AI for social good, AI literacy, and behavioral intention. Using

structural equation modeling, the researchers’ analysis suggested that students’

self-efficacy in learning AI, AI readiness, and perceived use of AI for social good were

all direct predictors of students’ intention to learn AI.
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Regardless of the teaching approach or motivation to learn about AI, instruction

requires age appropriate learning tools and instructional materials to support K-12

learners.

AI Education Tools

In a systematic review of 49 research articles, Ng, Lee, et al. (2022) found that

one of the greatest barriers to K-12 AI education has historically been the shortage of

beginner-appropriate software tools and accompanying teaching resources. This

challenge is critical to overcome, as learners must have the ability to tinker with actual

AI technology in order to comprehend the underlying concepts (Touretzky et al., 2019).

Promisingly, Gresse von Wangenheim et al. (2021), in a systematic mapping of 56

platforms geared toward teaching ML, found that the development of user-friendly AI

tools designed specifically for teaching and learning has gained momentum in recent

years. The researchers noted that the bulk of these emerging tools were designed in a

manner to allow novice learners to build AI artifacts without burdensome technical CS

skill. This influx of AI education platforms has been documented by a number of studies.

Sanusi et al. (2022), in their systematic review of 39 articles from 2010 to 2021,

detailed the three most common forms of instructional software tools geared toward

K-12 AI learners - conversational agents, programming environments, and robotics

platforms. Conversational agents, often in the form of chatbots, make use of natural

language processing to interact with the learner using human language. Programming

environments allow students to write programs that incorporate AI through

drag-and-drop block-based or traditional programming languages such as Java, Python,

R, JavaScript, or C / C++ / C#. Meanwhile, robotics tools enable students to code the

23



software that controls virtual or tangible robots. A primary focus for many of these AI

learning platforms is to lower the barriers to entry for newcomers.

Creating AI systems from scratch generally requires a wealth of technical design

skill and programming experience, which the bulk of K-12 students do not yet have. In

an effort to empower beginning learners without this background to design and create

AI artifacts, developers have created a variety of no- and low-code tools aimed at

newcomers. The Machine Learning for Kids website, machinelearningforkids.co.uk

(Lane, 2017), is one such platform. Its graphical user interface walks beginners through

a process to create labeled categories and place images, text, or numbers in the

appropriate bucket that exemplifies the category. The site then uses IBM Watson

servers to create a classification model that can be used to classify new images based

on the original categories. Next, the tool can add this newly generated model to the

Scratch (Resnick et al. 2009), Python (Van Rossum, 2007), or App Inventor (Abelson et

al., 2012) programming environment, allowing the learner to write programs that make

use of the new image recognition rules.

Similarly, Google’s Teachable Machine allows learners to build and experiment

with ML classification models through a web-based graphical user interface, eliminating

the need for programming expertise. Its flexibility and low barriers to entry have made

the tool popular in K-12 classrooms across the globe and a number of curriculum

developers have incorporated it into a variety of courses of study (Carney et al., 2020).

TensorFlow Playground, also developed by Google, is a web-based, graphical tool that

encourages learners to design, build, and experiment with neural networks to work out

regression or classification problems without the need for coding (Smilkov et al., 2017).
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Similarly, Code.org’s (2023) web-based AI for Oceans tool allows learners to train a

machine learning model through clicking on or tapping image training data. The

graphical, experiment-friendly nature of these types of tools frees up students to focus

on big picture, conceptual understanding rather than concentrating on the proper syntax

necessary to make the underlying AI work properly.

Tangible tools that have been designed to illustrate AI concepts have

demonstrated promising results through research with students of varying ages. For

example, Druga (2018) introduced the Cognimates platform to 107 learners aged 7 to

14 years old from the U.S., Germany, Denmark, and Sweden. The software allowed

users to program internet-connected toys, robots, and intelligent devices such as the

Google Home and Amazon Alexa. The author found that as they programmed and

played through the platform students’ understanding of AI concepts deepened as well

as their doubt about the devices’ truthfulness and true intelligence. Williams et al. (2019)

built PopBots, a hands-on platform for preschool children that connected a smartphone

to LEGO pieces and motors to build a social robot which learners programmed using a

block-based programming environment on a touchscreen tablet. The researchers also

authored a complementary constructionist-inspired (Papert, 1980), collaborative group

curriculum to teach three AI concepts - knowledge-based systems, supervised machine

learning, and generative music AI through creative exploration. While delivering the

curriculum as a week-long module to 80 pre-kindergarten and kindergarten students,

the authors found that even young students were able to comprehend AI concepts.

Developers have also created a variety of other tools with potential for K-12 AI

education. For example, the Cozmo (Brehm et al., 2019) and Create (Fernandes, 2016)
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robotics platforms’ sensors and computer vision capabilities have made them viable

platforms for K-12 AI programming. Engineers have also designed learning tools geared

toward younger learners. Any-Cubes (Scheidt and Pulver, 2019), a prototype toy made

of wooden blocks, a camera, and a microcontroller was designed to allow children as

young as six explore image classification. In addition to the variety of learning tools

aimed at enabling novice learners to create AI artifacts, an array of AI curricula

designed for K-12 students has been developed in recent years.

AI Curricula and Approaches

As many K-12 educators have had little exposure to AI or experience teaching

the subject, it is crucial that learning materials are approachable and relatable not only

to students but also to teachers of all background levels (Vazhayil et al., 2019). Further,

much of the existing AI curricula has been developed for college-level and other adult

audiences; however, these learning materials are not always suitable for K-12 learning

environments. Rigid class schedules in schools, broad learner developmental variability,

and a wide range of unique factors require AI curriculum developers to consider

strategies to maximize student engagement and provide the necessary scaffolding to

help K-12 learners succeed (Zhou et al., 2020). Curriculum developers have set out to

create curricula and other instructional materials to meet this need; however, few

empirical studies have conducted rigorous evaluation of this budding AI curricula to

determine their effectiveness.

Lin and Van Brummelen (2021) empowered teachers to customize AI curriculum

to their students’ interests. They engaged 15 5-12th grade teachers in co-design

workshops, helping them to recognize opportune topics in the core subjects they taught
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where AI could be embedded. The teachers and researchers then worked together to

develop learning activities to help learners make connections between the core content

topics and AI concepts. Lin and Van Brummelen suggested that in future curriculum

co-design efforts, further scaffolding would better allow K-12 teachers to embed ethics

and data concepts into their lessons. Additionally, the authors stressed the importance

of curriculum developers providing ample support for student assessment and a focus

on maximizing student engagement.

Other curriculum development initiatives have employed a variety of approaches

to engage K-12 students with AI learning opportunities. In one such project, an AI

researcher and classroom teachers co-designed an interdisciplinary curriculum aimed at

grades K-6. The learning materials allowed learners to program Lego Mindstorms

robots, write AI programs, and conduct experiments to deepen their understanding of

basic AI concepts (Heinze et al., 2010). Ng, Lou, et al. (2022) designed a series of

workshops designed to teach elementary-aged learners about AI through digital story

writing. In another effort, Lee and Perret (2022) wrote a curriculum to introduce high

school students to AI through data science. The lessons were co-designed with

undergraduate students and geared toward learners with no background in AI.

In an effort to position learners at the heart of the learning experience, Toivonen

et al. (2020) created a curriculum to engage middle school students with real-world ML.

After the introductory lessons, students brainstormed problems that could be solved

with the technology and collaborated with a group of their peers to build a prototype

solution. To pique the interest of 10- to 14-year-old learners, Henry et al. (2021)

developed a curriculum that incorporated ML learning opportunities into a role-playing
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game. Students were introduced to ML concepts while engaging in game play. The

curriculum was tested with 60 teachers, 70 middle school students, and 12 elementary

students. Through pre- and post-tests as well as participant interviews the researchers

found that learners deepened their understanding of the influence that training datasets

have on AI systems’ intelligence and that the technology’s abilities are dictated by their

underlying programs. Similarly, Lee et al. (2020) employed game-based learning to

introduce AI concepts in upper elementary learning environments. They built a

collaborative game-based platform designed to incorporate AI learning opportunities

into the life science field through a problem-based approach. Students learned and

applied image recognition, ML, and automated decision making methods through

block-based programming.

Much of the vital work on K-12 curriculum development has been limited in scope

and targeted at isolated components of the AI field. Rizvi et al. (2023) conducted a

systematic literature review of 28 studies published from 2019 to 2022 that presented

data on AI learning outcomes. Analysis of the research revealed that many efforts

zeroed in on specific AI topics, leading the authors to suggest future research on

evaluation frameworks that could inform curriculum developers’ efforts to write

well-rounded, comprehensive learning materials.

In addition to developing students’ understanding of AI concepts, scholars have

also emphasized the importance of embedding ethics instruction in the AI education.

Ethics and Equity

Due to the influence AI technology has on society and the risks it poses to

fairness, equity, privacy, security, job stability, economic equality, and accurate and
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truthful news reporting, there is increasing recognition of the value of having K-12

students reflect on the ethical issues posed by AI. In an article introducing activities to

help students reflect on ethical decision-making using scenarios involving self-driving

cars, Furey and Martin (2019) made a case for a modular method to AI ethics

instruction. They argued that modular ethics curricula allow for the lessons to be

adopted into existing AI courses in order to fill gaps in ethics instruction without

requiring a complete rewrite of the course material. However, Borenstein and Howard

(2021) contended that ethics is far too critical to be treated as something that is plugged

in an existing, disconnected curriculum. Instead, they argued that it should be weaved in

at every point that students learn about AI. The authors made a case that learners

should experience lessons stressing ethics using different approaches throughout their

coursework, including in technical classes.

Akgun and Greenhow (2021) suggested treating students’ lived cultural

experiences and perspectives as assets in AI ethics instruction. They encouraged

curriculum to incorporate more culturally relevant and responsive pedagogies that

create inclusive learning environments, celebrate students’ backgrounds, and nurture

learners’ social awareness while reflecting on key ethical issues (Ladson-Billings, 1995).

Akgun and Greenhow also emphasized that improvement in AI ethics instruction hinges

on adequate teacher professional development (PD). Pre- and inservice teachers need

opportunities to interact with potential curriculum resources, consider teaching best

practices, and engage in communities of practice with peer teachers in order to build

their capacity.
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Blakeley Payne (2019), assisted by Cynthia Breazeal’s MIT Media Lab Personal

Robots Group, wrote an influential, freely available curriculum geared toward middle

school students titled AI + Ethics. The curriculum’s eight learning activities are largely

unplugged lessons aimed at illustrating AI’s positive and negative impacts on society.

Goals of the curriculum included helping students comprehend how AI systems work,

that they are not neutral, that not all audiences are impacted the same way by the

technology, and to empower learners to seek equitable outcomes from the systems.

Zhang, Lee, et al. (2022) crafted the Developing AI Literacy (DAILy) workshop, a

30-hour middle school curriculum focused on three main topics: AI technical concepts

and processes, ethical and societal implications of the technology, and careers in the

coming AI age. The curriculum was designed to broaden AI participation by focusing on

middle school students, an age the authors identified as pivotal for developing AI

literacy. Due to the COVID pandemic, the workshop was presented virtually during a

summer STEM program to 25 participants, the majority of whom had no previous CS/AI

instruction. The sample was made up predominantly of students from groups

traditionally underrepresented in CS and STEM fields. Results of an AI concept

inventory suggested significant increases in students’ comprehension of AI concepts,

technical skills, and ability to recognize AI. Additionally, students demonstrated greater

ability to spot and mitigate bias in ML models and also speak to the technology’s

impacts on society (Lee et al., 2021). The group’s emphasis on embedding ethics into

AI instruction has been mirrored by a range of other efforts.

In another study, Ali et al. (2019) piloted their AI+Ethics curriculum with 225

middle school students who had no previous AI or CS experience. The series of three
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45-minute constructionist-styled lessons focused not only on AI concepts but also

algorithmic bias. The researchers’ approach demonstrated potential for embedding

opportunities for students to reflect on the ethics of AI while engaging in learning about

the field.

Pedagogy and Instruction

In addition to exploring what K-12 students should be taught, researchers have

also examined which instructional approaches are most effective. In a systematic review

of 32 AI education empirical studies published from 2010 to 2022, Yue et al. (2022)

encountered a wide variety of pedagogies and instructional techniques employed in

K-12 learning environments. Most commonly found in the research were direct

instruction, interactive learning, collaborative learning, participatory learning,

game-based learning, project-based learning, and design-oriented learning.

Prior research has suggested that K-12 teachers’ instruction should be informed

by their students’ conceptions and background knowledge (Qian & Lehman, 2017;

Sadler et al., 2013). Within AI education, research on learners’ conceptions is nascent

but initial studies suggest its implications for pedagogy. Better understanding of

learners’ conceptualization of the technology can inform teaching practices to

supplement students’ preconceptions and counteract their misconceptions. For

example, Sulmont et al. (2019) interviewed 10 university professors from Canada, the

U.S., and Europe who were experienced in teaching ML to novice students. They

reported that the most common preconceptions among their college students originated

from popular media and while students generally felt that the technology was powerful,

will be increasingly important going forward, and could lead to future career
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opportunities, many students did not think they were capable of harnessing ML because

they did not possess strong enough CS and math skills. Long & Magerko (2020)

reviewed 150 AI articles and found that learners commonly have misconceptions about

the technology’s limitations, wrongly assume that AI systems have much more

intelligence than they actually do, and also have limited conceptions of how the systems

function due to a lack of transparency. Meanwhile, AI preconceptions appear persistent.

During Zhang, Lee, et al.’s (2022) implementation of an AI curriculum with middle

school students, the researchers reported that of those learners who entered the

learning experience with AI misconceptions, 37.5% were able to overcome them and

develop a complex understanding of the content. However, the incorrect preconception

persisted through the conclusion of the workshop for 25% of participants, suggesting

both the promise and challenge of overcoming preconceptions.

As AI education begins to mature, researchers have begun to turn to established

pedagogical frameworks, such as TPACK (Koehler & Mishra, 2009), to explore what

teacher knowledge and which approaches to instruction are most advantageous. In their

systematic review, Yue et al. (2022) found an increase in the number of studies

scrutinizing teachers’ technological pedagogical knowledge (TPK), specifically how they

apply the affordances that new AI teaching tools and technologies present to the

learning environment. Kim et al. (2021) used a collective case study approach to

analyze the technological knowledge (TK), pedagogical knowledge (PK), and content

knowledge (CK) required to implement commonly used AI resources and tools in U.S.,

Chinese, Indian, Australian, and South Korean classrooms. Their analysis informed

their proposed set of 11 K-12 AI teacher competencies found in Table 1.
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Table 1

K-12 AI Teacher Competencies

TPACK Required competency of teachers for K-12 AI education

PK 1. Facilitate project-based learning
2. Organize essential concepts and principles into play and

games

PCK 3. Classroom management and problem-solving based
activity construction on AI technologies and AI social issue
awareness

CK 4. Fundamentals of AI (problem-solving, inference, learning,
recognition)

5. Computer Science (programming, algorithms)
6. Applied Mathematics (probability, statistics, calculus)
7. AI Ethics

TK 8. Using ICT tools and educational software
9. Construct programming environment

TCK 10. Using web or API-based online education platforms for AI
project education

TPK 11. Provide feedback and encourage peer-reviewing of AI
project outcomes shared in open online education
platform

Source: Kim et al., 2021

An important aspect of K-12 pedagogy is student assessment that can serve to

inform teaching practices. Scholars have begun to close the research gap in the K-12 AI

assessment space but much work is left to be done. Ng et al. (2023) developed a

validated instrument aimed at measuring K-12 students’ AI literacy. Their 25-item

questionnaire used a 5-point Likert scale to gauge different components of students’ AI

literacy development and perception of their abilities. The researchers piloted the

instrument at two schools in Hong Kong with 363 participants aged 12 to 17 and
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conducted confirmatory factor analysis. Their model resulted in a good fit, with

Cronbach’s Alpha levels between 0.58 to 0.91, using the following factors: intrinsic

motivation, self-efficacy, behavioral intention, behavioral engagement, know and

understand AI, and use and apply AI.

Sound pedagogy is also responsive to student needs and outcomes. While

examinations of differences in learning outcomes based on gender have been rare in

the AI education space, Norouzi et al. (2020) reported a concerning observation. The

authors held an 80-hour, one-month summer course for 19 high school students on ML

and natural language processing. The instructors randomly assigned participants peer

partners throughout the course, had students engage in icebreaker activities regularly,

and frequently encouraged participants to have discussions with their partners and the

whole class in order to encourage cooperative learning. However, when students shifted

to mixed-gender group work, the young women generally opted for less technical tasks

on projects and presentations while the young men in their groups largely took on the

technical roles. While only one finding, this alarming report is a vivid reminder of the

importance of not just creating opportunities for students from traditionally

underrepresented groups to participate in AI learning, but to prioritize instructional

approaches that build learners’ self-efficacy and leverage their interests, strengths, and

lived experiences.

Underrepresented Groups

It has been well-documented that White, Asian, and/or male learners have

greater access to and higher participation rates in CS/AI education than their non-male

and/or minority peers (Zhang, Lee, et al., 2022). Meanwhile, it is crucial that all learners,
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especially those from traditionally underrepresented groups, receive AI education in

order to improve the inclusivity of AI design and accessibility of the tools that have

become key in our digital age (Ng et al., 2021a). Researchers and other organizations

have begun to implement initiatives to boost inclusivity in AI education.

AI4ALL (2020), a non-profit organization based in the U.S. seeks to provide

learning opportunities to students from traditionally excluded groups. They offer a free

interdisciplinary curriculum aimed at high school students that is aligned to science,

language arts, and CS standards. The ten-lesson curriculum was written with an eye

toward accessibility to all students and does not require students to have extensive

math and CS backgrounds. Additionally, the organization partners with 16

postsecondary U.S. universities to provide programs to students of diverse backgrounds

and identities in an effort to broaden participation in AI so that future technologies better

reflect the entire society and its needs. Eguchi (2021), recognized the need to make

access to AI learning opportunities widely available in order to prevent a deepening of

the digital divide between developed and developing nations. The researcher developed

Cogbots, an inexpensive open source robotics platform for students to learn AI. To keep

costs as minimal as possible, robots can be assembled using recycled smartphones

and 3D printed or cardboard components, in addition to inexpensive circuitry.

Everson et al. (2022) sought to create an opportunity for students to be critical

computer scientists. The result was a six-week course for high schoolers titled

“Creatively Coding a Better Future” that was co-constructed with a group of 14 racially,

ethnically, socioeconomically, and gender diverse students from the state of

Washington. Using a culturally responsive pedagogy, the instructors allowed for
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maximum student agency on projects and students responded by creatively weaving

critical issues into their work for each of the CS and AI topics covered. The researchers

emphasized that when approaching a potentially sensitive topic such as ethics in

artificial intelligence, it is necessary to establish a classroom climate in which students

feel comfortable discussing topics related to underrepresented groups.

K-12 AI and ML Curricular Frameworks

The AI field is evolving quickly, making it challenging for schools to respond with

appropriate learning opportunities for their students. As AI topics have yet to make their

way into U.S. K-12 content standards in a meaningful way, educators have lacked an

authoritative source to turn to as they consider what to teach about AI. In an attempt to

fill this void, a variety of K-12 AI and ML curriculum frameworks have recently been

developed, including AI Literacy: Competencies and Design Considerations, the

AI4K12: K-12 AI Guidelines, and the Machine Learning Education Framework for

Transforming ML Consumers to be ML Contributors.

AI Literacy: Competencies and Design Considerations

As multimedia became more commonplace in the 1990s, experts began to

suggest the need for a new skill set which would allow the future workforce to take full

advantage of the digital tools and information sources rapidly coming available. Gilster

popularized the term “digital literacy” in 1997 and galvanized an effort to provide

students opportunities to learn the skills and competencies to help them succeed in the

digital world. Gilster’s view of digital literacy centered on helping learners nurture new

ways of thinking rather than memorizing technical procedures. Subsequently, as the

world has quickly adopted a variety of digital tools, digital literacy has become regarded
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as critical to individuals’ career success, schools’ suitability for the times, and nations’

competitiveness with peer countries (Bawden, 2008). Many are pressing for a similar

emphasis on AI literacy today. Kandlhofer et al. suggested that, “Looking towards the

near future, jobs will largely be related to AI. In this context literacy in AI and computer

science will become as important as classic literacy (reading/writing)” (2016, p. 1).

Long and Magerko’s (2020) seminal work argued that despite the increased use

and broader acceptance of AI, the greater citizenry does not have a firm understanding

of how the systems function. Extensive adoption of AI systems could have myriad

implications on society, and these impacts could become more pronounced if the

general public, including policymakers, have a limited understanding of the technology.

As a result, individuals would become less competitive in the workplace and greater

society could become increasingly unjust. To combat these potentially dangerous

outcomes, the authors called for measures to boost AI literacy education in order to

deepen society’s level of understanding of AI. In an attempt to jump start these efforts,

the researchers’ first work was to establish what everyone should know about AI.

Due to the dearth of peer-reviewed AI education research, Long and Magerko’s

scoping study (2020) broadened to consider syllabi from AI courses, AI textbooks, polls

of public perception, and research examining common perceptions and misconceptions

of AI. Their analysis led to themes that were distilled to a working definition of AI literacy

in addition to a framework of learner competencies and design considerations to inform

the design of AI literacy learning experiences. Akin to terms digital literacy,

computational literacy, scientific literacy, and data literacy used to denote what

individuals comprehend and the actions they are able to perform in a certain context,
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Long and Magerko define AI literacy as “a set of competencies that enables individuals

to critically evaluate AI technologies; communicate and collaborate effectively with AI;

and use AI as a tool online, at home, and in the workplace” (2020, p. 2). The authors

also proposed 17 learner competencies (see Table 2) cataloging the knowledge, skills,

and abilities they feel every learner, especially non-technical learners, should be able to

demonstrate following AI instruction.

Table 2

AI Literacy Competencies

Competency Learner Outcome

1. Recognizing AI Distinguish between technological artifacts that use and do
not use AI.

2. Understanding
Intelligence

Critically analyze and discuss features that make an entity
“intelligent”. Discuss differences between human, animal, and
machine intelligence.

3. Interdisciplinarity Recognize that there are many ways to think about and
develop “intelligent” machines. Identify a variety of
technologies that use AI, including technology spanning
cognitive systems, robotics and ML.

4. General vs narrow
AI

Distinguish between general and narrow AI.

5. AI strengths and
weaknesses

Identify problem types that AI does/does not excel at.
Determine when it is appropriate to use AI and when to
leverage human skills.

6. Imagine future AI Imagine possible future applications of AI and consider the
effects of such applications on the world.

7. Representations Understand what a knowledge representation is and describe
some examples of knowledge representations.

8. Decision-making Recognize and describe examples of how computers reason
and make decisions.

9. ML steps Understand the steps involved in machine learning and the
practices and challenges that each step entails.
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Table 2 (cont’d)

10. Human role in AI Recognize that humans play an important role in
programming, choosing models, and fine-tuning AI systems.

11. Data literacy Understand basic data literacy concepts.

12. Learning from
data

Recognize that computers often learn from data (including
one’s own data).

13. Critically
interpreting data

Understand that data requires interpretation. Describe how
the training examples provided in an initial dataset can affect
the results of an algorithm.

14. Action and
reaction

Understand that some AI systems have the ability to
physically act on the world. This action can be directed by
higher-level reasoning (e.g., walking along a planned path) or
reactive impulses (e.g., jumping backwards to avoid a sensed
obstacle).

15. Sensors Understand what sensors are and that computers perceive
the world using sensors. Identify sensors on a variety of
devices. Recognize that different sensors support different
types of representation and reasoning about the world.

16. Ethics Identify and describe different perspectives on the key ethical
issues surrounding AI (i.e., privacy, employment,
misinformation, the singularity, ethical decision making,
diversity, bias, transparency, accountability).

17. Programmability Understand that agents are programmable.

Source: Long and Magerko, 2020

In addition to the learner competencies, Long and Magerko’s AI literacy

framework also includes 15 design considerations (see Table 3) geared toward

providing guidance to developers and educators as they construct learning experiences,

support materials, and tools for AI learners.
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Table 3

AI Literacy Design Considerations

Design Consideration Consideration Details

1. Explainability Include graphical visualizations, simulations, explanations of
agents’ decision-making processes, or interactive
demonstrations in order to aid learners’ understanding of AI.

2. Embodied
interactions

Design interventions in which individuals can act as or follow
the agent, as a way of making sense of the agent’s reasoning
process. This may involve embodied simulations of
algorithms and/or hands-on physical experimentation with AI
technology.

3. Contextualizing
data

Encourage learners to investigate who created the dataset,
how the data was collected, and what the limitations of the
dataset are. This may involve choosing datasets that are
relevant to learners’ lives, are low-dimensional and are
‘messy’ (i.e. not cleaned or neatly categorizable).

4. Promote
transparency

Promote transparency in all aspects of AI design (i.e.
eliminating black-box functionality, sharing creator intentions
and funding/data sources, etc.).

5. Unveil gradually To prevent cognitive overload, give users the option to inspect
and learn about different system components; explain only a
few components at a time; or introduce scaffolding that fades
as the user learns more about the system’s operations.

6. Opportunities to
program

Provide ways for individuals to program and/or teach AI
agents. Keep coding prerequisites to a minimum by focusing
on visual/auditory elements and/or incorporating strategies
like Parsons problems and fill-in-the-blank code.

7. Milestones Consider how perceptions of AI are affected by
developmental milestones (e.g. theory of mind development),
age, and prior experience with technology.

8. Critical Thinking Encourage learners to be critical consumers of AI
technologies by questioning the intelligence and
trustworthiness of AI applications.
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Table 3 (cont’d)

9. Identities, values
and backgrounds

Consider how learners’ identities, values, and backgrounds
affect their interest in and preconceptions of AI. Learning
interventions that incorporate personal identity or cultural
values may encourage their interest and motivation.

10. Support for
parents

When designing for families, help parents scaffold their
children’s AI learning experiences.

11. Social interaction Design AI learning experiences that foster social interaction
and collaboration.

12. Leverage
learners’ interests

Exploit current issues, everyday experiences, or common
pastimes like games or music when designing AI literacy
interventions.

13. Acknowledge
preconceptions

Allow for the fact that learners may have politicized or
sensationalized preconceptions of AI from popular media, and
consider how to respect, address, and expand on these ideas
in learning interventions.

14. New perspectives Introduce perspectives that are not as well-represented in
popular media (e.g. less publicized AI subfields, balanced
discussions on the dangers and benefits of AI).

15. Low barrier to
entry

Consider how to communicate AI concepts to learners who
do not have extensive backgrounds in mathematics or
computer science (e.g. by reducing the prerequisite
knowledge/skills, relating AI to prior knowledge, and
addressing learners’ insecurities about their ability).

Source: Long and Magerko, 2020

AI4K12

Non-profit advocacy organizations, government agencies, and industry partners

have galvanized their efforts to bring opportunities to learn CS to all U.S. K-12 students.

These efforts have also helped to institutionalize K-12 learner outcomes through the

K-12 CS Framework (K-12 Computer Science Framework Steering Committee, 2016),

CSTA K-12 Standards (Computer Science Teachers Association, 2017), AP CS

Principles Curriculum Framework (College Board, 2020), and other guidelines. As an
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outgrowth of this work, a variety of curricula, supporting resources, and educational

tools have been developed to support implementation of CS instruction in the K-12

classroom. While these efforts have had a dramatically positive impact on the number of

K-12 learners receiving CS education, the benefit has not spilled over into K-12 AI

education. In an effort to replicate the successful standardization of what learners

should know about CS, the Associate of Advancement of Artificial Intelligence (AAAI)

and CSTA partnered to form the AI for K-12 Working Group (AI4K12). The working

group is made up of professors, researchers, industry experts, and K-12 teachers and

intends to map out the essential AI topics, concepts, and issues that should be taught to

all students (Touretzky et al., 2019).

The AI4K12 Initiative developed a draft framework based on five big ideas

(Wiggins & McTighe, 2005) about AI that all students should comprehend (see Table 4).

The group then broke each big idea into learning concepts and skills before mapping

them to learning objectives and essential understandings tied to K-2, 3-5, 6-8, and 9-12

grade bands. The group is in the process of receiving and incorporating feedback from

the general public on the draft guidelines. AI4K12 envisions that their framework of

learning pathways will serve to inform standards writing and curriculum development

efforts to incorporate age-appropriate AI concepts and skill development

(Gardner-McCune et al., 2019).
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Table 4

AI4K12’s Five Big Ideas

Big Idea Idea Details

1. Perception Computers perceive the world using sensors

2. Representation and
Reasoning

Agents maintain representations of the world and use
them for reasoning

3. Learning Computers can learn from data

4. Natural Interaction Intelligent agents require many types of knowledge to
interact naturally with humans

5. Societal Impact AI can impact society in both positive and negative ways

Source: Touretzky et al., 2019

The Machine Learning Education Framework

Lao established the Machine Learning Education Framework in a 2020 study.

Where the AI Literacy and AI4K12 frameworks focus on laying out the concepts K-12

learners should understand and what skills they should have in the greater AI field, the

aim of the ML Education framework was to transform “ML consumers to ML-engaged

citizens, and then onwards to tinkerers and eventually researchers or engineers” (Lao,

2020, p. 149). While the author did not detail the literature review process that informed

the framework, the ML Education framework was influenced by self-efficacy (Bandura,

1977), constructionism (Papert, 1980), and computational action (Tissenbaum et al.,

2019) theories. The framework is concentrated specifically on the AI subfield of ML and

extends past the K-12 setting and into higher education in its consideration of some

technical ML concepts. The ML Education framework was intended to inform curriculum

development efforts, appropriate evaluation of ML interventions, and the delivery of

equitable learner supports. Lao contended that for learners to succeed and progress
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from consumer to tinkerer to engaged citizen in the field, ML learning experiences must

provide learners opportunities to cultivate the appropriate knowledge, skills, and

attitudes (see Table 5). The framework’s four knowledge items are General ML, ML

Methods, Bias in ML Systems, and Societal Implications of ML; the six skill items are

ML Problem Scoping, ML Project Planning, Creating ML Artifacts, Analysis of ML

Design Intentions and Results, ML advocacy, and Independent Out-of-Class Learning;

and the four attitudinal items are Interest, Identity and Community, Self-Efficacy, and

Persistence (Lao, 2020).

Table 5

The Machine Learning Education Framework for Transforming ML Consumers to be

ML Contributors

Item Learner Outcome

Knowledge

1. General ML Knowledge Know what machine learning is (and is not). Understand
the entire pipeline of the creation of ML systems.

2. Knowledge of ML
Methods

Identify when to use a range of ML methods across the
breadth of the field (e.g., k-nearest neighbors, CARTs or
decision trees, neural networks, ensemble methods).
Understand how different methods work.

3. Bias in ML Systems Understand that systems can be biased, and the
different levels and ways in which bias can be
introduced.

4. Societal Implications of
AI

Understand that ML systems can have widespread
positive and negative impacts. Consider the ethical,
cultural and social implications of what they do.

Skills
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Table 5 (cont’d)

1. ML Problem Scoping Determine which problems can and should be solved by
ML.

2. ML Project Planning Plan a solution which is sensitive to both technical and
contextual considerations.

3. Creating ML Artifacts Use tools to create appropriate artifacts.

4. Analysis of ML Design
Interactions and Results

Describe the explicit and implicit design intentions of an
ML system. Critically analyze the intentions against how
the system can and should be used.

5. ML Advocacy Critically discuss ML policies, products and education.

6. Independent
Out-of-class Learning

Students seek learning experiences outside the
classroom.

Attitudes

1. Interest Students are engaged and motivated to study the topic.

2. Identity and Community Students contribute to and learn from a community of
peers and/or broader online communities who are
interested in ML.

3. Self-efficacy Students are empowered to build new, meaningful
things.

4. Persistence Students continue and expand their engagement with
ML.

Source: Lao, 2020

Lao was mindful that not all schools would have the resources necessary for

learners to create the technical artifacts necessary to address all items in the

framework. To account for these under-resourced situations, the framework requires

three of the knowledge items and three skill items as a minimum to help learners

become ML-engaged citizens, with hope that they can be exposed to the technical

knowledge and skills in the future. These minimally required items are K1. General ML

Knowledge, K3. Bias in ML Systems, K4. Societal Implications of ML, S1. ML Problem

45



Scoping, S4. Analysis of ML Design Intentions and Results, and S5. ML Advocacy (Lao,

2020).

Teacher Perceptions and Conceptions

Teachers are indispensable in any widespread effort to provide AI learning

opportunities in K-12 schools. However, in their analysis of 49 research articles, Ng,

Lee, et al. (2022) found that K-12 teachers commonly expressed low confidence in their

grasp of AI. Given teachers’ integral role in AI education, their perceptions and

conceptions of the technology could be critical, yet a small number of documented

studies have deeply examined K-12 teachers’ interpretations and views.

Vazhayil et al. (2019) examined middle and high school teachers' conceptions

about teaching AI as a part of teacher PD in India. The authors found that the majority

of teachers did not recognize the job opportunities that AI learning could create for their

students. Teachers’ primary concerns focused on the challenge of communicating the

importance of the field to school administrators and the lack of access to AI instructional

tools. Participants reported that access issues were largely due to the high level of

internet filtering on school computers.

Lindner and Berges (2020) used semi-structured interviews to explore how 23

German teachers’ who taught a variety of subjects including CS conceived of AI. Only

two participants felt confident in their ability to teach AI while nine reported that they had

independently sought out information to learn more about AI. Teachers frequently felt

that AI imitates humans’ thinking and exhibits creativity and problem-solving skills.

Teachers often identified AI technologies to be algorithms and programs that also have

the ability to self-learn and grow abilities beyond their coded instructions through
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identifying patterns in data and trial and error. The researchers concluded that based on

educators’ vague and general conceptions of AI, they would need to develop deeper

content knowledge through teacher PD in order to successfully teach the topic. Despite

the importance of teachers learning about AI, only 40% of participants reported actively

learning about the field, while the majority of the teachers’ knowledge came from

popular media and scientific reports.

Chiu and Chai (2020) interviewed 24 Hong Kong computing teachers to examine

their perceptions of K-12 AI education. Participants taught grades 7-12 and half had

previous experience teaching AI while the other half had no experience teaching the

subject. The researchers found that while the teachers generally felt it was important for

students to learn about AI, they considered themselves underqualified and that they did

not have an adequate level of knowledge to teach the content. Teachers also did not

feel they had enough time in their rigid courses to add AI content to their curriculum, nor

did they believe that they had access to the pertinent tools necessary for teaching the

subject.

To better understand teachers’ preconceptions of teaching ML, Sanusi et al.

(2022) conducted a phenomenological study with 12 inservice African teachers. The

purposively sampled participants had all earned a computing degree and came to the

study with experience teaching 10-12th grade CS courses in geographically diverse

locations in Nigeria, Ghana, Tanzania, Kenya, South Africa, and Ghana. Sanusi et al.’s

analysis of the teachers’ responses during semi-structured interviews led to the

following five themes: supporting student technical knowledge, having knowledge of the

concept, focusing on PD practices, contextualizing teaching resources and tools, and

47



sustainability for development goals. Teachers most frequently spoke of the need for PD

since even though they were familiar with ML they did not feel they had the necessary

technical knowledge to teach the subject. Teachers also stressed the importance of

ensuring that ML learning opportunities and materials are appropriately tailored to the

students being taught.

Ottenbreit-Leftwich et al. (2022) explored elementary school teachers’

conceptions of AI and their approach to writing individualized curriculum based on

students’ comprehension. The researchers interviewed three 4th and 5th grade

teachers and asked them to define AI, whether they felt it should be taught, and how to

best blend ethics into the instruction. Teachers pointed out that they regularly encounter

and recognize AI in the form of personal assistants such as Siri and Alexa but that it is

more challenging to detect technologies that often incorporate AI less overtly.

Participants also explained that while AI is programmed by humans, the systems are

able to make decisions beyond the instructions they are explicitly given, often through

analyzing data. They generally felt that AI should be taught in part because new state

standards require it but also to help their students see how the technology already

surrounds them. Teachers underscored that as AI’s influence grows in the future they

want to be sure that their students are prepared for success. In addition, participants

emphasized the importance of ethics instruction and felt that data privacy, self-driving

cars, and character education would be fruitful methods to address AI ethics.

Yau et al. (2023) analyzed teachers’ conceptions of teaching AI through a

phenomenological study. After selecting 28 inservice teachers in 17 schools

representative of Hong Kong, the authors co-designed a curriculum with the teachers.
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The teachers implemented the curriculum with 7th through 9th grade students and

participated in interviews exploring their experience and views. The study categorized

teachers’ conceptions of the importance of AI instruction into the following six themes:

technology bridging, knowledge delivery, interest stimulation, ethics establishment,

capability cultivation, and intellectual development. The most commonly discussed

themes were technology bridging, or increasing students’ awareness of the AI

technology they encounter in their lives, and knowledge delivery, or teachers’ role in

shaping the content into learning opportunities appropriate for their students.

Ayanwale et al. (2022) explored potential relationships between teachers’

conceptions of AI and their intention to teach the subject. Their study surveyed 385

Nigerian K-12 teachers and used structural equation modeling to analyze participants’

responses to the online survey. Thirty-three items and the following eight variables were

applied: AI anxiety, perceived usefulness of AI, AI for social good, attitude towards using

AI, perceived confidence in teaching AI, relevance of AI, AI readiness, and behavioral

intention to teach. The researchers found that teachers' perceived confidence in

teaching AI is a meaningful predictor of their intention to teach the subject, while

teachers' belief in the relevance of teaching AI predicts their readiness to teach the

subject.

Holes in Research Base

As appeals for AI education in grades K-12 increase, it is imperative that

teachers are prepared and equipped to lead this instruction. Additionally, for K-12 AI

education to happen effectively, decision makers must build programs of study

thoughtfully, drawing on empirical research. The existing lines of research offer valuable
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initial insights into the field; however, few exploratory, descriptive studies have

examined 9-12th grade AI education in the U.S. CS courses. The bulk of extant AI

education research focuses on postsecondary settings leaving holes in the research

base at the K-12 level. A growing number of studies have examined K-12 teacher

conceptions of AI but their samples are typically drawn from the general K-12 teacher

population. It is crucial that CS teacher conceptions of AI are analyzed for two primary

reasons. First, AI is a sub-field of CS. Second, today’s CS students may become

tomorrow’s AI developers, and it is imperative that they are well grounded in the

technology’s equity and bias dilemmas.

The first step to build this research base is to understand how CS teachers'

conceive of AI and include it in their CS instruction. However, largely missing from the

literature on AI education are studies examining 9-12th grade CS teachers’ conceptions

and understanding of the field, their perceptions of the domain and its role in secondary

education, their confidence in teaching AI concepts and practices, and the challenges

and roadblocks they face in teaching the subject. The goal of this study was to narrow

this gap in the research by exploring teachers’ conceptions of AI education in high

school CS courses through the following research questions:

RQ1: How do 9-12th grade CS educators conceptualize AI and ML?

RQ2: How do 9-12th grade CS educators conceptualize the role of AI in their CS

instruction?

RQ3: What, if any, instructional curricula and pedagogies do 9-12th grade CS

educators use to bring AI into their CS instruction?
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CHAPTER 3: METHODS

Positionality Statement

Kezar (2022) suggested that individuals do not have one exclusive identity but a

variety of overlapping identities and such is the case with me. I am a white male who

attended public schools in the U.S. throughout grades K-12 and college. Prior to

embarking on this research, I taught CS full-time in grades 6-12 at public schools in the

U.S. for 19 years. I also provided PD to inservice teachers who were formally prepared

to teach other subjects (e.g., science, math, history, language arts) but shifted to teach

CS. Knowing that researchers and study participants each heavily influence the

research process (England, 1994), I understand that my experience in K-12 CS

education could jeopardize participants’ ability and comfortability to express their

conceptions openly. Bourke (2014) urged that it is crucial for researchers to recognize

and acknowledge their identities and accompanying biases. This recognition alone can

serve to provide insights into their positionality and the steps necessary to develop a

plan to successfully and objectively conduct the research. Similarly, Malterud (2001)

underscored that identifying and acknowledging these types of experiences and

potential preconceptions are key to a reflexive approach to successfully design and

conduct impartial research. While I was formerly a member of the population being

studied (9-12th grade U.S. CS teachers), I am no longer. However, I felt it important to

acknowledge this background to the study’s participants.

In the later stages of my teaching career, I felt a strong sense that my students

needed to be prepared to enter an increasingly AI-saturated world but was unsure of the

best way to provide this preparation. The frustration of this experience during my time in
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the CS classroom was a primary motivation for conducting this research. These

personal questions certainly informed my inquiry in this study, but I made a deliberate

effort to develop well defined, structured research methods to prevent my background

from contaminating the study in ways that might lead the research to reinforce my

preexisting notions; those methods follow.

Recruiting and Participants

The study sought teachers who were currently teaching 9-12th grade CS at

in-person or formal virtual schools based in the United States. High school teachers

were the aim of the study since AI concepts are currently only found at the 11-12th

grade level of the latest version of the CSTA (2017) student standards. While many K-8

CS teachers undoubtedly introduce AI concepts to younger students, bounding the

sample to 9-12th grade teachers also allowed the study to have greater focus and

consistency.

A request for participation was shared with CSTA’s teacher network through their

international online forum and local teacher community chapters. CSTA was chosen as

the primary recruitment avenue because it is a U.S.-based, teacher-led non-profit

organization geared toward K-12 CS educators. The recruiting messaging (see

Appendix A) communicated the purpose of the study, expectations of participants, and

that participants would be compensated with a $100 gift card for their participation in the

study. The message also detailed the criteria for participation, provided a link to a

background survey for teachers to volunteer, and shared my contact information so

potential participants could seek more information on the study.
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Fifty-three teachers expressed their interest in participating in the study by

completing the participant screening survey (see Appendix B). The questionnaire first

asked potential participants the following information about their teaching background

and current position: how long they had been teaching CS content, how they prepared

to teach CS content, what CS courses they taught, the grades of their CS students,

what non-CS courses they taught, whether and how they incorporated CS content into

the non-CS courses, and the grades of their non-CS students. The survey then

collected each volunteer’s name, email address, preferred pronouns, race / ethnicity,

school student enrollment, school setting, and school’s Title I status. Responses were

examined to ensure that potential participants met the sample criteria, and three

respondents were removed from consideration as their answers suggested that they did

not teach CS content to 9-12th grade students at a U.S. school. The remaining 50

potential teachers were emailed an invitation to schedule an interview via a web-based

calendaring tool. The original participant recruitment strategy was not to achieve a

predetermined sample size, but rather the intent was to collect data from teachers until

data saturation was reached and no new themes continued to emerge from the analysis

of the interviews (Lincoln & Guba, 1985). After interviewing 23 teachers, I conducted an

initial data analysis. No novel, substantive points arose during the coding of the final

four transcripts of the dataset, so I determined that saturation had been reached.

Twelve participants indicated she/her/hers pronouns (52.2%), nine identified with

he/him/his (39.1%), and two did not indicate preferred pronouns (8.7%). Sixteen

teachers identified as White (69.6%), three as Hispanic or Latino (13.0%), one as Asian

(4.4%), one as Black or African American (4.4%), and two as Multiethnic or Mixed
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(8.7%). Three participants had 0-1 year experience teaching CS (13.0%), four had 2-4

years (17.4%), ten had 5-9 years (43.5%), and six teachers had more than 10 years

experience teaching CS (26.1%). Four teachers taught at a school with enrollment

between 0-249 students (17.4%), eight with enrollment between 250-1000 (34.8%), five

with enrollment between 1000-2000 (21.7%), and six teachers taught in a school with

an enrollment above 2000 students (26.0%). Eleven participants taught in school in an

suburban setting (47.8%), eight in an urban school (34.8%), and four in a rural setting

(17.4%). Fifteen teachers taught in non-Title I schools (65.2%), six in Title I (26.1%), and

two were unsure whether their school was Title I (8.7%). See Table 6 for details on the

23 individual participants.

Table 6

Participant Characteristics (n=23)

Pseudonym Pronouns
Race /
Ethnicity

CS
Teaching
Experience

School
Enrollment

School
Setting

Title I
School

Axel he/him/his Asian 5-9 years 250-1000 rural no

Winonah she/her/hers White 10+ years 0-249 suburban no

Elliott Mixed 0-1 year 0-249 suburban no

Liam he/him/his Multiethnic 10+ years 250-1000 suburban unsure

Orin he/him/his White 2-4 years 1000-2000 urban yes

Fatima she/her/hers White 10+ years 250-1000 rural no

Damari he/him/his White 10+ years 2000+ suburban no

Bella White 5-9 years 250-1000 suburban no

Violet she/her/hers White 10+ years 250-1000 suburban no

Cora she/her/hers White 5-9 years 0-249 urban No

Gemma she/her/hers

Black or
African
American 5-9 years 2000+ urban no
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Table 6 (cont’d)
Keshawn he/him/his White 2-4 years 1000-2000 urban yes

Henry he/him/his White 5-9 years 250-1000 rural no

Penelope she/her/hers White 5-9 years 1000-2000 suburban unsure

Nakeisha she/her/hers
Hispanic or
Latino 5-9 years 250-1000 rural yes

Jose he/him/his
Hispanic or
Latino 2-4 years 1000-2000 suburban no

Mia she/her/hers White 5-9 years 0-249 urban no

Queen she/her/hers White 5-9 years 1000-2000 suburban no

Itzel she/her/hers White 5-9 years 2000+ suburban yes

Uri he/him/his White 0-1 year 2000+ urban no

Sebastian he/him/his
Hispanic or
Latino 2-4 years 2000+ urban yes

Tamika she/her/hers White 10+ years 250-1000 suburban no

Ruby she/her/hers White 0-1 year 2000+ urban yes

Potential interview participants were emailed the IRB-approved informed consent

form (see Appendix C) that explained the purpose of the study, what participants would

be asked to do, the potential benefits and risks of participating, privacy and

confidentiality procedures, rights to opt out of or withdraw from the study, compensation,

and my contact information. The form also explained the informed consent procedure in

which participants indicate their voluntary agreement to participate in the study by

beginning the video call interview. At the beginning of the interview meeting, participants

were asked if they had any questions or concerns regarding the content of the consent

form before the interview began.
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Interview Protocol

A semi-structured interview protocol was used to examine teachers' conceptions

of AI and ML, the role of AI in their CS instruction, and the curricula and pedagogies

they use to bring AI into their CS instruction. Due to the scarcity of research on

teachers’ conceptions of AI and their role in CS instruction, new interview questions

were developed specifically for the study. A pilot interview was conducted with a 9-12th

grade CS teacher to seek feedback on the interview questions and process. The pilot

interviewee felt the questions were understandable and appropriate and also provided

suggestions for phrasing to improve question clarity and approaches to lower

participants’ apprehension about their content knowledge. While I strove for consistency

across all interviews, the interview protocol was slightly adapted for individual

circumstances, time constraints, and follow up questions. This emergent design

approach allowed for interviews to adapt to details that were uncovered in the course of

the interviews (Creswell & Poth, 2016). The interview protocol used for each interview is

presented in Appendix D.

Each interview began with rapport building to help create a relaxed, accepting

environment in an effort to make participants feel comfortable and that their insights

were valued (Lichtman, 2006). This was especially important since the interviews were

conducted remotely without physical proximity between the interviewer and interviewee

(Roberts et al., 2021). I asked teachers what their favorite course was and to share

about something exciting that had happened in one of their classes recently. To explore

research question 1, participants were then asked how they would explain AI and then

ML to someone who has never encountered the terms. Shifting gears to research
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question 2, the interview protocol moved to questions about how they currently were or

could envision teaching AI in their CS courses in terms of the topics they covered,

takeaways for students, and challenges they encountered. Further questions examined

the high school teachers’ thoughts on AI being taught in K-12 schools including if

teachers felt the topic belongs in schools and when and what should be taught to which

students. Questions also sought teachers’ insights on issues that are likely to arise with

AI instruction as well as where they would prioritize AI among the myriad of CS topics at

the K-12 level. The final portion of the interview delved into participants’ experiences

with AI pedagogical strategies and curricula in connection to RQ3. I then played the role

of a teacher while participants played the role of students in a sample unplugged activity

(see Appendix E). The lesson was modified from Lindner et al.’s (2019) activity

designed to introduce ML classification models and decision trees where learners

develop rules to classify images of cartoon animals. Adjustments were made to the

lesson to make it more appropriate to complete in the online meeting setting with only

one student rather than an entire class. Additionally, cow faces were used as opposed

to the original monkey images due to the potential racial connotations associated with

monkeys within the U.S. context. At the conclusion of the lesson, participants were

asked how they felt the activity would be received by their students, how they felt

unplugged activities would influence their students’ understanding of AI, and what key

considerations in the design and delivery of unplugged AI activities would benefit their

students.

At the conclusion of the interview, teachers were asked whether they had other

thoughts that were not yet discussed that they would like to share. This allowed
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teachers space to add their thoughts on issues that they deemed critical that were not

included in the formal interview protocol. Throughout the interviews probes such as

“Can you tell me more about …”, “Will you please clarify what you mean by …”, “What

else can you say about that …”, and “Will you please provide more detail about …” were

used to elicit more details when participants provided terse responses or introduced

novel ideas.

Data Collection Procedure

Interviews lasted between 55 and 90 minutes with an average interview lasting

65 minutes. All interviews were conducted remotely through virtual meeting software

(e.g., Zoom, Google Meet). Hanna and Mwale (2017) have found remote video

interviewing to be an efficient means to conduct interviews with distant participants

without the expense and time required to travel for a face-to-face meeting. Additionally,

a video interview allows both the participant and researcher access to visual cues and

body language that strengthen rapport- and trust-building. The technologies’ video and

audio recording features allow the researcher to focus on participants’ responses rather

than having to divert attention to transcription or the risk of recording equipment failing.

An added affordance of a video interview is that it can provide balance in the power

relationship between the participant and researcher, as the participant may be less

intimidated to speak to the researcher from a physical place of comfort, such as their

own home or workplace, leading to a more open interview and insightful responses. The

risk inherent in video interviews is that the technology becomes a hindrance to the

conversation. Low-speed or intermittent internet connectivity, hardware malfunction, and

software stability can all endanger the quality of data collected from the online interview
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(Hanna & Mwale, 2017). Internet connectivity only posed a problem during one of the

interviews in the study; however, I was able to reconnect with the participant after our

video call was disconnected and complete the remainder of the interview.

I solely conducted all interviews during a five-week span in an attempt to

maintain a consistent interview procedure. Participants were presented a choice

between virtual meeting platforms so they could select the software platform that they

were most comfortable with and to minimize technological challenges (Roberts et al.,

2021). Participants were asked at the beginning of the interview whether they

consented to being recorded, all consented, and an audio and video recording was

made of each interview. This allowed me to focus on exploring participants’ answers

and asking probing follow-up questions during the interview rather than working

exclusively to transcribe participants’ responses real-time.

Data Analysis

Qualitative data analysis is not a solitary, one-time occurrence but an ongoing,

cyclical practice that begins during data collection and continues throughout the course

of the study (Miles & Huberman, 1994). A thematic analysis approach was chosen for

the study’s data analysis method due to its versatility and emphasis on seeking

collective meaning across teachers’ experiences throughout the data set. Braun and

Clarke (2006), in their seminal work on thematic analysis, suggest researchers apply

the following six-phase process: 1) Familiarizing yourself with the data, 2) Generating

initial codes, 3) Searching for themes, 4) Reviewing potential themes, 5) Defining and

naming themes, and 6) Producing the report. The following details each step in the
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thematic analysis process and describes how it was applied to the current study’s data

analysis.

Phase 1: Familiarizing Yourself With the Data

The audio recordings were transcribed using Otter.ai, an automatic transcription

tool, and participant names were replaced with pseudonyms. The text of the

transcriptions was compared to the interview audio recordings to check their accuracy

and the necessary corrections were made. The transcripts were then brought into the

NVivo qualitative data analysis software to organize and manage the interview data and

support the coding process. After reviewing the transcripts, I read through the dialogue

of each complete interview to orient myself to the contents of the transcripts before

beginning coding. Notes were kept of remarkable passages and ideas that might impact

the future data analysis phases since coding is developed and refined throughout the

analysis process (Braun & Clarke, 2006).

I wrote analytic memos throughout the coding process to document the thinking

and choices I made and also to reflect on the patterns that were emerging. This led to

memos that detailed connections between teachers’ conceptions, possible new

directions in the data analysis, thought-provoking participant quotes, and questions that

I did not yet have answers for (Saldaña, 2021). My memo-writing process was guided

by Charmaz’s (2014) suggestion to write what occurred to me at the time and only later

in the data analysis process seek to determine the relevance and importance of each of

the captured reflections. This approach allowed me to focus on providing a running

commentary of the thought process behind data analysis and the conclusions I drew,
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working to strengthen the trustworthiness and credibility of the study’s findings

(Shenton, 2004).

Phase 2: Generating Initial Codes

As this was an exploratory study, it was important to make space for potential

new concepts and theories to take shape. In order to do so, I leveraged an inductive

approach to coding where the teachers’ words gave birth to all of the codes rather than

entering the coding process with predetermined codes that the participants’ thoughts

needed to conform to. Using an open coding technique for the first round of coding

allowed for new concepts to emerge from the interviews and be discovered more

organically. I used the In Vivo Coding technique, a first cycle grounded theory method,

and wherever possible codes were created using participants’ verbatim phrasing from

the interviews. By generating codes directly from the actual language teachers used in

question responses, my data analysis was able to stay closer to participants'

experiences and original meanings (Strauss, 1987; Stringer & Aragón, 2020). Saldaña

(2021) suggests that In Vivo Coding is well matched for studies that rely on interview

data, especially when the focus is to center participants’ voices and perspectives. As

part of the In Vivo Coding process, I scrutinized interview transcripts with an eye toward

systematically extracting understanding from each interview, organizing those

interpretations across participating teachers’ responses, and consolidating meaning

throughout all of the interview data (Grbich, 2012).

After the initial codes were established, I reread each interview transcript and

tagged phrases and passages associated with the newly created codes. During this

cycle, when I encountered passages with additional noteworthy meaning that were not
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captured by the initial set of codes, I created a new code based on the passage. This

resulted in 138 total codes. Each code was defined with a phrase that described the

code label in further detail. Since some of the codes grew out of the review of the

interviews and a portion of them did not arise until near the end of the coding pass, I felt

it was important to work through all interviews again in order to code them with the full

complement of 138 codes. This ensured better coverage of the entire codebook to each

and every transcript. The codes, their definitions, and the interview passages

associated with them were then analyzed for similarity and overlap before equivalent

codes were combined. During this process, the initial set of 138 codes was consolidated

down to 129.

Phase 3: Searching for Themes

Rubin and Rubin (2011) explained that themes summarize and synthesize what

participants express about a field, experience, or phenomenon, including details that

provide insight into the nature of what is happening in the space, potential causes, and

associated impacts. This goal of summarizing and synthesizing participants’ statements

while seeking details that explain the realities of teaching AI in CS classes guided my

approach while seeking themes. Braun and Clarke (2006) describe this process of

developing themes as poring over the codes and coded passages from phase two and

experimenting with how various codes could connect together to create a

comprehensive narrative or theme. During this code categorization process, when the

data represented by multiple codes “look(ed) alike” and “(felt) alike” I collected them

together into a category (Lincoln & Guba, 1985, p. 347). Even though research articles

frequently suggest that themes simply emerged during a study, Saldaña (2021) points
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out that themes do not merely jump out of data but instead are constructed by the

researcher through their interpretation of the data. This was the case during the study’s

data analysis as the potential themes did not materialize on their own but only took

shape through many iterations of attaching and reattaching codes together in seemingly

meaningful ways. This resulted in the creation of the following eight categories or

potential themes: 1) What AI and ML Are, 2) Why Students Should Learn AI, 3) AI

Learning Goals, 4) Where AI Should Be Taught, 5) AI Pedagogy, 6) Unplugged AI

Activities, 7) Challenges of Teaching AI, and 8) AI Curriculum. Five codes did not

logically fit into any of these eight categories so were placed into a Miscellaneous

category.

Phase 4: Reviewing Potential Themes

My analysis in the Reviewing Potential Themes phase focused on refining the

previously identified potential themes. In this phase, Braun and Clarke (2006) suggest

that candidate themes without sufficient data be pruned out to avoid analyzing less

important themes that dilute the findings. They also suggest consolidating related

themes in order to provide a more comprehensive whole as well as splitting themes that

are too wide-ranging. Potential themes were first evaluated by reading through all of the

interview excerpts associated with the themes. The data in each of the eight candidate

themes was deemed to be cohesive, and collectively the eight themes seemed to tell

the story of the entire data corpus. Next, the themes and their relationships to one

another were considered together as a comprehensive thematic map (Braun & Clarke,

2012). This thematic map illustrated the connection between the AI Curriculum and

Challenges of Teaching AI themes. Further analysis suggested that much of the data in
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the AI Curriculum theme focused on negative aspects of curriculum. Additionally, of the

eight potential themes, the fewest teachers (N=13) brought up AI Curriculum. With the

emphasis that Focused Coding places on frequency of component codes and the

overlap between the themes, I determined that the AI Curriculum theme should collapse

into the Challenges of Teaching AI theme.

Phase 5: Defining and Naming Themes

After reviewing and refining the potential themes through the thematic map, the

next phase was to finalize the themes in preparation for conducting the concluding

analysis and report writing. To ensure that themes are not too wide-ranging, Clarke et

al. (2015) encourage researchers to comb through all data associated with each theme

and write a brief account that captures the substance of the theme. To do so, I

summarized each theme’s data with a narrative highlighting what the data illustrated

and tied the theme’s contents to the research questions. After completing the narratives,

I reviewed their relationship with one another and identified a large amount of

duplication between the Why Students Should Learn AI and AI Learning Goals themes.

After realigning the subcategories inside the two themes, I refined the theme names so

that they were descriptive, appropriate, and succinct enough to be readily referenced

while writing the final report of the study’s findings. This resulted in the following seven

themes: 1) AI Understanding and Perspectives, 2) Importance of Students Learning AI,

3) AI Learning Goals, 4) AI within K-12 Curriculum, 5) AI Pedagogy, 6) Unplugged AI

Activities, and 7) Challenges of Teaching AI.

Phase 6: Producing the Report
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Braun and Clarke (2006) emphasize that the goal of the final phase of thematic

analysis is to communicate the end result of the investigation or the messages that the

data tell. While writing this narrative, I explained the details of the final themes and

shared example passages from the teacher interviews to demonstrate the essence of

what each theme represents. Effort was made to offer a comprehensive and detailed

account of the context, research methods, and participants’ perspectives in order to

provide what Geertz (1973) describes as thick description.

Data Verification

When qualitative researchers both conduct interviews and then also perform the

resulting analysis of the data collected as I did, there is increased risk of introducing

bias to the study (Miles & Huberman, 1994). To help reduce this risk, Mason (2017)

warned that researchers must be careful to emphasize participants’ voices and take

action to prevent their own thoughts from creeping into and contaminating the research

findings. I employed member checking and intercoder reliability analysis in an effort to

enhance the rigor, reliability, and validity of the study’s data analysis.

Member Checking

Maxwell described the process of member checking as “systematically soliciting

feedback about one's data and conclusions from the people you are studying” (1996, p.

94). To seek this feedback, I asked clarifying follow up questions during interviews

whenever participants made statements that I thought could benefit from additional

context. The goal was to verify my understanding of what teachers were communicating

and provide them opportunities to expand and elaborate on their ideas. Subsequently,

while reviewing interview passages during data analysis, ambiguous excerpts were
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identified so clarification could be sought from the participants. I sent each teacher any

interview passages that I was uncertain about to seek their interpretation. I contacted all

23 participants through the email addresses they provided and invited them to engage

in this respondent validation. Ten teachers responded with specific insights on excerpts

from their interviews, both clearing up misinterpretations and confirming conclusions

drawn from the data analysis.

Intercoder Reliability

In order to improve the validity of the codebook and reliability of the data

analysis, Lincoln and Guba (1985) advised qualitative researchers to have multiple

researchers work independently to code the same passages and then compare the

results. They contended that this process works to improve the consistent application of

the codes used in data analysis. To do so, I identified a representative subset of quotes

from the full dataset and trained another researcher on the application of the codebook.

After coding the passages independently we compared results and found 78% percent

intercoder agreement, approaching the 80% that Miles and Huberman (1994)

recommend to demonstrate strong consistency between multiple coders’ work. The

Cohen’s Kappa (Cohen, 1960) of the coding passages was 0.6471, suggesting

substantial agreement based on Landis and Koch’s (1977) benchmark of 0.6. Each

researcher explained their decision-making and the codebook was revised to

incorporate the new insights.
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CHAPTER 4: RESULTS

Initial analysis of the teacher interview data led to 138 original codes. The

codebook was reviewed for overlap and similarity and codes with comparable meanings

or application were consolidated, resulting in 129 codes that were categorized into 22

subcategories representing the data. These subcategories were organized by similarity

into seven themes that related to constructs being examined in this study. Specifically,

the seven overarching themes were: 1) AI Understanding and Perspectives, 2)

Importance of Students Learning AI, 3) AI Learning Goals, 4) AI within K-12 Curriculum,

5) AI Pedagogy, 6) Unplugged AI Activities, and 7) Challenges of Teaching AI.

AI and ML Understanding and Perspectives

One of the main themes that emerged from the interviews was related to

teachers’ understanding of what AI and ML involves. Teachers shared their conceptions

of AI and ML in a variety of ways during the interviews that were categorized under

three main subcategories: 1) perceptions of AI and ML and their abilities, 2) how AI and

ML work, and 3) AI Types.

Perceptions of AI and ML and their Abilities

Seventeen teachers highlighted the mysterious and often opaque nature of AI.

For instance, Mia suggested, “When I think of artificial intelligence, I think of like, very

sci-fi stuff.” Liam focused on how obscure and inexplicable the technology can seem,

stating, “It [AI] looks like a magic trick.” Teachers also commented on their students’

concerns about how dangerous and threatening AI appear due to their often sensational

portrayal in pop culture. Axel suggested the importance of helping students understand

that, “At our level, it's just like, you know, it's [AI] not a movie. So it's not going to blow
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up people and shoot them or kill them.” Another teacher commented on the importance

of students recognizing that media depictions of AI are not always based in reality.

Damari explained, “I think a lot of people have like, an image that AI is like the

Terminator or something. And it's a very different thing from like, what real life actually

is.” In this way, participants pointed to their own and their students’ conceptions of AI

being informed and influenced by media portrayals of the technology, especially through

sensational coverage. For example, Axel explained:

Some students think of AI as something that can take control of all computer

systems and do things like launch nuclear missiles because they’ve seen this in

movies like Terminator or Wargames or take over robots (from the movie I,

Robot) and cause mayhem. This comes from what they see on social media,

television, and movies. I think like, like most misconceptions, it is due to lack of

knowledge on the subject.

Many of the teachers’ (N=17) conceptions of AI’s abilities were tied to the

technology’s capacity to replicate human intelligence. This was highlighted by one

teacher, Damari, who put it as, “I think of it [AI] as trying to get computers to behave the

way humans do.” Similarly, Penelope shared her understanding of AI as something that

could complete tasks similarly to humans, stating, “Algorithms and machine models that

are, that could, that can think intelligently, like humans.” However, one teacher, Itzel,

pushed back against this common notion that technologies must be able to behave or

perform like people do in order to be considered true AI. She felt that as the software

becomes increasingly proficient, tying our conceptions of AI to humans’ abilities could

prove restrictive. Itzel stated:
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Most people go with what you said about trying to replicate human intelligence.

And, and really, I think, honestly, that's kind of limiting, right? What are some of

the things that artificial systems could do that humans can't do? That's going

beyond replicating our intelligence … Why does artificial intelligence need to be

limited to what human intelligence is capable of?

Additionally, many teachers (N=12) emphasized that the abilities of AI are driven

by identifying human wants and serving to simplify their lives. For example, Queen said,

“AI is a way to have a computer automate tasks”; while another teacher, Bella, shared

her understanding that AI is a, “Piece of machinery that understands what you want, just

by you giving it some information.” Another teacher, Fatima, expanded on this notion

and suggested that the software better meets users’ needs the more they interact with

it, allowing the software to learn from the users’ actions. She shared:

Where it might respond to, you know, the input, but then based upon that input, if

the customer is not satisfied, they might ask the same question in a different way.

So then they're formulating a different answer. And the computer's essentially

figuring out, well, maybe I should have done it this way to begin with.

While many expressed and demonstrated confidence in their understanding of AI

and ML, five teachers had reservations about whether their current depth of

understanding of the technologies would allow them to describe AI and ML to others.

Tamika shared, “I don't know, I don't have that capacity to actually explain in a way that

someone, like just a regular old friend of mine could understand.” Jose emphasized that

his conceptions are not fully formed yet, “Yeah, I don't know. I don't have like a set

definition I go to anything yet.” However, even teachers that doubted their ability to
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articulate what AI and ML are during the interview suggested they are working to

develop their understanding. For example, Winonah suggested that she is actively

contemplating the technologies and developing her understanding, “I think, in my mind,

and you know, I'm still kind of working through some of these ideas.” Another teacher,

Ruby, expanded on this notion and observed that many educators will feel leery about

their AI instruction until they have a deeper personal understanding. She remarked,

“Teachers aren't going to want to teach about it if they're uncomfortable with it

themselves. Like right now, I don't feel prepared to have anything other than a

responsible use conversation without any further training or support.”

On the whole, teachers focused on the mysterious and nebulous complexion of

AI as well as the common view of AI as a danger to humanity due to its depiction in

science fiction movies and other media. Teachers largely deemed software’s ability to

mimic humans’ capabilities as a defining characteristic of AI. This capacity not only

defined AI in participants’ eyes but also allowed the technology to benefit people as it

could anticipate humans’ desires and complete work for people. The bulk of the

teachers interviewed were positive and optimistic about their understanding of AI and

ML even though their knowledge was limited. Participants were generally confident in

their grasp of AI and ML concepts. However, a handful of teachers doubted their

comprehension of the technologies, with one highlighting that limited understanding of

AI and ML might prevent many educators leading lessons on the full spectrum of AI

topics.
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How AI and ML Work

When discussing their understanding of how AI and ML work, teachers (N=16)

frequently emphasized the technologies’ use of algorithms that gives them sophisticated

abilities. One of the teachers, Liam, explained, “It's more like an algorithm or a different

classification of algorithms that can solve problems by simply just doing a ton of data

analysis really, more than anything else.” Some teachers expanded on this notion to

include the importance of pattern-finding techniques that make use of mathematical

principles. For example, Uri stated, “Machine learning is the, is a data analysis process

that uses mathematical operations to identify patterns.” Some of these depictions

demonstrated more basic understanding of the technologies. For example, Cora

summarized how ML works by explaining, “I mean, it's really, it's fancy math, that can

take input and create output.”

Ten teachers explained their conceptions of how AI and ML software is

developed and honed. A frequent remark from teachers was about the importance of

preparing and refining AI and ML through training datasets. Ruby explained, “It's the

process of giving the computer training data so that it can then make choices on its own

based on that information.” Another teacher, Gemma, shared, “It [ML] has like a large

database, and it starts trying to predict your outcome based on the patterns that it has

seen in this database.” Henry underscored the powerful and useful abilities that ML

develops during this training process. He explained, “And it's sort of like datasets and

training information that can give you meaningful responses to just about anything that

you can throw at it.” Some teachers also noted that after the initial training, AI and ML
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systems can improve their performance even without further instructions from human

developers; in essence, describing unsupervised learning. As Keshawn put it:

AI is something that can be iterative, and build upon itself with no additional

human input, that's a big part of it, at least from my understanding, and that it

takes outside input and builds within itself new generated responses and new

generated outputs that are self serving.

However, at times teachers’ conceptions of AI’s and ML’s functionality appeared

to be driven by general ideas rather than a deep understanding of the technologies’

underlying mechanisms. For example, Sebastian overestimated ML’s capacity to grow

and improve solely through user interactions, “So like, when we ask it [an ML system] a

question, it probably is a question that it didn't have an answer to, but it found it out,

because we asked a question.” While supervised learning ML algorithms are able to

improve their accuracy through training datasets of inputs and associated outputs

cultivated and labeled by humans, the systems do not generally develop new

capabilities merely through interacting with users (Goodfellow et al., 2016). Another

teacher explained that the seminal ML program is written by a human but mistakenly

asserted that the underlying logic is rewritten by the program itself. Fatima described

the process as, “The machine, the computer is, could possibly [be] rewriting its own

algorithm too but an initial algorithm was put together to compare research data, and

then put together an answer.” This conception is likely inspired by the reinforcement

learning ML approach where the agent, or algorithm, is designed to learn through

independent trial-and-error, continuously being rewarded for actions that move toward a

predetermined end goal such as safely navigating an autonomous car through traffic.
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The previous lessons learned inform the agent’s current decision making as it continues

to hone its choices and ingest new information. Fatima’s conception of this type of ML is

largely correct; however, the core reinforcement learning algorithm is not rewritten by

the system. Instead, the agent continuously updates its decision making policy based

on what it learns from its trials and errors (Sutton & Barto, 2018).

Altogether, teachers primarily conceived of AI and ML as algorithms or advanced

mathematical procedures which identify patterns in sample data and extend those

patterns to create the desired output for the user. Teachers' conceptions of the AI

training process concentrated on providing human-written models with vast amounts of

training data in order to educate the system to provide useful outputs to users. The

quality of that output continues to improve the more users interact with it since these

interactions create more data points for the system to analyze. However, some

participants overestimated AI’s current ability to reengineer itself.

Types of AI

Only 11 teachers provided example types of AI, all of which were forms of ML

including classification models (N=6), regression models (N=5), neural networks (N=4),

natural language processing (N=4), and principal component analysis (N=1). Teachers

most frequently mentioned image classifiers as a form of AI they have encountered.

Damari described image classifiers as, “So the obvious answer is like, let's say you

have images and you're trying to classify them as one type or another type.” Winonah

explained, “So machine learning is sort of the system that enables image recognition.”

Teachers also commonly referenced regression models as a common type of AI. Jose,

when describing ML models explained that developers, “Train a model to basically
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either make decisions or whatever else you want that give you some type of analysis,

right, like regression analysis or anything like that.” When discussing types of AI,

several teachers also pointed to natural language processing. As Penelope explained it,

“For example, something like natural language processing, which would be something

like a chatbot where you could chat back and forth with a program online that could

answer your questions.” Neural networks were also described as a form of AI, though

the teachers that talked about them generally did not feel confident about their details.

For example, Itzel shared the following while explaining a tool she uses with students to

illustrate neural networks:

I say, “Here's the Google Teachable Machine, train it. This is what a neural

network looks like. And it's these orange and blue dots. And nobody knows what

the heck is going on. And we're adding neurons and we don't know what any of

this means.” And I tell them, that's okay.

Other teachers occasionally alluded to the fact that there are further forms of AI

in addition to ML but did not share examples of specific types. In the words of Gemma,

“And that's, you know, how the machine learning process works is that it tries to find

patterns. And that's just one form of AI.” Mia acknowledged that she applies the names

AI and ML synonymously to the technologies. She explained, “I feel like I use the terms

[AI and ML] interchangeably. I don't know if that's accurate, though. I guess, because

my understanding of artificial intelligence is that I guess currently, I think it is limited by

machine learning.”

In summary, the majority of teachers did not identify types of AI but those who did

most commonly shared classification models, regression models, neural networks,
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natural language processing, and principal component analysis. While several teachers

articulated that ML is one of multiple forms of AI, others felt that AI and ML are one in

the same and that the technologies are identical.

Importance of Students Learning AI

Another theme established during data analysis was why it is important for 9-12th

grade CS students to learn AI. The arguments for teaching AI to K-12 students fell into

three subcategories: 1) AI knowledge is necessary for today and future, 2) citizenship,

and 3) awareness of bias and potential harms.

AI Knowledge is Necessary for Today and Future

One of the main arguments teachers used for developing competence with AI

was that it is important not only for students’ lives right now but will also be increasingly

critical for their future (N=20). Elliott put it plainly, stating, “The reality is, is that it's [AI]

here and it's here to stay.” Because AI has become so ubiquitous and is becoming even

more ingrained in our lives, these participants felt that their students’ future success

depends on a knowledge of the systems. Keshawn shared, “I feel like it's absolutely

important to teach the upcoming generation of kids who are probably going to be

around our [teachers’] age when AI is ubiquitous and everyone's using it.”

Participants also emphasized the importance of AI knowledge for students’

career prospects. For example, Cora stated “There'll be a lot of career opportunities, I

think, too, if you have some level of literacy there.” If AI knowledge will help students

excel in the future, teachers felt that schools owe it to learners to provide opportunities

to develop AI knowledge and skill. Liam explained it this way:
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The job market that these kids are going to be in is going to, is going to be one

that leverages AI and AI tools for, you know, various different things. So that you

can't see we're doing our students a disservice if we're putting them out there into

the world of you know, being an adult and trying to find a good job for yourself

and we haven't taught them anything about it.

As high school CS teachers, some participants (N=3) observed that learning

about the technical mechanics of AI provides a valuable opportunity for CS students to

apply their coding skills. Students in high school level CS courses generally have

budding programming skills and the chance to write software that incorporates AI can

be motivating and also serve to strengthen their skills. One teacher, Ruby, told of her

CS students’ enthusiasm for writing software that incorporates AI. She explained, “I

have kids that are already interested in like, how that works on the development side,

like how they could create their own AI tool.” Another teacher, Violet, highlighted how

learning to write programs that employ AI would allow students to use their

programming know-how and reinforce the skills they are learning in class. She pointed

out:

The other part to it that I think would be so beneficial is that it is an application of

the skills that they're learning in the coding class. So they're doing these coding

classes, they're learning coding stuff, and they're working on stuff and you kind of

see the benefits, but take that into an AI thing, it's like, ‘Okay, now you can take

those skills, and actually develop something that's being used.’ I think that would

be a great thing for applying the skills that they have been developing.
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On the whole, participants felt that learning about AI is necessary for students’

present and future. They argued that knowledge about tools will help students prepare

for career success, and utilize their nascent programming abilities in CS courses.

Citizenship

A significant majority of the teachers (N=21) felt that it is crucial for students to

develop appropriate citizenship in the contemporary AI era. These teachers expressed

that students would need a level of AI literacy in order to be prepared to understand and

contribute to our society. As Cora explained, “They're gonna have to be somewhat AI

literate, when they go out into the world, even if they are just a regular citizen, I think

that would be valuable.” Other teachers emphasized that while not every student needs

to deeply understand all of the technical details of the technology, there is value in

learners comprehending how it works at a basic level. For instance, Uri pointed out:

At the level that we understand from working, you know, the level that we

understand, you know, the way electricity powers our homes, and the way we,

you know, understand that there are laws in the country, to me AI is sort of going

to be a foundational aspect, like the way we understood, like, we all could

probably generally explain how cars are put together on an assembly line, even a

lot of the kids could, and no reason they shouldn't be able to do that with AI.

Many teachers (N=19) also pointed to citizenship skills allowing students to

develop the ability to differentiate between proper and improper applications of AI.

Participants emphasized the importance of providing opportunities for students to

consider the responsible use of AI. When sharing about the significance of these

learning opportunities for students, Ruby suggested, “They need to know what's good
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for and acceptable and responsible use of it [AI]. So I think we would honestly be doing

kids a disservice if we didn't have meaningful conversations about that.” Ruby went on

to discuss that the alternative to formal instruction about acceptable AI use is for

students to make their own way with no direction from trusted adults. As she put it, “I

wouldn't feel very comfortable with them just finding it [AI tools] on their own and not

having any guidance at all. We have enough problems with kids finding things on the

internet and having no guidance.”

Teachers emphasized that no one is immune from the impacts of AI and helping

students recognize the technology’s effects on their lives and lives of others can help

them develop a fuller digital citizenship. Bella explained, “I think it's important, I think it's,

it's [AI] a technology that's out there, it's being used, we're all victims of it, whether we

know it or not. So to learn it would only make us better digital citizens.” A specific impact

of AI that teachers mentioned is the lack of privacy due to the technology’s collection of

user data. For instance, Penelope underscored the importance of students recognizing

how AI harvests data while users have little control over how that information is used or

shared. She stressed, “I would want students to understand just how much data is

collected with every single thing that they do, how that data can be used responsibly or

misused.” Keshawn also felt that given the lack of privacy, it is critical for students to

evaluate how they interact with the technology and the sensitivity of the data they reveal

to the software. He asked:

What information would be responsible to give to an AI with what do you know

what they do with that information? Some of that more like, you know, your

internet footprints forever kind of concept, but just in a different way? What does
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it mean to have your information put in a black box that probably no human

touches, but it's still utilized by that proprietor of the AI?

Further, teachers clarified that learning about AI will not just allow students to

examine the technology’s damaging impacts but also help students see their role in

reversing the biases and improving the software’s design. For example, Queen shared

her feelings that students should receive instruction on AI ethics to help them recognize

the opportunity they have to limit the damage that bias in the technology causes. She

stated:

Ethics, definitely understanding how AI is currently biased. And that it will be, it

will be their responsibility to make sure that it doesn't get worse. And for that,

they have to understand why it is biased, how it's biased.

In sum, teachers shared about the importance of students acquiring AI

citizenship skills in order to allow them to be productive citizens who are prepared to

engage in discourse about the merits of the technology. Participants also felt these

citizenship skills will help students make informed decisions about how AI should be

applied responsibly in their lives and throughout society including identifying and

correcting the use of AI when misapplied in damaging ways.

Awareness of Bias and Potential Harms in Technology Design

When explaining why it is important for K-12 students to learn about AI, a number

of teachers (N=18) spoke about how an understanding of AI helps students’ awareness

of the technology’s potential harms. They argued that dangerous biases are inherent in

AI systems but are typically working beneath the surface. As one teacher, Mia, put it:
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And there's, there's nothing that is without bias. And so we can't blindly trust an

algorithm, even though I think a lot of people think you can. But we just, it's

unreasonable to trust an algorithm. Because the person, the people that are

involved have biases, and usually their unseen biases are unacknowledged.

Teachers stressed that because these biases are not typically apparent to users

of the technology, it is vital to provide students well-designed learning activities to help

raise the visibility of the potentially negative impacts of AI. One participant, Violet,

emphasized the importance of providing students with opportunities to reflect on the

sources of bias and the influence that a diverse range of perspectives can have on the

AI design process and level of bias in the final product. She explained:

I think bias is really important. I think being to being able to critically read about

things, and to, and if you were involved, to be able to critically think about okay,

‘What are possible biases that are creeping in and where are we not expanding

the pool of information that's being used and the pool of people that are being

used?’

Teachers also wanted students to recognize that because the programs are

written by people, they reflect those humans’ biases. When teaching about AI, Gemma

discussed how she reminds her students that any system “Can only be as good as the

person who creates it.” Teachers pointed out that it is crucial for students to

comprehend that bias can slip into AI even when the designers and engineers have

good intentions if they do not scrutinize their methods for potential lapses. For example,

Henry shared, “There can be potential problems with machine learning, depending on

like, you know, it's always only as good as its training set.” Similarly, Winonah explained
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that she works to help students see that “The quality that you see as a user of AI is

based off of what's going in.” Keyshawn also underscored the importance of hands-on

learning activities that help students experience the potential for biased or tainted

training data to impact the resulting AI that students create.

That's what I think would be the biggest thing that they'll [students] pull out of that

[AI class projects], that GIGO right, garbage in garbage out. That's only, you're

[the quality of AI is] only as good as the information you put in.”

Further, Gemma shared that students should recognize that the quality and

danger of AI mirror the quality of the design process and training data curated by

humans. She explained:

I hope they leave with the understanding that junk in junk out basically, like, you

know, it's, it's how well these things are going to perform is totally totally up to

how well they're designed and what, what data is being used and the engineer or

our computer scientists that's developing it.

Overall, teachers stressed the importance of students learning about AI to better

understand the potential harms that the technology could inflict. They argued that this

could help learners identify how humans unintentionally introduce biases into AI through

the design and training processes. Participants emphasized that better understanding

AI will help students see the crucial role of diverse, representative design teams and

critical examination of potential training data.
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AI Learning Goals

Teachers also detailed their views on the primary learning objectives for K-12 AI

learning experiences. The 9-12 grade CS teachers’ responses were organized into the

following three subcategories: 1) AI literacy, 2) AI ethics, and 3) AI for learning.

AI Literacy

Almost all of the teachers interviewed (N=22) advocated for K-12 instruction to

include objectives to demystify AI and increase students' AI literacy. They discussed

how mysterious AI can seem to users, including students, without an understanding of

how they work. For example, Liam explained, “It [AI] looks just like, like a black box, the

black mystery box that does some strange thing, unless you actually know what's really

going on.” Participants felt that as society becomes more reliant on the technology, it is

important that students have opportunities to deepen their awareness of how it works.

As Elliott put it, in these lessons students will be “Getting a better understanding of the

devices that they use all the time” and “I want to demystify the whole thing for them.”

Mia explained that as she considers how to demystify AI she considers, “How do I make

it so that it's [AI] not like, you know, a black box.”

Further, teachers felt that stripping away the mystery of AI can allow students to

better consider the technology’s most productive applications. Keshawn pointed out,

“People need to understand how this [AI] works and what it does and what it can do for

us and how it can be used.” This understanding is a building block of AI literacy and can

unlock an ability to question and evaluate the technology once students know how they

work at even a basic level. Damari shared:
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I think AI literacy is a very good thing to add into that group of ideas. And a lot of

ways like, I guess I think of it a little bit like when you're reading the news, how do

you figure out whether it's a good source or a bad source sort of thing? Right?

You have an AI literacy of like, "Okay, what did these things actually involve?

How are they learning? What are the impacts of that on what I'm doing?" All of a

sudden, Amazon keeps showing me these ads for something I just looked up.

“How is that actually working?”

Nine participants expressed that teachers can empower students by

strengthening their AI literacy. If AI instruction can remove the barrier of mystery from

the systems, students are enabled to affect change. One teacher, Liam, claimed that

developing an understanding and comfort with how the technology functions allows

students to thoughtfully apply it in the appropriate situations. He shared, “Knowing how

the solutions work and how the problems work is knowing how to pick the right solution

for the right problem.” Other participants felt that this empowerment from AI instruction

could extend past students applying the technology and would inspire them to recognize

the impact that they can have on the systems themselves. Itzel explained:

So when they start understanding, this [AI] is not magic, and there's something

that can be done, or they have a level of influence and can talk about it. That

helps empower them to understand the situation and maybe what they can do

about it.

Queen emphasized how critical enabling our youth could become to our future if

the technology becomes further tainted at the same time that it becomes more deeply
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ingrained in society. She asserted that tomorrow’s solutions rely on providing

appropriate AI instruction to the future generation today. She said:

Even if our generation ruins the whole thing, you know, they, they still have it in

their hands to, to fix some stuff, and to start now, to try to make a difference. And

if they don't understand how it works, if it's, if it's magic, then they're not going to

be able to do anything about it, it's going to continue being dangerous.

Teachers also spoke strongly of the importance of students using AI tools in

order to provide them with exposure to the technology and help demystify them. This

guided use can also lead to many constructive discussions about the technology. As

Itzel explained, “If they're interacting with the tools, then they can learn about them. And

they're not necessarily going to be learning about them at a nitty gritty level. But ‘What is

it? When has it been frustrating?’” Another participant, Nakeisha, felt that first-hand

knowledge of tools is a critical component of AI literacy. She shared, “By the time a

student reaches high school, they should have a good definition of what AI is. And they

should know different tools. That's pretty much the baseline of literacy of AI.”

In essence, participants lobbied for students to receive AI instruction because

demystifying the technology could unlock students’ ability to better utilize it. Participants

shared the value of AI literacy to unlock the nebulous black box to understand how AI

functions. Teachers also argued that in addition to better application of AI tools, a

deeper understanding of how the technology works could embolden students to fight the

dangers it poses. Adequate AI literacy can help students appreciate both the abilities

and limitations of the technology.
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AI Ethics

Given the potential for harm from AI, the majority of teachers (N=20) felt that

ethics should be a key component of K-12 instruction. For example, Elliott shared, “It

would be advantageous to get instruction to students about how to use it [AI] ethically.”

Teachers largely felt that students should learn about the ways humans influence AI and

how AI influences humans. Even though the inner workings of the software can seem

opaque to students, these participants wanted to ensure that learners recognize that AI

is created and shaped by human hands. Violet, for instance, spelled out that “The whole

point of artificial intelligence is writing programs, which so often is kind of not seen by

the general public, but it's programs in the computer, that are written to have the

computer generate its own information.” Queen also emphasized human involvement in

the development in AI, in particular, training the systems. She said, “I think that's the

important part that they should understand that, that the training of the AI is still done by

humans.”

As today’s students will be tomorrow’s AI systems developers, teachers also

stressed the critical nature of discussing responsible design during these formative

years. Teachers emphasized that without it, AI is prone to a wide array of dangerous,

unintended consequences. Itzel explained it this way:

We talk about some of the consequences, so not only are there huge benefits,

but the consequences of a lot of times are unintended. People start out with, with

wonderful intentions, ‘Oh, this is going to help people so much, this is going to be

so wonderful.’ And then really, really bad things happen. ‘Why does that

happen?’ And we talk about a lot of the issues in tech is a big rush to the new
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and shiny and to do the cool thing. And slap on some ethics, maybe some

security, maybe some privacy after the fact and it never works very well.

In order to combat these unintended consequences, teachers encouraged an

emphasis on the importance of representation in the design and training phases. One

teacher, Damari, provided the example of when developers might reflect and say, “‘We

accidentally didn't think about this other group that we're biasing against, without really

meaning to.’ Like you put together this well-meaning algorithm, but you didn't look at

your data to see if it had bias in it.” As a means to minimize the introduction of bias, Mia

emphasized that those designing the technology must have a focus on the diverse user

base that will eventually use the product. She asserted:

  The most important part of any development is the people who are going to be

using the development and making sure that their concerns, their, not their

concerns, but making sure their humanity is like being factored into the

development.

In addition to the potential harm that comes from human influence on AI,

teachers also emphasized that students should recognize their potential to influence the

technology for good. Keshawn encouraged instruction to help students consider, “What

ways can you impact or change the AIs that are out there?” Similarly, Nakeisha shared

optimism that learners will be able to bring solutions to harmful AI by coming to it with a

fresh perspective. She stated, “My hope is always that students will maybe fix

something that is broken.” Itzel suggested that students could be empowered not only to

influence but also to build new AI when they understand the technology. She said:
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One of the things I think is super important is that the kids understand that

they're, these machines are not magic, that their phones are not magic, that they

could build anything in their phone. Should they want to, they can make that

happen, if that's something that they're interested in, and that they know enough

about it to know, to be able to influence it and potentially create with it.

On the whole, teachers felt that K-12 AI instruction should include ethics topics to

help students reflect on how humans shape AI. This can help them better see how the

quality of AI systems is dependent on the quality of the design and training performed

by engineers. Teachers emphasized responsible design of AI and the value of

representation in the design process. Participants also suggested that students have

opportunities to contemplate how AI influences humans, particularly how biased

systems harm individuals and how students can improve AI software for the better.

AI for Learning

Another 11 teachers advocated for K-12 schools to teach students to see AI’s

potential for learning in a variety of areas. Teachers praised the support AI can provide

students as they conduct research. Elliott said, “This thing [ChatGPT] is actually really

good at finding sources … you can definitely use it to find sources and then go do your

own research.” Similarly, Keshawn praised, “This [large language models] is something

that's helpful for your [students’] research.” In addition, teachers spoke of AI’s capacity

to support students and help them develop wide-ranging skills. For example, Winonah

told of a Language Arts teacher who encourages students to use AI as a real-time

writing tutor. She said:
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He taught his students how to use ChatGPT to improve their writing. So he

taught them how to write a basic essay, you know, whatever they're doing, and

then go into ChatGPT and say, ask a query like ‘What is the what is the tone?’ I

don't know ‘tone’ is the right word. ‘What is the feeling of this essay?’ Maybe or

‘Can you score the grammar on this essay?’ or that sort of thing, and then he

taught them how to look through what ChatGPT has, and then improve the

writing so they can use it for immediate feedback.

Participants also detailed the benefits of AI tools in the CS classroom. Penelope

explained that she encourages her CS students to use AI tools as they program to help

them see how they can save time and effort. She said:

There are AI tools now being built into the IDE to help with, to help programmers

to develop algorithms, you know, that maybe they don't have to write from

scratch, instead of using a library or an API. Now, they [students] could use an AI

tool built within the IDE.

Liam also spoke about the potential of using AI in CS courses to help students

understand new programming structures and approaches. He explained:

[Chat]GPT will give you like, step by step, play by play, puts comments and

everything for you, and kind of explains how it works. So as, so I see it, as I do

tell them that I see it as a learning tool.

While teachers generally discussed the value of learning through AI tools,

participants also stressed that students should have opportunities to learn that AI may

not be the most appropriate and trustworthy tool for every task. Sebastian explained

how students can learn with AI, “They [AI] can solve math problems, they can solve

88



science problems, they can cure cancer, they can find a solution to a mathematical

theory.” However, he went on to express “I want students to understand the things that it

[AI] can't solve, I want students to know that an AI that learns and gives information and

all that has its own limitations. It's not the answer to everything.” Teachers stressed that

learning opportunities for students should aim to help students see that AI systems are

not all-knowing, universal solutions that are able to solve all problems without human

intervention. Liam explained his instructional approach as, “We sort of like to study kind

of the limitations of it [AI], and how it's not a, it's not a cure all.” Instead of competing

with or becoming overly reliant on AI, teachers pushed for students to receive

instruction that could help them come to view the technologies as partners that help us

solve problems more effectively. Jose explained:

The people that are successful in implementing AI technologies in their

businesses are the ones that are taking the approach of working with AI, as

opposed to trying to use AI to replace tasks, right? So we use it to give us

knowledge to help us make decisions and stuff like that.

In order for students to meaningfully harness AI for learning, teachers argued

that they need to develop the skill to evaluate the plausibility of AI-generated products.

Keshawn explained the type of thought process he would like to see his students

exhibit, “I would even encourage them to say, ‘Cool, here are some AI generated

solutions for this problem. Which one of these makes the most sense? If one of them

does, does it even fit our problem?’” In the end, a well-rounded understanding of AI will

allow students to judge which potential tools might help solve a variety of problems and

identify the best fit. As Keshawn explained, “I think the same thing could be said of AI as
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when to know when to use the tool or when to use your head and when to put the two

together.”

Complicating instruction about AI for learning is the fact that students can use the

tools in a way that many teachers deem cheating or plagiarism that in effect prevent

students from learning. Penelope gave voice to this when she shared, “There's this big

looming elephant in the room of, ‘Okay, these tools are being used to cheat.’” When

considering how they can proactively help students discover the academic acceptable

use boundaries, teachers largely shared Fatima’s sentiment that schools should, “Teach

them how to use it [AI tools] appropriately, rather than cheating with it.” A common

thread among participants was that in order for teachers to help students recognize how

to learn through the technology, schools must allow students to use AI rather than

universally banning the tools for fear of inappropriate use. Liam encouraged teachers to

help students build their own agency about learning rather than hard and fast rules

about the use of AI tools on all assignments. He shared:

You could kind of gently give them the right idea about how you shouldn't really

be using this [AI tools] for all of your assignments. Then, because then you're not

really learning anything, you know, these are the conversations we'd have to

have.

Much of teachers’ concern about cheating centered on generative AI’s ability to

instantly create writing and other works that closely resemble what students create

themselves. Axel explained, “The computer generates all their stuff for them and, and

other teachers are worried that you know, kids are gonna copy and just use it and turn it

in as their own.” Penelope explained her approach as, “With my students, I have asked
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them to check into it [AI], you know, because I want them to be aware and to

understand I don't want to put blinders on their eyes. I want them to use it responsibly.”

Liam also encouraged teachers to reframe these cheating concerns as learning

opportunities to engage students about responsible use. He advocated:

You could talk to them about the limitations, you could kind of gently give them

the right idea about how you shouldn't really be using this for all of your

assignment. Then because then you're not really learning anything, you know,

these are the conversations we'd have to have.

Discussion about AI for learning centered around students’ capacity to use the

technology as a means for discovery. Teachers also wanted students to see that AI’s

abilities are not always a clean fit to directly replace human intelligence and decision

making. Many teachers suggested that students should come to appreciate that

humans can harness the technology to enhance their abilities after careful consideration

of the software’s strengths and weaknesses. This deliberation should also take

responsible use into consideration and evaluate whether the application of AI is merely

plagiarism or informing students’ own work.

AI within K-12 Curriculum

Another theme that emerged from the data was where and when K-12 CS

teachers felt AI should be taught in K-12 schools. Teachers’ opinions varied but

generally fell within the following two main subcategories: 1) AI literacy for all and 2) AI

in elective high school CS courses. It is important to note that participants approached

this conversation with a wide range of experience teaching AI in their high school CS

courses. Six teachers had taught a standalone AI or ML elective CS course, 12 had
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incorporated AI topics into their existing CS courses, and five had not yet taught AI

concepts in their courses.

AI Literacy for All

Nineteen teachers spoke about the merits of all students receiving instruction on

AI. These teachers largely felt this approach would be advantageous so that all students

would have the opportunity to develop their AI literacy including those who would not

opt in to learn about the field through an elective course. For example, Elliott argued:

I think since this [AI] is so central to the technology space that we're in now, it

would be good if they [all students] got just a little bit of experience, if everyone

got a little bit of experience in it.

Another teacher, Cora, felt strongly about the value in introducing all students to

AI. She shared, “I think at least exposure is going to be super important, you know,

maybe a month or something of exposure.” Similarly, Sebastian felt that not every

student needs to learn all of the technical details of AI, but requiring the topic for all

learners would raise their AI literacy. He explained:

Oh, I think it's super necessary [for all students to be taught about AI], if at least

just to expose them to it. I think it's something I'd say it's a topic that needs to be

brought up now because it's [AI] becoming very popular.

Elliott further explained this line of thinking that every student deserves an

exposure to the field to help them build literacy, and then they can decide for

themselves whether they are interested in learning more. He said:

I think yeah, having, having the information for, for all students would be the best

approach. Yeah, not every student is going to be technically like inclined to go
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down the technical path. Although I think, I think there's advantages to, to it, just

integrating pieces of it for, for all students.

Some teachers felt that students would benefit from learning about AI in the

context of other required subjects rather than a required stand-alone AI or CS course.

For example, Bella suggested, “It would be fun to learn how to integrate it [AI] into other

courses.” Another teacher, Penelope, also endorsed this approach. She said, “I

definitely think that it would be an ideal world if it [AI] was addressed in other subjects.”

Orin also felt that embedding AI instruction in other subjects, particularly mathematics,

would benefit students. He shared, “It would be a good exposure and if I, you know, I

guess if it could be linked into the curriculum, especially in math.”

Teachers pointed out that one way to ensure that all students learn AI is to

introduce content standards related to the technology as standards largely determine

what is taught in K-12 schools. Axel stated, “It's probably needed, does need to be

talked about becoming more into the standards than it probably already is.” Keshawn

called attention to the fact that the standards-setting process can be methodical and

slow to respond to rapidly-evolving technologies such as AI. He shared, “As of right

now, it's [AI] non-existent, at least in our standards, and <State> is not known to be the

fastest adopting technological standards.”

Many teachers suggested that schools offer all students AI literacy instruction

before they enter high school. These participants conveyed that K-8 lessons could offer

foundational knowledge to students at an early age. For example, Elliott felt that, “Fifth,

sixth grade could be a good, a good place to start. And then from there up.” Ruby felt

that waiting until high school for AI instruction skips valuable opportunities to equip
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adolescents with digital literacy skills. She expressed, “Knowing especially how 10, 11,

12 year olds get into other sorts of trouble on the internet, and probably needs to start

middle school level, maybe just with ‘Here, here's what it is.’” Likewise, Axel argued

that, “It'd be good in the lower levels, to just have an introductory ‘This is what machine

learning is, this is what AI is, this is generally what's happening when we do that.’" Axel

further discussed that all elementary students should be exposed to CS which would

help inform their elective choices related to AI in secondary school. He said:

So I think in the lower levels, if there was more awareness of what programming

is, computer science, that kind of thing, so that as they get older, they can make

better decisions in middle school to, for their electives that they take there.

Several teachers cautioned that K-8 students’ background knowledge and

abilities might be insufficient to learn how to develop AI tools independently. They felt

that instead, instruction focused on AI literacy may be more suitable. One teacher,

Damari, explained the importance of presenting AI learning activities that are

developmentally appropriate for younger learners and push their understanding forward.

He shared:

There is a possibility that junior high students could use partially built or sandbox

environments for creating and using AI since they don't have the statistics, the

calculus, the necessary math skills to create AI systems themselves. That could,

it would be a reasonable place to start exploring those systems, though. The trick

is to make sure they are actually learning something useful and not just playing

with a chatbot or trying to find ways to get the AI to write their assignments for

them.
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Multiple participants pushed back on the possibility of teaching K-8 students to

write AI due to their lack of programming experience and readiness for sophisticated

coding concepts. For example, Axel shared the frustration students can experience

when they may not be developmentally ready to code. He shared:

I just think the development of the students, as they get older, they just become

a little bit more aware. Of the kids in the lower levels, I'm not sure they're ready

to handle programming. I mean, we have a lot of the eighth graders that I taught

last year, there are a few in there that wanted to learn how to program but then

they were just a little bit lost on the whole how to program and why it works and

it’s fairly frustrating for a lot of them. So I think that that end is why I think it's

better for later on. Because AI is pretty complex.

Gemma suggested avoiding instruction for younger students that requires

programming experience. While this may limit AI learning activities, lessons for

inexperienced learners could focus on building AI literacy. She explained:

Well, as far as the younger kids, I don't think it'd be easy to have them do a lot of

hands on because it uses, it uses so much, uses a lot of programming skills that

they may not have yet. So I would want them to mainly have that literacy at a

younger ages.

Some teachers also believed that K-8 students might not have the level of

maturity and digital literacy necessary to engage in discussions about the implications of

AI yet. Damari pointed out:

They should probably know the consequences of the things that are happening in

their digital lives. From the creation standpoint, I think it probably comes later on,
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it probably does, you probably don't get AI until you make sure you have a

stronger skill set in order to understand what the creation of these things even

means.

In essence, many teachers felt that every student should receive instruction

about AI. They promoted this universal approach as a way to ensure that all students

receive exposure to the field and build their AI literacy. Some teachers suggested

teaching AI in required core courses, and multiple participants championed building AI

concepts into content standards to ensure it is taught. A group of teachers advised that

early exposure in grades K-8 could help students develop core understanding of AI from

a young age while others had reservations about younger students’ maturity levels and

background knowledge.

Elective High School Course

When considering where AI should be taught in K-12 schools, a number of

participants (N=17) discussed elective high school courses. Teachers argued that the

high school years are a logical time for students to explore how AI functions. If that

introduction sparks an interest for students, they can then choose to take an elective CS

course to learn more about the technical aspects of the systems. Winonah shared:

Developmentally and interest wise high school would make sense to then jump

into some of the more technical pieces [of AI], maybe for all students to have a

basic understanding or for those who really are interested in, in the details that

could come in a CS course or somewhere.

Several participants argued that because not all students are interested in AI

they should not all be required to learn about the technology. These teachers suggested
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that indifferent students would gain little from a required AI course. For example, Axel

shared that students who do not elect to take his current CS courses but are forced to

enroll do not always benefit from the instruction due to their lack of interest. He said:

I get students now who don't actually opt in, they're just put into some of my

classes, and they have very little interest at all in any of that kind of stuff, so it

doesn't meet their needs at all.

Other teachers raised similar concerns. One teacher, Orin, shared that his own

children did not enjoy their experience in required technology courses. He described,

“My kids were kind of forced into taking a coding course, they didn't like it.” Similarly,

Sebastian emphasized that every student is different. While all students should have the

opportunity to learn about the basics of AI, those that are not drawn to the field should

not be required to learn more about the mechanics of the technology. He explained:

I'm thinking of student, of my students and some of them will not be interested in

the technical side of it, like, some will, because some are intuitive, though, they'll

want to know how it's built, how it's created, how it’s programmed to learn from

itself and from other things. But I think mainly as a, as a kind of like a general

thing. I think it's mainly the exposure and the ethics to it. Because not every

student is looking for that technical knowledge.

Teachers also discussed the challenge of incorporating AI into existing CS

elective courses that make use of rigid curriculum. Courses, such as Advanced

Placement CS A (AP CSA) or International Baccalaureate CS (IB CS), often have

specific topics that need to be covered in order to prepare students for end of course

assessments. Even though these courses would be a logical place to teach about AI,
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the topics are not currently included in the course content. Cora explained how updating

the AP course content to include AI would benefit students. She explained:

I mean, foundationally, I guess it would be nice if like AP, actually could be a little

more nimble and actually see, you know, yes, it's important to teach all these

things about Java, but like there's other important pieces that are being left out

entirely. And maybe they ought to update a little.

In summary, a number of teachers recommended that AI be taught in high school

elective classes rather than required courses. Many of them argued that this would

allow students a choice whether they learn about the field rather than forcing all

students to do so. Teachers also spoke about the challenges of incorporating AI into

elective courses, especially CS classes that rarely have space for additional topics.

AI Pedagogy

Teachers frequently mentioned a variety of teaching techniques they felt are

important when providing instruction on AI concepts. The teaching approaches fell into

the following four subcategories: 1) student centered pedagogy, 2) teacher led

pedagogy, 3) student tools for instruction, and 4) class communication norms.

Student Centered Pedagogy

Thirteen teachers shared student centered pedagogies they believe important to

successful AI instruction. These participants described a range of teaching approaches

that allow students to engage with concepts in order to actively make meaning. Damari

explained that he chooses not to deliver instruction through lecture but instead provides

opportunities for students to engage with AI course content individually. He explained:
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So I don't believe in standing and lecturing at kids ever. I feel like that mode of

teaching doesn't work very well, especially for something that's a very practical

skill that each person kind of has an individual relationship with as they start to

learn how to work with it.

Mia avoids this teacher-centered approach as well, simply stating, “I really don't

like to lecture.” Instead, many teachers spoke of the benefit of hands-on approaches to

learning. For example, Violet encouraged AI learning opportunities to allow students to

program in order to develop an understanding of how the technology really works. She

shared:

Giving them an opportunity to do some coding along those ways [implementing

AI algorithms], I think would be really great. I think that would really introduce

them to the whole concept of what it is from the technical side of things.

Teachers frequently spoke of projects as a positive way to allow students to

engage with AI. Uri explained his view that projects invite real-world uncertainty into the

learning environment and also permit the support structure to aid students when

necessary. He described:

My belief is that by working through a project, working through ambiguity, I use

that word a lot with my students from the beginning, being curious and using

ambiguity to learn. And so projects, I think, are the greatest way for them to kind

of confront that ambiguity, often with somebody to support them up here, and to

have enough time for each person to work through those projects.

Inviting this uncertainty, or ambiguity, into the classroom through projects can

empower students to overcome challenges through trial and error. As Itzel put it:
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“Sometimes just experimenting and playing with different things, and just being, having

fun with the frustration has been helpful.” Nakeisha explained how a project-based

approach to instruction enables her students to take control of their own learning. She

said, “I love to give students project-based. I'm really huge into allowing them to be

investigators, explorers of the information.” Another teacher, Jose, conveyed how

projects benefit students by allowing them to put their skills to use in meaningful ways.

He reported, “It's [projects are] like actually applying the knowledge to like a real life

situation essentially.”

Teachers also detailed other pedagogies they find fitting for AI instruction

because they provide autonomy to students. One teacher, Damari, shared that he uses

a flipped classroom instructional approach where he pre-records video instruction for

each lesson and allows students to work through lesson materials and projects

independently. He stated that this allows each of his students to access lessons in a

way that works best for them and simultaneously frees him to support each student and

tailor instruction to their needs. He said:

The reason I do the flipped classroom and like, try to individualize the lessons

closer to each individual person is because each person is different. And so I'm

trying to find the issues they have as fast as I can and make sure that we find a

way that they can learn as quickly as they can for their particular learning style,

and their particular background.

Two teachers also detailed their affinity for Socratic-style, student-led discussion.

Winonah shared her view of having students actively explore AI concepts through
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open-ended conversations with their classmates, rather than traditional, teacher-led

question-and-answer type discussions. She explained:

Socratic seminar type discussions, and having some of those kind of student

driven, open-ended top conversations around AI and maybe it would be helpful to

have like, some case studies or some like live examples that we could run real

quick.

Uri also spoke about how Socratic method type discussions would allow students

to analyze how AI is used in real world applications. He shared, “We could have sort of

like a Socratic class about AI. And where we would, you know, maybe kind of build

maybe, so examine some case studies about implementations of AI.”

When sharing about student centered pedagogies for teaching AI, teachers

spoke about the efficacy of no-lecture teaching, hands-on programming, project-based

learning, flipped classroom-style video instruction, and student-led Socratic method

discussions.

Teacher Led Pedagogy

In addition to student centered teaching methods, many teachers (N=12)

explained the merits of a variety of teacher led pedagogies for teaching AI concepts.

One common teaching technique described was for the teacher to introduce current

events and societal issues related to AI. Ruby shared her approach to draw attention to

AI in her classroom “Using some of the current news cycle.” Similarly, Orin reported that

he is quick to introduce current events involving AI into his courses. He said, “When

news comes up I bring it to them as kind of an enrichment thing.” Mia, when speaking

about how AI can lead to dangerous outcomes if not carefully designed, described the
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importance of giving actual contemporary examples to help illustrate potential issues.

She detailed:

Giving students time and space and examples of how that happens, not just in

technology, but kind of just in life. Because I think that can be very, very hard for

students to conceptualize. I think examples are probably like the most useful tool.

Beyond open-ended, student driven Socratic seminar type discussions, teachers

also described employing teacher directed discussions focused on particular questions.

Damari recounted asking students for their opinions on the ramifications of AI, for

instance. He stated:

I think AI ends up a little more in the philosophy world than a lot of people expect

just because there are a lot of big implications in it. So I do, probably do a lot

more kind of thought pieces. ‘And what is your reaction to this? And what is the

real world consequences if you were to follow through on this?’

In a similar vein, Cora shared an example line of questioning she might use while

leading class discussions about AI. She shared:

I do ask them how they feel about it. What do they see are the pros and the cons,

as I, as I introduce any technology, there's both. And you know, what are they

excited about? What are they concerned about?

Teachers also touted videos on AI topics as a means to initiate these types of

class discussions. For example, Gemma told of sharing videos with students before

asking follow up discussion prompt questions. She expressed, “This curriculum, they've

provided a lot of videos, you know, so I would just, thought I'd show them this video, and

then I would, you know, have some questions. And then some discussion after I showed
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them the videos.” Cora described three high interest videos she presented to her

students in order to spur discussion. She shared, “I showed three different videos, one

on self driving cars, Waymo, is that Waymo? One on Neuralink's work on brain implants

and one on ChatGPT.”

When sharing about teacher led pedagogies for teaching AI, participants

championed the use of current events and societal issues, teacher-driven class

discussion, and video examples to illustrate contemporary AI applications.

Student Tools for Instruction

Not only did participants bring up teaching strategies they find helpful for AI

instruction, a group of teachers (N=13) also endorsed tools they find invaluable for AI

teaching and learning. Given that teachers found it difficult to teach such a technically

complex subject to students who often had little computer programming background,

they praised no- and low-code software that illustrate key concepts and allow learners

to experiment with AI without the need for advanced coding know-how. For example,

teachers reported using Google's Teachable Machine and TensorFlow Playground,

Code.org's AI for Oceans, and Concord Consortium's Common Online Data Analysis

Platform (CODAP). Itzel explained how this type of software tool allows her to provide a

variety of activities during lessons and opportunities for students to enjoy themselves

while experimenting with AI. She described:

A lot of the no code tools helped me with that, because they get to kind of play

with stuff. So we're not just doing all this heavy, heavy talking, we're also doing a

lot of playing and keeping things fun.
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Another teacher talked about a specific browser-based tool, Jupyter Notebook,

which allows small program segments to be embedded into its interactive IDE. This

permits teachers to preload syntax-heavy AI programs into documents for students who

can then analyze and experiment with the code snippets rather than having to write the

demanding programs themselves. Queen explained:

I prepare Jupyter Notebooks [of AI examples] that I share with them. And then

they're, they're able to see that there is some code behind, but they don't have to

look at the code. And they can just click, and maybe fill in some text boxes.

Tamika shared her desire to have students learn from writing actual programs

without having to navigate the challenges of syntax that written programming languages

present. Block-based programming environments have provided this opportunity for her

beginning students. She shared, “That's why I love block programming. But because we

can, we can do all the computational thinking [of AI algorithms] with none of the silly

typographical errors that a lot of my students make [when they write programs using

text-based programming languages].”

Teachers also pointed to robotics as an effective interactive tool for students to

learn AI. This group emphasized robots’ ability to learn and improve as a way to

illustrate AI concepts to learners. As Orin put it, “They could start learning about how the

robot could teach itself, you know, could could could do some machine learning and it,

you know, be an AI in that sense.” Ruby also felt that robot programs that self-improve

have the potential to illuminate AI for students. She said, “Anybody's going to associate

AI and machine learning with robotics. Because the more the robot can teach itself,

without having to be explicitly programmed in force, make them more useful.”
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DIscussion of tools vital for AI teaching and learning centered on no- and

low-code tools as they allow students to write programs without the burden of complex

syntax and robotics platforms for their interactivity and ability to illustrate AI concepts.

Class Communication Norms

Several teachers called for AI instruction to incorporate rich student

communication and interaction. These participants stressed the value of putting

students in positions to have challenging conversations about AI while in a

non-threatening classroom space. They argued that these experiences will empower

students to continue to raise concerns about AI at potentially crucial moments

throughout their lives. Itzel explained:

The point is not to make people uncomfortable but is to talk about uncomfortable

situations so that they are prepared when they go out in the world to have those

conversations with people who are maybe not in such a safe place.

Participants also disclosed that because many of their students do not

instinctively seek out interactions with their peers, teachers incorporate opportunities for

students to practice and strengthen their communication skills into class instruction. For

example, Winonah described:

I force my nerdy computer science geeky kids into having to talk to their

neighbor, which they would prefer to never have to do. And that's why they

signed up for computer science in the first place, thank you very much. And so it

forces a little bit of interaction that they're naturally disinclined to do.

Similarly, Fatima reported that she has students participate in collaborative group

work where each group member has assigned tasks that include corresponding with

105



one another. She said, “They also have jobs that they have to do in the groups of four.

So forcing them to talk to each other and communicate.” Violet also conveyed the value

in students working together in settings that encourage them to communicate with one

another to achieve a shared goal. She shared, “I think it's very helpful for them to kind of

work together in some smaller groups like that so that they're actually talking to one

another.” Itzel also spoke of the importance of setting expectations about how students

should handle themselves when challenging discussions about AI arise. She

recommended the teacher facilitate norm-setting for students where the class helps to

develop guidelines for conversations before engaging in these discussions so students

know how to handle discomfort should it arise. She explained:

We do talk in the beginning about conversations can become uncomfortable, and

that this needs to be a safe place. And, and what kind of the class itself comes

up with? What's a code of conduct? How do we handle ourselves when we talk

about things that are difficult if we become uncomfortable?

On the whole, the teachers who shared about class communication norms

emphasized the importance of developing guidelines for involving all students in

collaborative work and maintaining a safe setting for discussions on sensitive issues.

Unplugged AI Activities

The use of unplugged lessons, or activities that do not make use of a computer,

to teach AI concepts also emerged as a theme from the teacher interviews. After

teachers experienced the unplugged ML activity described previously in the methods

section, they shared a multitude of thoughts on unplugged activities that largely fell into
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the following three subcategories: 1) benefits of unplugged activities, 2) keys to

unplugged success, and 3) challenges of unplugged activities.

Benefits Of Unplugged Activities

Eighteen teachers spoke about benefits that unplugged activities offer AI

learners. These teachers pointed out that unplugged activities can be a promising tool

to help students challenge their preexisting assumptions about the field. For instance,

Violet extolled unplugged activities as a means to introduce new AI concepts and have

students see them in a new light. She described, “Having something early on that

makes them [students] stop and do a little more thinking than just going with their

instinct.” Another participant, Ruby, emphasized that unplugged activities can

sometimes allow students to develop deeper comprehension of concepts than merely

using AI tools because they allow students to examine how the underlying technology

works. She detailed, “I really think they're better than just going straight to the computer

for actually understanding the process of how machine learning works, you can't, you

can't get the process just by watching the tool work more.” Similarly, Gemma shared her

experience that “Some of these unplugged activities really helped them to think more.

And think at a higher level than when they are just on the computer doing stuff.”

Participants also enjoyed that unplugged lessons can be more approachable for

students that do not have an abundance of computer programming experience. They

explained that CS, and activities that require coding in particular, can be intimidating to

many students. However, unplugged lessons typically feel more comfortable since they

rarely require students to get bogged down in programming minutiae. One teacher,

Bella, explained that since students can approach the lesson without the stress that
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comes from doubting their technical knowledge, they can focus on gaining an

awareness of the big ideas of the lesson. She shared, “It's understanding the concepts

first, and there's no pressure on knowing the technology of it.” Violet shared a similar

sentiment, saying, “In terms of being able to have those discussions without having to

write the stuff behind it, it's really important, I think.” Axel felt unplugged lessons allow

this because students do not have to carry the cognitive load of the computer

programming during the activity. He said:

It helps because it's not code. So they're not they're not trying to figure out the

code and see how that they're not bogged down with the code. They're, they're

really just experiencing what, what is going to happen when they do AI and how it

works without any kind of code.

Elliott clarified that coding can carry with it a stigma that makes it intimidating to

many students. Learners are prone to doubting their programming abilities before they

try it and in the process, sabotage their learning opportunities during lessons that

require coding. Unplugged lessons remedy this problem. He explained:

Coding sort of like, sort of similar to math, some students just kind of tense up at

the thought of it. And there's this kind of preconceived notion that the student will

have that they're not going to be good at it.

A group of teachers also touted unplugged activities’ unique ability to be applied

to a wide age range of learners. While most CS lessons are primarily appropriate for a

small age band, these teachers explained that the same unplugged lesson is often

fitting for elementary, middle, and high school students with little adaptation required.

One of those teachers, Liam shared:
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I feel like it's appropriate for any level of students, I feel like you could do that in,

you know, you could do it in a sixth grade class, you could do it with your seniors

at the end of the year, you could do it with anybody.

In summary, teachers praised unplugged activities’ power to allow learners to

reexamine AI technology in a new light. Participants also shared that students are often

less intimidated by unplugged activities since they rarely require computer programming

experience. Teachers also appreciated that the lessons can frequently be adapted and

applied to a wide age range of learners.

Keys To Unplugged Success

Some teachers (N=10) also shared their fundamentals for delivering successful

unplugged lessons. These participants felt that it is key to connect the lesson to things

that are important to students. For example, Violet suggested that unplugged lessons

should tie into “Something that is, that they [students] can immediately identify with.”

Damari encouraged teachers and unplugged curriculum developers to consider how

they can connect the lesson topic to items that learners are interested in. He said “If you

can figure out how to take that thing and tie it to something that's real in their life I think

it could be very powerful.” Bella suggested the significance of determining what is

important to students and tailoring the lesson around it. She stressed that lessons

should focus on:

Things that affect their [students’] lives. Like how, I don't do much social media,

but I know the girls do Tik Tok and stuff. So how, how is AI being used on Tik

Tok? And how can we simulate it in an unplugged activity?
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Teachers also emphasized that because AI topics can be intimidating to learners,

hands-on unplugged lessons should be designed to make the learning feel more

approachable. For instance, Keshawn shared, “I think when it's brought into that

tangible, digestible level, it also makes the subject a lot less terrifying or overwhelming

for them to learn about.” Violet pointed out that unplugged lessons are especially

illustrative when they are built to allow students to take an active role in building their

understanding rather than merely absorbing information. She said:

Doing it as an unplugged activity is so much better because they're doing it, as

opposed to just you know, hearing about it? ‘Okay, so this is what does,’ it

doesn't really, you don't really reflect on what that really means to come up with

it. But if you go through those steps of that activity, you're actually having to come

up with that model, and then start to think about, ‘Okay, what did I miss in that

model?’

Similarly, Sebastian underscored that students respond positively to unplugged

activities designed to provide an opportunity for engaging with concepts through

manipulatives or other tactile objects. He explained:

It's very hands-on something that the students can can like, grab with their

hands, and they, they build it themselves, they test it out themselves, like

physically, I think anything that has to do with that, in a computer science class is

always like very refreshing for students, because they're not stuck in front of a

screen.

Additionally, teachers suggested that unplugged activities should be tailored to

students and their current understanding. As Keshawn explained, “It has to meet them
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where they are, it's, it has to be something that is very simple to understand to begin.”

Participants explained that since many students are motivated by and respond well to

games, one way to gear unplugged lessons to students’ interests is to gamify them.

Nakeisha suggested that “Really gamifying things really gets them [students] intrigued

and engaged.” In addition, Ruby reasoned that “[Unplugged activities] that feel like a

game to them, they [students] buy in.” Elliott also recommended that unplugged lessons

avoid front-loading a lot of terminology at the beginning of the activity but to introduce it

after students experience the concepts. He shared, “If you kind of hide the, the content

vocabulary before doing the activity, and then bring it back in at the end.” Elliott also

underscored that students often appreciate the opportunity to express themselves and

that unplugged lessons should take advantage of this. He said, “They [students] like

kind of that ownership and opportunity for creativity.”

When speaking about the fundamentals for success when teaching with

unplugged activities, teachers pointed to the value of tying the lesson to students’

interests and also to allowing students to build their own meaning through the activity.

Teachers also emphasized the advantages of allowing competition, limiting vocabulary,

and allowing students to convey creativity during unplugged activities.

Challenges Of Unplugged Activities

Six teachers also expressed challenges they have encountered when delivering

unplugged lessons. Teachers commonly lamented the logistics dilemmas that often

accompany unplugged lessons as they can require specialized manipulatives, paper

handouts, and adequate space to successfully execute the activities. Winonah

explained:

111



I do think I haven't always loved unplugged stuff. And maybe that could be my

bias, could be because it's like a pain in the butt to get kids to do them

sometimes. And it could be because I just had to print something out. It's like,

‘Oh, crap. Now to get to the printer.’ You know, all those logistical things that kind

of like, take up that extra bit of time.

Another teacher explained that because time is so limited in a school day

unplugged lessons must be simple and quick to prepare for. Liam shared, “Setup has to

be easy. So in other words, like, as a teacher, it's gotta be very straightforward, you

know, I have a 40-minute class period. So you know, so that's not a ton of time.” Ruby

discussed the challenge of finding adequate physical space to carry out unplugged

lessons. She suggested, “My biggest hurdle in using unplugged group activities is

dealing with the space concerns.”

Teachers also expressed reservations about unplugged activities’ direct focus on

the topics being taught. Winonah vocalized that unplugged lessons sometimes skirt

around the actual concepts they are meant to teach. She said that they can, “Lack a

direct application to the topic at hand. Sometimes I feel like the unplugged lessons,

they're a little like topic adjacent.” Jose expanded on this idea and explained that

unplugged activities are inefficient when they often require teachers to prepare students

in advance with extra instruction. He observed:

It definitely requires a lot of preinstruction, right? So they understand what the

goal is, like you give them a bunch of materials and then without explaining

exactly what the goal of all these materials are, then it would be difficult, it can be

difficult. So really knowing what their goal is ahead of time and kind of also not
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trying to like, a lot of times the unplugged activities seem to be kind of exploratory

or investigative.

Additionally, Damari pointed out that not all topics actually benefit from

unplugged style lessons. Instead, he argued that students can experiment with actual AI

technology and do so very quickly, something not possible in unplugged activities. He

explained:

So if they [students] all have Chromebooks or something like that, then it might

make more sense to make this as a digital thing where like, they walk through a

decision tree and get to run it a bunch of times, because I think one of the

powers of computer science is that you get to try lots of things very fast. But you

get to try lots of models and see what the answer is and see what happens on

the other side.

In sum, when speaking about using unplugged activities in the classroom,

teachers referenced challenges including logistics hurdles, time restrictions, finding

lessons that directly apply to the topic being taught, and that particular concepts are

better illustrated through the use of a computer.

Challenges of Teaching AI

In addition to discussing the importance of AI education, their fit within the

curriculum, and pedagogical approaches, teachers also brought up a variety of

challenges to teaching AI at the K-12 level. These challenges fell into the following four

subcategories: 1) teacher capacity, 2) student ability limits, 3) traditional structures and

processes, and 4) limits of AI curriculum and learning tools.
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Teacher Capacity

Eighteen participants shared their concern about teachers’ limited capacity to

teach AI. Teacher capacity concerns largely focused on the current lack of teacher

content knowledge. Many of the inservice teachers (N=12) interviewed perceived their

own understanding of AI and ML to be shallow. They argued that this makes it difficult

for them to visualize how they should or could teach about the technologies. For

example, Fatima lamented, “I just don't know what it is, what it looks like, or what the

lessons should be.” Her feelings were not isolated as Axel also shared, “I think for me,

it'd be more on my end, where I just don't know enough about it, to, you know, put it in,

to actually implement it into the curriculum.” Likewise, Cora admitted, “I don't have all

that knowledge myself right now. So saying how I would teach that, I don't really know.”

This common response that teachers did not feel prepared to plan and carry out

effective AI instruction extended to teachers’ lack of confidence in helping their students

develop AI and ML comprehension. For instance, Jose expressed worry that his limited

understanding could cause him to misinform his students. He shared:

I want to make sure I know enough of it to be able to teach it appropriately and

make sure I'm not misleading my students. So I'm a little bit worried about just

kind of getting a good mastery of the content myself.

Teachers not only discussed how their lack of AI and ML content knowledge

would impact their students’ understanding but also what they would be able to teach.

Simply put, teachers cannot teach what they do not understand themselves. Bella

explained that she would need to teach basic concepts, at least initially, so she could
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learn them as preparation for more advanced topics. She said, “I think we have to start

with fundamentals, because I'm not familiar, so I want to know about those things, too.”

While teachers expressed interest in learning about AI and ML in order to

develop their content knowledge, some (N=10) also had reservations about whether

they could find the time to learn themselves as well as fit the subject within a crowded

curriculum. For instance, Ruby shared her concern about “Not having time on my own

and to, to learn everything that I need to learn in order to teach it.” Another teacher,

Tamika, told of her interest in learning and teaching more about AI and ML but could not

imagine making enough time to learn it herself. She described, “It's just finding the time.

So it's not only not having enough time to teach all the concepts in your course, it's for

you for your own professional learning sake, to prepare.” When speaking about the

challenges to AI instruction in K-12 education, Axel stated, “I think the main issue is

time.” Gemma asked, “Where are they gonna get the people to teach these things? I'm

serious. That's like, it's like putting the horse before the carriage. You know, we

[teachers] are really, really short [on time to learn and teach AI].” Other teachers

elaborated on their struggles with finding enough time for learning about and teaching

AI within the structure of the school schedule. Penelope shared, “The biggest challenge

is just the amount of time and I'm spread so thin.” Likewise, Damari explained that

teachers often feel that in order to make room to teach AI, they must remove other

topics from their courses. He explained, “Teachers are already at like a zero sum game.

So what is this lesson replacing that they're already doing? Because you have to do

that. There's no more time.”
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On the whole, teachers expressed unease about their capacity to teach AI and

ML because they did not feel prepared or confident in their ability to design AI courses

of study given their limited content knowledge. Participants also shared concerns that

the amount of teacher planning time and course instructional time available will be

inadequate for proper AI instruction.

Student Ability Limits

Teachers were not only hesitant about their own knowledge regarding AI and ML

but also of their students’ capabilities. Fourteen participants raised worries that

students’ insufficient abilities could hinder their capacity to learn about AI. One of

teachers’ primary concerns was students’ ability to write AI software given their lack of

computer programming experience. Tamika observed, “They're [students] pretty much

coming in new [to programming]. We don't have a middle school program.” This was not

isolated. Violet remarked, “I always survey them [incoming students], ‘What have you

ever done before?’ Rarely have they ever done any programming. And so it's all new.”

Another teacher explained that teachers should not assume that students will have prior

programming knowledge. Queen said, “Because our computer science curriculum is

elective, we can't expect students to have programming experience before they join.”

Cora pointed out that students’ limited programming experience should be accounted

for when considering what to teach each learner about AI. She felt that it would be

challenging to require every student to write AI software when they do not have

familiarity with coding. She explained, “I probably wouldn't have everybody in the school

take an AI computer science course, you know, where they're actually programming

because I think that will require a certain skill level.”
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Teachers also voiced concerns about whether their high school students’

backgrounds would be sufficient to comprehend the inner workings of AI algorithms. Uri

called into question students’ curiosity about the field and whether they have the

concentration necessary. He stated, “A lot of machine learning is very procedural work.

And, and the, the amount of focus that's needed for that, I think there's just a few

students who have the interest and the focus.” Liam focused on whether high school

students’ math experience would be adequate. He stated, “The trouble there is that their

[students’] mathematics level is not high enough.” Along the same lines, Queen raised

the worry that because AI technologies, such as ML classifiers, are built on

sophisticated math, teachers cannot help students truly understand how they work if

they do not have the necessary math knowledge which most high students do not yet.

She explained, “The math part is challenging, because if we want them [students] to

understand how a classifier works, sometimes we have to go deep into math that they

don't, they have not learned yet.

The discussion about the challenge of student ability limits centered on learners’

lack of experience with computer programming and their limited exposure to advanced

mathematics.

Traditional Structures and Processes

A number of teachers (N=13) discussed the difficulties that come with the novelty

of AI education. These participants emphasized that K-12 education can be slow to

change especially when it comes to the changes necessary for AI education to

overcome well ingrained tradition and structures. Many of these participants

emphasized the influence that one of these structures - the College Board, the
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organization that oversees the AP CS A and Principles exams - has on what is taught in

high school CS classes. As many school’s CS offerings include an AP CS course,

teachers lamented not having enough time and space to incorporate AI into the classes.

For example, Tamika simply stated, “There's no way I can fit it [AI] into AP CSA.”

Similarly, Axel shared, “[Including AI in] AP Computer Science A would be super hard,

just because we're pretty tight on everything that we have to learn. So to veer off and do

that might be a little bit tough for the time part.” Cora shared that because of the value

placed on AP courses, the College Board has an outsized role in determining what is

taught in high school CS classes based on what they choose to include on the AP CS

tests. She explained:

Because of the power that AP has, you know, that they're kind of controlling what

students are being taught all over the country. And that's apparently important for

I don't know, if students feel it's important, and colleges feel it's important, this

whole AP thing. So there's a lot of power there. And if that doesn't change, it's

going to be hard to get, like, AI to be considered an important topic covered in

school, unless it's some other non-AP computer science course.

Teachers also talked about the difficulty of overcoming the well established

traditions at the school level. Gemma raised concerns that school- and district-level

decision-makers are often underinformed about the CS field. She stated,

“Administrators don't really know what you're doing, I mean, most administrators these

days don't even know what computer science is.” She went on to explain that

administrators’ lack of awareness of the domain makes it difficult for them to make AI
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instruction a priority. She added, “Unfortunately, sometimes they [administrators] might

not even know enough about it [AI education] to value it.”

Other participants stressed that teachers face almost insurmountable tradition

when it comes to teaching practices. Keshawn explained the pressure as follows,

“There are a lot of teachers that have a way of teaching, and honestly, they will work 10,

15, 20 years, find a way that works and in their mind and in their lives it is how you

teach and there's not a different way.” Winonah raised the point that since veteran

educators have taught without AI for years, many felt threatened when the technology

became more prevalent. That led some educators to resist all forms of the technology in

the classroom including opposing AI instruction in their classrooms and schools. This, in

turn, penalizes students who miss out on the opportunity to learn with and about the

tools. She explained:

The community in which they're teaching is saying, ‘No, no, we need to ban this

from our schools period,’ for whatever reason, and then students are caught in

this like area of not either getting the information they need to understand how it

works, or getting the boundaries on like, these are the ethical ways in which you

can use it.

Participants stressed that AI will necessitate drastic changes to educators’

teaching methods. They argued that teachers need to adopt a radically different mindset

in order to take advantage of AI’s knack for simplifying or eliminating tedious work in CS

courses and elsewhere. In particular, participants suggested that even though it will

require great effort, teachers should completely redesign their lessons to use AI tools to
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raise the level of complexity and analysis performed by students. For example,

Keshawn recommended:

My goal would be to use it in an assistive manner to be, to do what computers

already do for us, to take what we can already create and make it something

that's a lot more efficient, a lot more fleshed out by, by removing the tedium and

the work that does truly generate no extra Bloom's Taxonomy, right? Doesn't

build upon their knowledge. All it does is just kind of make them shy away from

the work to begin with.

Participants also talked about teacher resistance to this notion of incorporating AI

in order to raise the level of student thinking during assignments in CS and other

subjects. Teachers pointed out that it is challenging for established educators to view AI

as providing opportunities to allow students to dig deeper into problems rather than

ruining their long-established teaching methods. One teacher, Mia, shared her thoughts

about teachers at her school, saying:

Everyone [teachers] at lunch is talking about ChatGPT. ‘Now it's ruining the

essay,’ or whatever it is, and I'm like, ‘That's just dumb. That's not true. And if it's

ruining your essay, then your essay prompt is bad. Like, this is not this is not a

computer problem. This is a you problem.’

Liam proposed that one way to help teachers defeat these knee-jerk reactions to

AI is to help them recognize how previous ground-breaking technologies have been

used by students to advance their thinking and abilities. He suggested that a helpful

analogy might be what calculators have allowed students to do in math lessons. He

said:
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Okay, well, you have a calculator. So now, now, you don't need to teach people to

memorize the multiplication table anymore. You know, I said that people don’t do

long division by hand anymore. But you are now free to do other things and more

sophisticated things.

While teachers believed that all students need to understand AI issues, teachers

also raised the challenges of recruiting students into their CS courses so they could

learn about the technology. In particular, teachers reported difficulty helping students to

overcome the well ingrained stereotypes about who belongs in technology fields such

as AI. Penelope shared that she finds it challenging to help students from

underrepresented populations find their way to CS without being overbearing. She said,

“We're trying to break stereotypes in computer science. I know that's a goal. But at the

same time, I don't want to push the kids too hard in one direction or the other.” Similarly,

Violet explained the pervasive sentiment that only nerdy students fit in CS. She

described, “There's this feeling out there in the world that you have to be like a math

nerd in order to do computer science or engineering. We fight against that a lot and

trying to get more students involved.” She went on to say that “But still there is just,

there's some stereotypes you fight against. And so all of those are the things that you're

really working to try to combat as you're trying to get more people interested in it.”

In summation, teachers laid out that K-12 AI instruction requires breaking from a

variety of traditions and structures including the need to teach the topics found on AP

tests, ingrained teaching methods, and stereotypes about who should study technology

topics.
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Limits of AI Curriculum and Learning Tools

Twelve teachers bemoaned the availability and quality of K-12 AI curriculum and

learning tools. Participants emphasized that teachers and schools interested in adding

AI instruction for the first time are especially reliant on quality curriculum developed by

others. Gemma expressed, “That's the hardest part, you know, for these schools that

are starting up is they got is finding good resources.” Unfortunately, many teachers

reported a lack of quality instructional materials aimed at K-12 classrooms. Fatima said,

“I just haven't found a lot of lessons on artificial intelligence.” Likewise, Orin pointed to

the challenge of finding learning resources for beginners. He shared, “Availability of

tools and sort of starter curriculum, I guess, would be the summary of the challenge that

I'm seeing.” Meanwhile, Axel voiced his concern about the absence of unplugged

lessons geared toward AI topics. He reported, “I like unplugged activities. And like I

said, it's just a matter of having them available to use.”

While teachers could write the lessons and assessments necessary for

classroom instruction on AI, they often feel underqualified to do so since they typically

have little experience with the topic. Teachers also have limited time, making full

curriculum development challenging. Cora explained that curricula developed by

third-parties can solve these problems. She said:

Having those kinds of things (curricula) because teachers just don't have the time

to put this together. They're not experts in this field. And, you know, having those

kinds of things available would be really helpful in helping it get adopted in

schools.
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Participants who were able to discover AI lessons found that many of them were

not optimized for K-12 students. Queen found it challenging to locate learning materials

geared toward K-12 rather than post-secondary settings. She said, “I'm always looking

for activities that is more at their [K-12 students’] level. So that to expose them to it

without having crazy assignments, that would be, you know, university level, college

level assignments.” Orin also painted a picture of AI curricula he has used. He has

found the level of most lessons to be either too challenging or not challenging enough to

be engaging. He explained, “The actual work was, it was like, right in that, that terrible

middle spot where it was way too hard for some kids, it's way too easy for others.”

Teachers suggested that because AI curricula are difficult to find, a centralized

repository of learning materials would be helpful. This would also allow for teachers to

review materials and provide feedback on their quality. Winonah described it as

“One-stop shopping for teachers like, ‘Here are the options for you.’ Maybe something

that's vetted by, you know, people, other teachers some way to, like, communicate this

in a streamlined way.” Participants emphasized the importance of having both experts in

the field and fellow teachers inform what they teach in the classroom. For example, one

teacher who has yet to teach AI, shared that she would seek the advice of other

teachers about what teaching materials they have had success with before she began

teaching the subject. Bella shared:

If I were to teach AI, I'd need to find that community where I could have a mentor,

I can have resources of, you know, questions to go back to and what, what

curriculum is good for this grade? What worked for you? What didn't - it's having

that community, that as a teacher, that really benefits my teaching.
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Winonah also spoke of her trust for instructional resources recommended by her

peers over those that she stumbles upon. She noted:

I've looked for people that I sort of know from other places, and if they're

recommending a tool, or like, Hey, here's a good site, then I'll give it a good look.

And I'll tend to trust it. So word of mouth, getting through those, you know,

through those Facebook groups, reliable, trusted over the years, and then those

are those are kind of the big things.

Additionally, Cora explained that while she could certainly develop her own

learning materials, those with AI instructional experience as well as AI subject matter

expertise could create a more well-rounded and up to date curriculum. She explained:

I did put together a lot of curriculum, so I'm not opposed to that. This field in

particular seems like it's changing so quickly. And, you know, I'm not saying that I

have a deep understanding of it. So that's why it would be somewhat reliant on,

you know, getting some of the experts to put it together, not just experts in AI, but

experts in AI and pedagogy, you know, putting it collaboration, that would be

good.

In addition to effective curriculum, participants stressed the importance of

technology tools that allow learners to experience AI first hand. Teachers reported a

variety of frustrations with access to these resources. Axel shared that the computer

hardware his students use to write computer programs limit the complexity of the

software they can code. He said:

We have Chromebooks and Chromebooks, you can't code on Chromebooks. We

have an online IDE that works, but it's not the greatest kind of thing. You know,
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you need a dedicated, dedicated hardware to do some really cool stuff and we

just don't have that.

Teachers in schools without these hardware constraints raised other concerns

about the availability of software tools appropriate for K-12 AI instruction. Uri

commented on the expense of tools developed by third parties and the imperfections of

freely available alternatives. He observed:

The problem of a lot of these packaged tools, they're expensive. And the free

ones, have those sorts of warts in them, take a long time to fix anything. So you

know, I don't feel like I have the tools for it at this point.

Participants also explained that students often do not have access to valuable AI

tools due to school or district policies restricting their use. For example, Fatima shared

“Yeah, the number one challenge is accessibility.” She went on to share an experience

where she tried to encourage other teachers to use an AI tool only to find it blocked on

the school network. She recounted:

I was so excited to share it (AI tool) with my other math teachers, but then found

out that it was blocked at the school. So it was like, all of my hype for it was

nothing. And then so I said, ‘Well, you might want to try it at home.’ And I know

that they're not going to because it's just not.

Similarly, Keshawn shared, “Our school district actually has completely restricted

access to AI websites on their networks.” He explained that because his school

prohibits access on the school-provided internet access, only students who have the

financial resources for a data plan on their cell phone are able to access AI tools. He
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explained, “The students actually currently have no way to use them [AI tools] outside of

their cell phones and cell phone service.”

Sebastian explained that his school’s policies do not allow for students to utilize

websites and software, including AI, unless they have been certified compliant with

student privacy regulations such as the Children's Online Privacy Protection rule

(COPPA). He explained, “We can't access anything unless it's vendor approved or

COPPA approved, you know, and so that becomes a challenge.” Uri described a similar

challenge with instructional tools that require parent or guardian approval for students

under 18 years old. His district does not approve the use of any software with these age

restrictions in their terms and conditions of use. This has posed difficulties for finding

software that supports AI learning. He outlined:

They're like basic things like Google Colab, which lots of high schools use, have

one or two Ts and Cs [terms and conditions] that have an 18 year old minimum,

and several that have 13 year old, 13 and over, require below 13 to 18, require

permission from parents. And that is now an automatic denial from our IT

department.

In essence, many teachers lamented that they did not have the time or expertise

to write their own AI curriculum and struggled to find high quality existing instructional

materials appropriate for their students. In particular, participants pointed to the

challenge of finding curricula for beginners, engaging unplugged activities, and

instructional materials recommended by teacher peers. Teachers also experienced

limited access to learning resources designed to support K-12 AI instruction.
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Underpowered and incompatible computing hardware as well as school policies that

restrict teacher and student use of AI tools were also commonly shared issues.
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CHAPTER 5: DISCUSSION

This dissertation examined 23 9-12th grade U.S. CS teachers’ conceptions and

understanding of AI and ML technologies, their perceptions of the field in secondary

education, their confidence in teaching AI and ML concepts and practices, and the

methods they use as well as the obstacles they encounter while teaching the subject. A

discussion of the study’s findings, implications, suggested areas for further research,

limitations, and conclusions follows.

RQ1 Discussion

How do 9-12th grade CS educators conceptualize AI and ML?

The findings show that teachers had a wide range of understanding of AI and ML

but mainly demonstrated surface level comprehension. While these surface level

understandings were technically correct, teachers only had a limited knowledge of AI

and ML’s technical aspects. Teacher views suggested a rudimentary grasp of how AI

and ML systems are developed, trained, refined, and function. Additionally, few teachers

were able to specify forms of AI and ML or provide considerable example applications of

the technologies.

It is interesting to note that many teachers felt confident in their comprehension

of AI and ML, but that did not necessarily reflect a deep understanding of the

technologies. This misplaced confidence in their own knowledge could be problematic

as AI expands into K-12 education if teachers who feel prepared do not in fact have

adequate understanding. Meanwhile, even though many teachers were self-assured

about their handle of AI and ML concepts, a notable number of teachers were

apprehensive about their comprehension of the field and their ability to teach the ideas.
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This is especially troubling considering that the study’s sample, 9-12th grade CS

teachers, is likely more tech savvy than the general K-12 teacher population. If many of

the study’s participants doubted their understanding of the field and capacity to teach it,

non-CS instructors would likely have even lower levels of teacher self-efficacy with

regards to AI. Regardless of teachers’ confidence level in their understanding of and

ability to teach AI, efforts are needed to help them strengthen their knowledge of the

field. Teachers must have a deeper understanding of the technology in order to

implement AI instruction.

Correspondence with Prior Research

The study’s findings on teachers’ attitudes and conceptions of AI and ML largely

concur with the research base. For example, previous research has shown low teacher

confidence in their AI and ML knowledge and preparedness to adequately teach the

subject (Chiu & Chai, 2020; Lindner and Berges, 2020; Ng, Lee, et al., 2022; Sanusi et

al., 2022). In contrast to Vazhayil et al.’s (2019) findings that most teachers could not

see AI career opportunities for their students, results from this study matched previous

research that has found that one of the primary drivers for AI instruction is to prepare

students for future success (Chiu & Chai, 2020; Ottenbreit-Leftwich et al., 2022). The

findings were also consistent with previous literature that inservice teachers want PD to

help grow their AI content knowledge (Lindner & Berges, 2020) and that educators are

frustrated by the limited availability of AI teaching resources and tools (Chiu & Chai,

2020; Vazhayil et al., 2019). Additionally, teachers feel that ethics instruction is

important in K-12 AI education (Ottenbreit-Leftwich et al., 2022) and that they do not

have adequate time for AI instruction (Chiu & Chai, 2020). However, some of the
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findings did not align with previous research. Ayanwale et al.’s (2022) finding that

teachers' perceived confidence in teaching AI predicted their intention to teach the

subject and that teachers' belief in the relevance of teaching AI predicted their readiness

to teach the topic did not align with results from this study. In the current study,

participants with low confidence in their AI teaching ability generally expressed a strong

desire to learn more about the field and teach the content. Similarly, while participants

saw high relevance in teaching AI, it was not associated with teachers' readiness to

teach the subject.

Influence of ChatGPT

In this study, the arrival of ChatGPT greatly informed teachers’ conceptions of AI.

On November 30, 2022, roughly three months before I began conducting teacher

interviews, OpenAI launched the generative AI chatbot Chat Generative Pre-trained

Transformer or ChatGPT (OpenAI, 2022). The free-to-use tool exploded in popularity,

tallying 100 million monthly active users in a mere two months, the quickest consumer

technology application in history to do so (Hu, 2023). Users quickly discovered a myriad

of ways to harness ChatGPT’s ability to rapidly generate text responses based on

simple prompts. Many projected that the tool would transform a wide array of fields and

education was no exception (Adıgüzel et al., 2023; Lo, 2023). Early in the interviews it

became clear that many participants and their students were some of these early

adopters of ChatGPT and other similar generative AI tools based on large language

models (LLMs).

Given that ChatGPT is the center of discussion within K-12 schools, it is not

surprising that teachers often focused on the software when discussing AI. After
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frequently seeing students misuse ChatGPT and other LLM-trained tools, teachers

emphasized that learning about AI would allow students to better understand how and

when to engage with AI tools. When making a case that students should develop their

problem-solving skills instead of merely accepting AI-generated suggestions without

question, teachers often referenced students’ overuse and misapplication of ChatGPT

inside and outside of the CS classroom. Participants raised concerns about the ease of

students creating and submitting AI-generated work as their own on computer

programming and writing assignments, the challenge of detecting this AI-produced

content, and potential learning loss resulting from students’ dependence on ChatGPT.

At the same time, many of the participants spoke about the importance of their students

learning to use AI tools, largely ChatGPT, in wide ranging situations inside and outside

of CS.

AI’s Risks and Dangers

Not surprisingly, since the technology is new and novel, teachers demonstrated

an incomplete perspective of AI’s impact on society. While some teachers were able to

point out several potential harms (e.g., bias, copyright infringement, data collection,

privacy violation), most were not able to describe the risks and dangers that AI

technologies pose beyond students potentially becoming over-reliant on them.

Researchers have begun to conceptualize ethics in AI and the need for students to

understand their role in the necessary structural changes. Given that many of the

teachers in the study focused on LLMs and generative AI, there is an opportunity to use

this as a starting point to engage CS teachers in how LLMs work and inherent biases

within them. For example, Bender et al. (2021) analyzed LLMs, the artificial neural
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networks trained on massive amounts of human-generated text which underlie most

text-based generative AI tools. The authors termed LLMs stochastic parrots to illustrate

that LLM text predictions are based on statistical patterns and have limited ability to

comprehend their own output. This parroting back of text patterns from human writing

leads AI tools to take on the prejudices and biases of those humans who wrote the

original training text with limited means to understand that it might be generating

incorrect statements including racist, sexist, and xenophobic content. Unfortunately, this

type of bias in mainstream technology is not isolated but commonplace. Researchers

have long chronicled examples of algorithms discriminating against vulnerable

populations (Benjamin, 2020; Eubanks, 2018; Noble, 2018; O'Neil, 2016). However,

teachers are largely unfamiliar with this work, and it has not significantly informed their

conceptions of AI. As such, there is a need to invest considerable effort to build

teachers’ awareness and sensitivity of AI ethics so they can work to develop their

students’ ethical sensitivity as well. In recommendations released in 2023, the U.S.

Department of Education advised K-12 schools to provide a more well-rounded view of

AI, especially providing opportunities that allow students to critique the technology and

its impact on their lives and society as a whole. They argued that examining the ethical

issues associated with AI would open students’ eyes to dangers such as bias,

surveillance, privacy invasion, and security threats (Cardona et al., 2023).

Emerging efforts within this area provide a potential mechanism to develop

teacher competencies. For example, the Kapor Foundation’s recently released guide on

responsible AI and tech justice could serve as a benchmark for the knowledge that

teachers require. In particular, the guide focuses on the need for educators to create
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opportunities for students to 1) reflect on who designs and benefits from AI, 2) consider

AI’s impacts on society, 3) critique how data are collected and used, 4) dig into

human-computer interactions and their consequences, 5) scrutinize their individual AI

use, and 6) work to actively reduce injustice, wrongs, and damage caused by AI (White

& Scott, 2024). These six areas could help focus teachers’ understanding of ethical and

justice-oriented issues within AI education.

RQ2 Discussion

How do 9-12th grade CS educators conceptualize the role of AI in their CS

instruction?

The findings show that teachers feel that everyone should understand AI and that

the best path for cultivating this understanding is to provide AI literacy instruction for all

students during grades K-12. They felt strongly that strengthening students’ AI literacy

would help learners better recognize, assess, and make use of AI technologies.

Additionally, teachers argued that providing AI literacy instruction to every student would

help develop a citizenry prepared to make informed decisions about the technology and

equip a future workforce for success in an environment rapidly adopting AI systems.

Teachers’ conceptions about AI literacy’s place in K-12 education largely align with the

preliminary literature in the field that mostly includes recommendations and frameworks

for teaching AI. For example, Digital Promise’s newly released AI Literacy Framework

emphasized helping learners understand, use, and evaluate AI (Mills et al., 2024).

Likewise, Hollands and Breazeal (2024) have encouraged schools to work to introduce

students to AI and provide them opportunities to develop their AI literacy before they

seek to productively apply tools that employ the technology.
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AI Literacy

The study’s results also suggest that teachers conceive of AI literacy as a less

intimidating way for teachers and students to approach AI rather than immediately

beginning with technical instruction. In essence, they viewed AI literacy as an entryway

to more advanced AI learning. If all students took part in lessons to build their AI

literacy, they would be exposed to AI conceptually and could consider whether they had

an interest in pursuing further learning to better understand the technology’s mechanics.

By and large, participants envisioned that students would best learn the technical side

of AI in 9-12th grade elective CS courses. In their current form, these high school CS

courses generally incorporate programming instruction and teachers viewed the

inclusion of AI coding projects as a valuable opportunity for CS students to apply their

programming skills. Including technical AI instruction in 9-12th grade CS courses would

also create valuable opportunities to discuss phases in the software design and

development cycle where bias might be introduced as students are working through

those very phases on their own projects. This would be especially valuable for students

who elect to enroll in CS courses as their expressed interest in CS suggests that they

need to be more deeply aware of biases in case they design the technologies in the

future. These results align well with initial recommendations from state departments of

education. Digital Promise recently reviewed the formal guidance on AI in K-12

education issued by seven states and found a common call for AI literacy instruction to

equip all students for the future (Roschelle et al., 2024). Several states also suggested

that CS courses play an integral part in developing students’ understanding of the

mechanics of AI (Roschelle et al., 2024).
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As K-12 AI instruction ramps up, teachers also need to help students develop a

critical perspective of the technology rather than having students see AI as a panacea

and cure-all to the problems society faces. Technology that is depicted as objective and

neutral on the surface often mirrors human bias and even amplifies discrimination and

inequality (Benjamin, 2020; Buolamwini, 2023). This bias has been found in search

engine (Noble, 2018), facial recognition (Buolamwini & Gebru, 2018), predictive policing

(O’Neil, 2016), welfare benefit (Eubanks, 2018), and LLM (Bender et al., 2021) systems.

In order to combat the harm caused by AI systems, teachers must invite students to

critique these tools and provide opportunities to reflect on sources and types of bias and

prejudice. Learners should understand and appreciate the influence that a diverse

range of perspectives can have on the AI design process and level of bias in the final

product. Teachers should also empower their students to recognize their role in

reversing the biases and improving the software’s design.

AI in Content Standards

Teachers also discussed K-12 content standards both as a blessing and as a

curse. On one hand, incorporating AI into content standards would ensure that AI topics

are taught in K-12 schools. Embedding AI concepts into the standards of wide-ranging

school subjects would provide all students with consistent opportunities to learn about

the technology situated in the context of a variety of content areas. Standards would

also provide clarity about what should be taught about AI at each grade level and allow

teachers to present concepts in a uniform and coherent manner. However, it is

important to note that in order to add AI concepts to content standards, other topics

would need to drop out of the standards. Schools have fixed instructional time and
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resources that require existing subject matter to be eliminated in order to make way for

new content in the curriculum. Computing creep, or the charge for AI instruction in this

case, could jeopardize fundamental educational content which students still need to

learn (Shah & Yadav, 2023).

Teachers also had concerns about the challenge of developing standards for a

technology that is rapidly evolving. The standards development process varies by state

and is typically a time consuming endeavor that requires input from a multitude of

subject matter experts and stakeholder groups, often over the course of 12-24 months.

Once approved, the content standards are generally in place for 5-10 years before they

are reviewed and updated once again (National Center for Research on Evaluation,

Standards, and Student Testing, 2016). Many teachers felt that this type of development

cycle is simply inadequate to keep up with the pace of change in AI technology and

would require teachers to provide outdated instruction on the field. Additionally, districts,

schools, classes, teachers, and students have individual needs; can a one-size-fits-all

set of standards truly be sufficient for all of their unique situations?

RQ3 Discussion

What, if any, instructional curricula and pedagogies do 9-12th grade CS educators

use to bring AI into their CS instruction?

The findings also show that teachers are craving curricula and tools for teaching

AI. Many participants lamented the difficulty of finding curriculum and tools that were a

good match for their K-12 students, and in fact, multiple asked hopefully whether an

outcome of this study would be ready-to-use software or classroom lessons. Teachers

reported that they find it challenging to teach AI concepts in a manner that does not
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require advanced programming and/or math knowledge. Participants shared small

successes using tools such as Code.org's AI for Oceans and Google's Teachable

Machine and TensorFlow Playground but also described their frustration with the lack of

software designed to plainly illustrate AI principles to novices. Note that following the

teacher interviews, multiple providers, including Code.org and aiEDU, have released

more extensive curriculum geared toward K-12 learners; however, much work is left to

be done in the curriculum development space.

Importance of Curriculum

The findings also indicate that a trustworthy curriculum not only fills schools’

obvious need for teaching materials but could also serve as a map of the AI territory,

especially for teachers who are new to the space. Reliable curricula can demonstrate

what is universally valuable for students to know and suggest to educators the relative

importance of different topics based on the breadth and depth at which they are

covered. They also signal what types of pedagogies are effective in different situations

and with particular subject matter. While a variety of sources provide viable stand-alone

lessons, K-12 teachers are often accustomed to a comprehensive curriculum with

interconnected lessons that provide an extensive overview of the field. It is valuable to

involve teachers in the curriculum development process to inform the final product. K-12

practitioners can serve an important role and help improve and refine curricula by

helping developers better understand their learning environments and students' traits,

strengths, and needs (Fullan, 2015; Handler, 2010).

The study’s results also point to the importance of teacher confidence in AI

curricula. Participants shared criteria they look for in potential lessons. Curricula must

137



be age appropriate for K-12 students, incorporate instructional best practices, and allow

for rich, open-ended discussions. Additionally, curricula must have a low floor making it

accessible to all teachers and a high ceiling that opens doors for more technical

learning opportunities. Teachers also highlighted the importance of a flexible curriculum

that allows them to adapt and pivot to what their students need. Finally, participants

emphasized that AI technology changes fast and curricula need to keep up with these

updates or they quickly become irrelevant in learners’ eyes.

Teaching material repositories are a promising trend that allow teachers to rely

on both experts in the field and fellow teachers to inform what they teach in the

classroom. These collections, made up of curated resources that have been used in

K-12 learning environments, provide teachers an array of instructional material options

for teaching AI in a variety of settings. The Hubs in Computing at Schools (National

Centre for Computing Education, n.d.) effort in the United Kingdom as well as the

Colorado Department of Education’s (n.d.) CS Resource Bank and Fairleigh Dickinson

University’s CS Hub (n.d.) in the U.S. could serve as models to allow K-12 CS teachers

to find learning materials.

Pedagogical Approaches

Teachers shared an array of pedagogical strategies they found beneficial for AI

instruction. Much emphasis was placed on approaches that position students at the

center of the learning such as project-based learning, self-paced learning enabled by

instructional videos, class-wide and small group discussions, and interactive

programming exercises. These findings largely matched observations from prior

research as the top instructional strategies were regularly used in the 32 AI education
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studies Yue et al. (2022) reviewed in their systematic literature review. However,

multiple participants in the current study expressed a strong aversion to using direct

instruction for AI lessons; meanwhile, Yue et al. found direct instruction to be the most

common instructional approach used in their review.

Implications

The findings of this study have a variety of implications in the K-12 education

space. As few schools, districts, or states have formal initiatives in place to provide AI

instruction to students, teachers largely need to take action to bring this instruction to

their students until more formal programs are in place. As they do, these findings

suggest that it is key that educators seek to broaden and deepen their knowledge of the

field in order to turn around and teach their students. A primary goal of their instruction

should be to create opportunities for students to see AI’s potential for good as well as

harm. Ethics should be woven into AI instruction to prepare students to challenge AI

technologies that cause harm.

Teacher Training

Participants’ AI and ML comprehension varied but generally exhibited a shallow

understanding of AI and ML, which illustrates a severe need for PD for teachers. Due to

the demands on inservice teachers’ time, PD providers should seek to design learning

opportunities that not only can scale up to meet sizable demand but are also adaptable

to the individual needs and current level of understanding of participants. For maximum

benefit to teachers and positive impact on student outcomes, this PD should offer

ongoing learning opportunities instead of a single isolated session (Desimone, 2011)

and should facilitate collaboration among teachers in professional learning communities
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(Borko, 2004; Darling-Hammond, 2010). Ongoing PD and learning communities will

ensure that teachers have continued support to truly change teacher understanding and

build their capacity (Guskey, 2002).

Teacher educators across all disciplines should also consider how they can

incorporate AI literacy into coursework for preservice teachers. These learning

opportunities could serve to grow future teachers’ awareness of AI and also

demonstrate how the technology can be embedded into wide-ranging content areas.

The study’s results indicate that teachers may not fully recognize the dangers and

harms of AI. To overcome this gap in understanding, preservice and inservice teacher

training should emphasize the extensive biases, prejudices, threats, and risks posed by

AI.

AI Instruction in CS Courses

The results suggest that technical concepts about AI should be incorporated into

9-12th grade CS courses. Given the difficulty of recruiting and training new CS

teachers, presenting AI in established CS courses rather than creating new, stand-alone

classes is a more practical solution. The U.S. faces a shortage of qualified CS teachers

(Basu et al., 2021; Shein, 2019) and inadequate K-12 teacher preparation programs

limit the supply of incoming CS educators (Computer Science Teachers Association,

2013). Additionally, new CS teachers have been found to face an abundance of hurdles

including narrow content knowledge, inadequate PD, lack of peers, and IT challenges

(Yadav et al., 2016). These factors suggest to school leaders that delivering technical AI

instruction in existing CS courses with experienced teachers to be a more pragmatic

model than creating new CS courses dedicated to AI.
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The decision to incorporate AI instruction into CS classes is complicated by the

already overcrowded curriculum. Teachers frequently mentioned the vast number of

topics they must cover and the difficulty of finding time to add AI instruction. Meanwhile,

participants also stressed the importance of teaching AI to prepare students for the

future. Unplugged activities may provide viable opportunities to incorporate AI into

congested CS courses. The lessons can serve to develop students’ basic

understanding of AI as well as providing opportunities to discuss ethical issues related

to AI.

K-12 AI Curricula

This research also indicates a glaring need for AI curricula geared toward K-12

learners. Curriculum writers can help ground teachers in the space by writing

comprehensive curriculum that give students a foundational understanding of AI issues

including ethics and bias. The curricula should be tied to existing AI literacy frameworks

(Long & Magerko, 2020; Mills et al., 2024) and prepare students to not only be better

21st Century citizens but also allow them to consider whether they want to learn more

about how AI works. Teachers suggested that students who express interest in

developing technical understanding and skills could learn more in elective 9-12th grade

CS courses. Teachers in this study also felt that unplugged lessons showed great

promise for illustrating complex AI concepts and helping learners create mental models

of abstract principles; thus, curriculum should incorporate unplugged resources which

would serve as a low floor for all students to learn AL/ML. Finally, teachers stressed the

value of learning materials vetted by other K-12 educators. Groups that support CS

educators could help fill this need by creating curriculum repositories that not only allow
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teachers to search and view the array of available AI curricula but also review the

materials and share peer feedback about their experiences using the instructional

resources.

Bias in AI Tools

As teachers and students rapidly embrace ChatGPT and other LLM-based AI

tools, they must understand the bias ingrained in the software. LLMs have been shown

to reflect the inequalities found in their training data and teachers must be ready to

handle the issues that come with their problematic output. Offensive and inappropriate

AI-generated content can provide a well-prepared teacher valuable opportunities for

students to critique the software and engage in conversations about ethical AI design

and use. Instructors can help students consider where ChatGPT and other tools inherit

their biases and the need to incorporate diverse perspectives in design, development,

and testing. (Kasneci et al., 2023; Ray, 2023).

Implications for Future Research

As K-12 AI education initiatives quickly expand, it will be crucial for researchers

to conduct empirical studies to inform the efforts. One priority should be to cultivate

approaches that broaden participation to advance equity and diversify the voices that

participate in AI design. To further this work, future research should consider how to

expand on promising approaches that leverage culturally responsive-sustaining CS

education to include AI instruction (Akgun and Greenhow, 2021; Davis et al., 2021;

Eglash et al., 2013; Madkins et al., 2019). In addition, future studies should examine

how AI literacy could develop students’ understanding of AI’s potential as well as its

limitations.
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For instruction to become an important component of K-12 learning as these

findings suggest, work should be done to align and consolidate AI curricular frameworks

(Lao, 2020; Long & Magerko, 2020; Touretzky et al., 2019). This effort would help

teachers, administrators, curriculum developers, teacher educators, and standards

writers identify and prioritize essential topics for K-12 AI education. Given that schools

are creating an increasing number of CS learning opportunities for elementary-aged

students, many learners will enter secondary schools equipped with more advanced

computational skills that will improve their ability to learn AI (Touretzky &

Gardner-McCune, 2022). Future research could examine the optimal time to teach K-12

students technical AI concepts.

Future studies could also explore how different approaches to integrating AI into

wide-ranging classes might help students understand and appreciate the role of the

technology across different disciplines. Teachers pointed to the benefit of no- and

low-code software tools to facilitate instruction in these interdisciplinary and other efforts

to introduce AI to beginners. Future studies could also evaluate the effectiveness of

these tools designed to support students’ understanding of AI.

As researchers and policymakers work to pinpoint what AI knowledge and skills

K-12 students should develop, research must also explore assessment techniques for

evaluation of students’ comprehension and progress towards these learning targets.

Reliable and valid assessment measures designed for K-12 learners will allow

educators to pinpoint their learners’ level of understanding and adapt their instruction

appropriately. Research needs to not only consider what AI competencies are essential

for learners but also what knowledge teachers need to lead AI instruction in their

143



classrooms. This work could expand on prior studies (Kim et al., 2021; Yue et al., 2022)

that sought to view AI teacher knowledge through the TPACK framework (Koehler &

Mishra, 2009).

Limitations

The study has limitations that need to be acknowledged. First, the qualitative

nature of study means that the results are not widely generalizable. The transferability

of the findings to a different population or setting should be carefully considered based

on the fit or similarity of the situation (Lincoln & Guba, 1985). Due to the small sample

size, it cannot be presumed that the conceptions of the teachers interviewed are

universally held by all 9-12 grade CS teachers across the U.S. without extensive

follow-up research. It is also important to consider the potential for social desirability

bias in teachers' responses. Given the nature and context of the study, participants

could have surmised that positive comments on AI education would be preferred,

leading them to over-emphasize their feelings on the importance of the topic.

In addition, the study’s sample consisted solely of 9-12th grade CS teachers

teaching at U.S. schools. This intentional choice allowed for a more bounded and

precise examination of the issue but limited the generalizability to teachers of other

aged students, non-CS subject areas, geographic locations, and educational

environments such as informal learning spaces. Moreover, the sample was selected

through a call for participation with a large group of teachers, a small number of whom

opted in. It is possible that the resulting voluntary sample could have introduced bias

since the educators who volunteered for the study may have different traits than the

broader population (Wallin, 1949). For example, the teachers who opted into the study
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might have more interest in, enthusiasm for, experience with, or comfortability adopting

AI instruction than non-participants. Also, recruiting from the membership of the CSTA

could lead to a sample that is not entirely representative of the greater CS teacher

population.

Conclusion

In his 1903 work Man and Superman, Irish playwright George Bernard Shaw

opined, “He who can, does. He who cannot, teaches.” This platitude lives on over a

century later as teachers are often painted as untalented also-rans who are typically

unwilling to go the extra mile for their own or their students’ success. For me, this

research eviscerated that narrative. In its place, I came to see that there are many

inquisitive, sincere teachers who will do anything in their power to benefit their students.

Even when teachers are not equipped with experience in a field and self-assurance in

their ability to teach the topic they will get out of their comfort zone to learn along with

their students for their benefit. Teaching, especially teaching an unfamiliar discipline,

has an incredibly high cognitive load. For educators to successfully prepare their

students for an AI-saturated world we must lighten this cognitive load and provide

teachers with what they need:

● Curriculum and tools fitting for 9-12 AI instruction

● A grounding in the ethical issues so teachers can help students identify AI’s

current flaws and mitigate future bias

● PD to help teachers build their content knowledge, bolster their confidence, and

summon the courage to teach an unfamiliar topic
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● The time and support teachers need for guided experimentation with the

technology
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APPENDIX A: RECRUITMENT MESSAGE

Subject: Research Study: Seeking US High School CS Teachers

We are interested in high school computer science teachers to participate in a study to
better understand how they see the role of AI in CS classrooms.

Participation in the study requires taking a 5- to 10-minute background survey and
engaging in a 60- to 90-minute interview. You will be compensated with a $100 Amazon
gift card if you are selected and complete the study.

If you would like to volunteer, please indicate your interest by filling out the background
survey (link to questionnaire here).

If you have questions or concerns, please let me know (email address listed here).
Thank you.

Zac Opps
Graduate Student
Michigan State University
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APPENDIX B: PARTICIPANT SCREENING SURVEY

Potential participants filled out the following Qualtrics questionnaire to express their
interest in participating in the study:

Screen 1

This survey is part of a research project about high school Computer Science (CS)
teachers’ thoughts on artificial intelligence and machine learning. Thank you for
expressing your interest in participating in the study. The following questions will be
used to help the researcher select a variety of interviewees. Your name and contact
information will only be used to inform you whether you have been selected to
participate and will not be shared.

If you have questions or concerns, please contact Zac Opps (oppszach@msu.edu).
Thank you.

Screen 2

How long have you been teaching CS content?
0-1 year
2-4 years
5-9 years
10+ years

How did you prepare to teach CS content (select all that apply)?
CS Education degree
CS (not education degree)
Professional development
Self-taught through online tutorials, etc.
Other

What CS courses do you teach?

What grades are your students in the CS courses?

What other (non-CS) courses do you teach, if any?

Do you integrate CS into these other courses, and if so, please explain how you do
this?
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What grades are your students in the non-CS courses?

Screen 3

Your name

Your email address

Preferred pronouns
She / her / hers
He / him / his
They / them / theirs
Other

Race / ethnicity
American Indian or Alaska Native
Asian
Black or African American
Hispanic or Latino
Native Hawaiian or other Pacific Islander
White
Other

What is the estimated student enrollment of the school you teach in?
0 - 249
250 - 1000
1000 - 2000
2000+

What is the setting of the school you teach in?
Rural
Suburban
Urban

Do you teach in a Title I school?
Yes
No
Unsure
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APPENDIX C: CONSENT FORM

RESEARCH PARTICIPANT INFORMATION AND CONSENT FORM

You are being asked to participate in a study carried out by Michigan State University.
Researchers working on this project are required to present a consent form that gives
you the option to participate or not. This form details the purpose of the study and the
potential risks and benefits of participating. You are free to ask the researchers any
questions about the program and opt out of the study at any time now or in the future,
even after providing consent.

Study Title: Teacher Perceptions of Artificial Intelligence
Researchers: Zac Opps & Aman Yadav
Institution: Counseling, Educational Psychology and Special Education

College of Education, Michigan State University
620 Farm Lane, Room 513A, East Lansing, MI 48824

Phone: 307-250-5902
Email: oppszach@msu.edu

1. PURPOSE OF RESEARCH:
The purpose of this study is to explore teachers’ perceptions of artificial intelligence and
machine learning.

2. WHAT YOU WILL DO:
Consenting to be part of the research project means that you agree to participate in a
60- to 90-minute video call interview which will be recorded for future transcription and
analysis. If you consent to participate, you may opt-out at any time.

3. POTENTIAL BENEFITS:
Being a part of this project will assist you in understanding your own perspectives on
artificial intelligence and machine learning education. This may help you better consider
how these technologies impact your students and matters relevant to teaching about the
technologies.

4. POTENTIAL RISKS:
All your individual and personal information will be anonymized and kept confidential at
all stages of this research. No potential risks are foreseen as a result.

5. PRIVACY AND CONFIDENTIALITY:
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Data collected from this research project will be kept confidential at all stages of
research until aggregated and anonymized for presentation in academic publications
and conferences, at which time pseudonyms will be used for individual names,
locations, and associated products. Only members of the research team will have
access to the raw data. All video, audio, and textual data will be stored on password
required hard drives and locked in file cabinets when not being used by the research
team.

6. YOUR RIGHTS TO PARTICIPATE, SAY NO, OR WITHDRAW:
Participation in this research project is completely voluntary. All participants have the
right to say no and refuse data to be collected on them. In addition, you may withdraw
from the project at any time and for any reason. You may choose not to participate at all,
or you may refuse to participate in certain procedures or answer certain questions or
discontinue your participation at any time without consequence.

7. COMPENSATION FOR BEING IN THE STUDY:
You will be compensated with a $100 gift card for participating in the interview.

8. CONTACT INFORMATION FOR QUESTIONS AND CONCERNS:
Questions and concerns about participating in this study can be directed to the
researchers. Please find their contact information above.

9. INFORMED CONSENT:
You indicate your voluntary agreement to participate in this study by beginning the video
call interview.

171



APPENDIX D: INTERVIEW PROTOCOL

The semi-structured interviews were guided by the following protocol:

1. Read introduction script - This study seeks to have conversations with CS
teachers to find out what they think about artificial intelligence & machine
learning. I want to emphasize that there are no “right” or “wrong” answers to any
of the questions we will discuss today. We want to be sure that you are informed
about your role and rights in the research process. Did you have a chance to
read the consent form (if not, will you please take a few minutes right now to read
through it before we get started?). Do you have any questions or reservations
about anything you read on the form? The interview will be recorded so we can
focus on our conversation rather than notetaking but the video and all of your
answers will remain confidential. Our conversation will likely last roughly 60 to 90
minutes. Do you have any questions or concerns before we begin?

2. Rapport building - Welcome. Thank you so much for taking the time to talk with
me today. As a former CS teacher, I know how valuable your time is and
appreciate your willingness to share it. What is your favorite course? Tell me
something about one of your classes that has excited you recently.

3. How would you describe Artificial Intelligence, or AI, to someone who has never
encountered the term? (RQ1)

4. How would you describe Machine Learning, or ML, to someone who has never
encountered the term? (RQ1)

5. If you do, in what ways do you implement AI and ML topics in your courses?
<If answer is no> In what ways could you implement AI and ML topics into your
courses? (RQ2 / RQ3)

a. What kinds of AI and ML topics do you currently (or could you) teach in
your CS courses? (RQ2)

b. What key takeaways do you have (or plan to have) for your students when
covering the AI and ML topics? (RQ2)

c. What pedagogical, or teaching, strategies related to AI and ML topics do
you currently use (or could you use)? (RQ3)

d. What challenges related to AI and ML topics do you currently (or could
you) face in your CS courses? (RQ2 / RQ3)

6. What are your thoughts on AI and ML being taught in K-12 schools? (RQ2)

a. What do you feel is the best approach to K-12 AI and ML education (for
example: AI and ML literacy for all students, deeper dive into technical
concepts in CS courses, or another approach)? (RQ2)
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b. What do you think should be taught about AI and ML? And at what age?
(RQ2)

c. What students do you think should be learning about AL/ML? (RQ2)

d. What are some issues that come up for you when thinking about teaching
AI and ML to K-12 students? (RQ2 / RQ3)

7. I’m going to share an example unplugged activity with you and ask some follow
up questions. (I demonstrate the lesson by acting as the teacher while the
participant acts as a student. I then ask the following questions:)

a. What are your thoughts on this activity? (RQ3)

b. How do you feel this activity would be received by your students? (RQ3)

c. Do you feel unplugged activities (that do not require students to use
computers), such as this one, would influence your students’
understanding of AI and ML? If so, how? (RQ3)

d. What key considerations in the design and delivery of unplugged AI and
ML activities would benefit your students? (RQ3)

8. There are a lot of topics CS teachers are asked to teach in addition to the
concepts covered in the standards (for example: cybersecurity, data science,
ethics, among other things). Where would you prioritize AI and ML among these
additional topics and why? (RQ2)

9. Do you have any other thoughts that we have not discussed that you would like
to share?

10.Read closing script - That concludes our conversation. Thank you so much for
sharing your perspective. If you have any other thoughts you would like to share
or any questions or concerns arise, please contact me. From here, you will be
emailed an Amazon gift card as a thank you for your time and insights. I want to
be sure that I am correctly interpreting teachers’ responses, so as the study
progresses, I will reach back out to you with preliminary findings that I would
welcome your feedback on. Thank you for the work you are doing.

11. Procedures

a. The researcher will ask probing follow-up questions such as, “Can you tell
me more about …?” or “Will you please clarify what you mean by …?”
when necessary to seek more detail.

b. The interview will advance to the next question only when sufficient detail
has been provided.
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c. If a participant answers a future question in the course of responding to
the current question, the researcher will provide a synopsis of their
response when they progress to the future question and ask if they would
like to elaborate on the synopsis.
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APPENDIX E: INTERVIEW UNPLUGGED LESSON PRESENTATION

Figure 1: Slide 1

Figure 2: Slide 2
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Figure 3: Slide 3

Figure 4: Slide 4
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Figure 5: Slide 5

Figure 6: Slide 6
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Figure 7: Slide 7

Figure 8: Slide 8
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APPENDIX F: CODEBOOK

Table 7

Codebook

Category Subcategories Sample Codes Explanation Example Passage

AI and ML
Understanding
/ Perspectives
(21 / 130)

Perceptions of
AI and ML and
Their Abilities

● dangerous
● magic
● sci-fi
● useful automation
● human-like

abilities
● prediction
● surmises user's

intentions

Subcategory
contains
capabilities that
participants
explained AI
technologies
possess and
attitudes that
participants, their
students, or
society has about
AI technology

“When I think of artificial intelligence, I
think of like, very sci-fi stuff”

“It [AI] looks like a magic trick. It looks
just like like a black box, the black
mystery box that does some strange
thing, unless you actually know what's
really going on.”

“But at our level, it's just like, you know,
it's [AI] not a movie. So it's not going to
blow up people and shoot them or kill
them.”

“I think a lot of people have like, an
image that AI is like the Terminator or
something. And it's a very different thing
from like, what real life actually is.”

“AI is a way to have a computer
automate tasks”

“I think of it [AI] as trying to get
computers to behave the way humans
do”
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Table 7 (cont’d)

“Algorithms and machine models that are
that could that can think intelligently, like
humans.”

“Piece of machinery that understands
what you want, just by you giving it some
information”

“Where it might respond to, you know,
the input, but then based upon that input,
if the customer is not satisfied, they
might ask the same question in a
different way. So then they're formulating
a different answer. And the computer's
essentially figuring out, well, maybe I
should have done it this way to begin
with.”

“Why does artificial intelligence need to
be limited to what human intelligence is
capable of?”

“I don't know, I don't have that capacity to
actually explain in a way that someone,
like just a regular old friend of mine could
understand.”

“Yeah, I don't know. I don't have like a set
definition I go to anything yet.”
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Table 7 (cont’d)

“I think, in my mind, and you know, I'm
still kind of working through some of
these ideas.”

How AI and ML
Work

● algorithm
● improves itself
● inputs and

outputs
● learn from

mistakes
● mathematical

technique
● pattern
● thinking for itself
● human does not

provide all
knowledge

● supervised
unsupervised

● tuning optimizing

Subcategory
contains
participants’
thoughts on what
makes AI and ML
technologies
function including
how they are
trained

“It's more like an algorithm or a different
classification of algorithms that can solve
problems by simply just doing a ton of
data analysis really, more than anything
else.”

“Machine learning is the is a data
analysis process that uses mathematical
operations to identify patterns.”

“I mean, it's really, it's fancy math, that
can take input and create output.”

“It's the process of giving the computer
training data so that it can then make
choices on its own based on that
information.”

“It [AI] has like a large database, and it
starts trying to predict your outcome
based on the patterns that is seen in this
database.”

“AI is something that can be iterative,
and build upon itself with no additional
human input.”
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Table 7 (cont’d)

AI Types ● ML classifier
● ML is subset of

AI
● neural network

Subcategory
contains
participant
explanations that
identify ML
classifiers or
neural networks
as types of AI or
that ML is a
component of AI

“And that's, you know, how the machine
learning process works is that it tries to
find patterns. And that's just one form of
AI.”

“I feel like I use the terms [AI and ML]
interchangeably. I don't know if that's
accurate, though. I guess, because my
understanding of artificial intelligence is
that I guess currently, I think it is limited
by machine learning.”

“So the obvious answer is like, let's say
you have images and you're trying to
classify them as one type or another
type.”

“So machine learning is sort of the
system that enables image recognition.”

“For example, something like natural
language processing, which would be
something like a chatbot where you
could chat back and forth with a program
online that could answer your questions.”

“I say, “Here's the Google Teachable
Machine, train it. This is what a neural
network looks like. And it's these orange
and blue dots. And nobody knows what
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Table 7 (cont’d)

the heck is going on. And we're adding
neurons and we don't know what any of
this means.” And I tell them, that's okay.”

Importance of
Students
Learning AI
(23 / 181)

AI Knowledge is
Necessary For
Today And
Future

● AI here to stay
● AI is valuable to

learn
● AI not all-knowing
● jobs
● application of

coding skills to AI

Subcategory
contains
participants’
arguments that
students deserve
to learn AI since
knowledge of
them is necessary
for student
success

“The reality is, is that it's [AI] here and it's
here to stay.”

“I feel like it's absolutely important to
teach the upcoming generation of kids
who are probably going to be around our
[teachers’] age when AI is ubiquitous and
everyone's using it.”

“There'll be a lot of career opportunities, I
think, too, if you have some level of
literacy there.”

“I have kids that are already interested in
like, how that works on the development
side, like how they could create their own
AI tool.”

“The other part to it that I think would be
so beneficial is that it is an application of
the skills that they're learning in the
coding class. So they're doing these
coding classes, they're learning coding
stuff, and they're working on stuff and
you kind of see the benefits, but take that
into an AI thing, it's like, ‘Okay, now you
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Table 7 (cont’d)

can take those skills, and actually
develop something that's being used.’ I
think that would be a great thing for
applying the skills that they have been
developing.”

“The job market that these kids are going
to be in is going to, is going to be one
that leverages AI and AI tools for, you
know, various different things. So that
you can't see we're doing our students a
disservice if we're putting them out there
into the world of you know, being an
adult and trying to find a good job for
yourself and we haven't taught them
anything about it.”

Citizenship ● AI literacy
● appropriate use
● digital literacy
● black box
● demystify
● empowerment
● students

influence AI
● copyright

infringement
● data collection

Subcategory
contains
participant
suggestions for
students to learn
about AI literacy,
appropriate use,
and be
empowered to
recognize flaws
and work to
change AI for the
better

“They're gonna have to be somewhat AI
literate, when they go out into the world,
even if they are just a regular citizen, I
think that would be valuable.”

“They need to know what it's good for
acceptable and responsible use of it [AI].
So I think we would honestly be doing
kids a disservice if we didn't have
meaningful conversations about that.”

“At the level that we understand from
working, you know, the level that we
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Table 7 (cont’d)

understand, you know, the way electricity
powers our homes, and the way we, you
know, understand that there are laws in
the country, to me AI is sort of going to
be a foundational aspect, like the way we
understood, like, we all could probably
generally explain how cars are put
together on an assembly line, even a lot
of the kids could, and no reason they
shouldn't be able to do that with AI.”

“I think it's important, I think it's, it's [AI] a
technology that's out there, it's being
used, we're all victims of it, whether we
know it or not. So to learn it would only
make us better digital citizens.”

“I wouldn't feel very comfortable with
them just finding it [AI tools] on their own
and not having any guidance at all. We
have enough problems with kids finding
things on the internet and having no
guidance.”

“I would want students to understand just
how much data is collected with every
single thing that they do, how that data
can be used responsibly or misused.”

“What information would be responsible
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Table 7 (cont’d)

to give to an AI with what do you know
what they do with that information?
Some of that more like, you know, your
internet footprints forever kind of
concept, but just in a different way? What
does it mean to have your information
put in a black box that probably no
human touches, but it's still utilized by
that proprietor of the AI?”

“Getting a better understanding of the
devices that they use all the time”

Awareness Of
Potential Harms
in Technology
Design

● bias
● ethics

Subcategory
contains
participants’
arguments about
the importance of
learning about AI’s
shortcomings and
the damage they
can cause

“And there's, there's nothing that is
without bias. And so we can't blindly trust
an algorithm, even though I think a lot of
people think you can. But we just, it's
unreasonable to trust an algorithm.
Because the person, the people that are
involved have biases, and usually their
unseen biases are unacknowledged”

“There can be potential problems with
machine learning, depending on like, you
know, it's always only as good as its
training set.”

“I think bias is really important. I think
being to being able to critically read
about things and to and if you were
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Table 7 (cont’d)

involved, to be able to critically think
about okay, What are possible biases
that are creeping in? And where are we
not expanding the pool of information
that's being used in the pool of people
that are being used.”

“Ethics, definitely understanding how AI
is currently biased. And that it will be, it
will be their responsibility to make sure
that it doesn't get worse. And for that,
they have to understand why it is biased,
how it's biased.”

“[AI] Can only be as good as the person
who creates it.”

“I hope they leave with the understanding
that junk in junk out basically, like, you
know, it's, it's how well these things are
going to perform is totally totally up to
how well they're designed and what,
what data is being used and the engineer
or our computer scientists that's
developing it.”

AI Learning
Goals
(23 / 262)

AI Literacy ● AI tool use
● black box
● demystify
● exposure

Subcategory
contains
participants’
arguments for

“It [AI] looks like a magic trick. It looks
just like, like a black box, the black
mystery box that does some strange
thing, unless you actually know what's
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Table 7 (cont’d)

● recognition of AI
● understand AI ML

in technology

students learning
about AI literacy

really going on.”

“Getting a better understanding of the
devices that they use all the time”

“People need to understand how this [AI]
works, and what it does and what it can
do for us, and how it can be used.”

“Knowing how the solutions work and
how the problems work is knowing how
to pick the right solution for the right
problem.”

“By the time a student reaches high
school, they should have a good
definition of what AI is. And they should
know, different tools. That's pretty much
the baseline of literacy of AI.”

“If they're interacting with the tools, then
they can learn about them. And they're
not necessarily going to be learning
about them at nitty gritty level. But what
is it? When has it been frustrating?”

“So when they start understanding, this
is not magic, and there's something that
can be done, or they have a level of
influence and can talk about it. That
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Table 7 (cont’d)

helps empower them to understand the
situation and maybe what they can do
about it.”

“Even if our generation ruins the whole
thing, you know, they, they still have it in
their hands to, to fix some stuff, and to
start now, to try to make a difference.
And if they don't understand how it
works, if it's if it's magic, then they're not
going to be able to do anything about it,
it's going to continue being dangerous.”

AI Ethics ● bias
● empowerment
● students

influence AI
● copyright
● data collection
● ethics
● only as good as

training data
● representation in

design
● responsible

design
● unintended

consequences

Subcategory
contains
participants’
arguments for
students learning
about AI ethics

“It would be advantageous to get
instruction to students about how to use
it [AI] ethically.”

“The whole point of artificial intelligence
is writing programs, which so often is
kind of not seen by the general public,
but it's programs in the computer, that
are written to have the computer
generate its own information.”

“I think that's the important part that they
should understand that that the training
of the AI is still done by humans”

“  And just that the most important part of
any development is the people who are
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Table 7 (cont’d)

going to be using the development and
making sure that their concerns, their,
not their concerns, but making sure their
humanity is like being factored into the
development.”

“‘We accidentally didn't think about this
other group that we're biasing against,
without really meaning to.’ Like you put
together this well-meaning algorithm, but
you didn't look at your data to see if it
had bias in it.”

“What ways can you impact or change
the AIs that are out there?”

“My hope is always that students will
maybe fix something that is broken.”

AI for Learning ● AI not all-knowing
● appropriate use
● consider

plausibility
● intelligence

augmentation
● problem solving
● technique-proble

m fit
● AI raises the level

of assignments

Subcategory
contains
participants’
arguments for
students learning
about AI to
enhance their
learning

“This thing [ChatGPT] is actually really
good at finding sources … you can
definitely use it to find sources and then
go do your own research.”

“This [large language models] is
something that's helpful for your
[students’] research.”

“We sort of like to study kind of the
limitations of it [AI], and how it's not a, it's

190



Table 7 (cont’d)

and thinking
● AI tools to meet

student needs

not a cure all.”

“I would even encourage them to say,
‘Cool, here are some AI generated
solutions for this problem. Which one of
these makes the most sense? If one of
them does, does it even fit our
problem?’”

“There's this big looming elephant in the
room of, ‘Okay, these tools are being
used to cheat.’”

“Teach them how to use it [AI tools]
appropriately, rather than cheating with
it.”

“With my students, I have asked them to
check into it [AI], you know, because I
want them to be aware and to
understand I don't want to put blinders
on their eyes. I want them to use it
responsibly.”

“There could be versions of AI that are
designed for interaction with those with
either limited language skills or with early
language skills”

AI within K-12 AI Literacy for ● AI all students Subcategory “I think since this [AI] is so central to the
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Table 7 (cont’d)

Curriculum
(23 / 143)

All ● all grades K12
● core subject

integration
● digital literacy
● exposure
● K8 AI instruction

challenge
● age of maturity
● AI needs to be in

standards
● CS not required
● cybersecurity
● don't know best

age
● elementary

conceptual

contains
participant
passages
promoting AI
instruction for all
K-12 students

technology space that we're in now, it
would be good if they [all students] got
just a little bit of experience, if everyone
got a little bit of experience in it.”

“I think at least exposure is going to be
super important, you know, maybe a
month or something of exposure.”

“I think yeah, having, having the
information for, for all students would be
the best approach. Yeah, not every
student is going to be technically like,
inclined to go down the technical path.
Although I think I think there's
advantages to to it, just integrating
pieces of it for for all students”

“Yeah, not every student is going to be
technically like, inclined to go down the
technical path. Although I think, I think
there's advantages to, to it, just
integrating pieces of it for, for all
students, I mean, if you like I have a
programming assignment for my
geometry students.”

“It would be fun to learn how to integrate
it into other courses”

192



Table 7 (cont’d)

“I definitely think that it would be an ideal
world if it was addressed or in other
subjects”

“It'd be good in the lower levels, to just
have an introductory, this is what
machine learning is, this is what AI is,
this is generally what's happening when
we do that"

“Well, as far as the younger kids, I don't
think it'd be easy to have them do a lot of
hands on because it uses it uses so
much, use a lot of programming skills
that they may not have yet. So I would
want them to mainly have that literacy at
a younger ages.”

“I think that there's no reason why the
intricacies of machine learning would
have to be taught in high school. But I
think AI literacy, yes”

“So I think in the lower levels, if there
was more awareness of what
programming is computer science, that
kind of thing. So that as they get older,
they can make better decisions in middle
school to for their electives that they take
there.”
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Table 7 (cont’d)

“As of right now, it's non existent, in least
in our standards, and <State> is not
known to be the fastest adopting
technological standards”

AI in Elective
High School CS
Courses

● AI opt in
● not every student

interested in
technical side

● stand-alone AI
course

● student interest
● AP structure

challenge
● secondary

programming

Subcategory
contains
participant
passages
promoting AI
instruction in
elective K-12
courses since not
every student will
have an interest in
the subject

“Developmentally and interest wise high
school would make sense to then jump
into some of the more technical pieces
[of AI], maybe for all students to have a
basic understanding or for those who
really are interested in, in the details that
could come in a CS course or
somewhere.”

“I get students now who don't actually
opt in, they're just put in to some of my
classes, and they have very little interest
at all, in any of that kind of stuff … so it
doesn't meet their needs at all.”

“My kids were kind of forced into taking a
coding course, they didn't like it”

“I'm thinking of student of my students
and some of them will not be interested
in the technical side of it, like, some will,
because some are intuitive, though,
they'll want to know how it's built, how it's
created, how its programmed to learn
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Table 7 (cont’d)

from itself and from other things. But I
think mainly as a as a kind of like a
general thing. I think it's mainly the
exposure and the ethics to it. Because
not every student is looking for that
technical knowledge.”

“I mean, foundationally, I guess it would
be nice if like AP, actually could be a little
more nimble and actually see, you know,
yes, it's important to teach all these
things about Java, but like there's other
important pieces that are being left out
entirely. And maybe they ought to update
a little.”

AI Pedagogy
(20 / 78)

Student
Centered
Pedagogy

● encouraging
experimentation

● no lecture
● personalized

learning
● programming
● project based
● real world
● service learning

Subcategory
contains
participant
passages detailing
student-centered
pedagogies they
feel are valuable
when teaching AI
topics

“So sometimes just experimenting and
playing with different things, and just
being, having fun with the frustration has
been helpful.”

“So I don't believe in standing and
lecturing at kids ever. I feel like that
mode of teaching doesn't work very well,
especially for something that's a very
practical skill that each person kind of
has an individual relationship with as
they start to learn how to work with it.”

“So in a lot of ways, the reason I do the
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Table 7 (cont’d)

flipped classroom and like, try to
individualize the lessons closer to each
individual person is because each
person is different. And so I'm trying to
find the issues they have as fast as I can
and make sure that we find a way that
they can learn as quickly as they can for
their particular learning style, and their
particular background.”

“My belief is that by working through a
project, working through ambiguity, I use
that word a lot with my students from the
beginning, being curious and using
ambiguity to learn. And so projects, I
think, are the greatest way for them to
kind of confront that ambiguity, often with
somebody to support them up here, and
to have enough time for each person to
work through those projects”

“I love to give students project-based. I'm
really huge into allowing them to be
investigators, explorers of the
information.”

“I want the students to do a service
project where they ask the AI what are
some societal issues that we can that we
can address as high school students”
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Table 7 (cont’d)

“Socratic seminar type discussions, and
having some of those kind of student
driven open ended top conversations
around AI and maybe it would be helpful
to have like, some case studies or some
like live examples that we could run real
quick.”

Teacher Led
Pedagogy

● collaborative file
editing

● current events
● discussion
● readings
● societal issues
● video

Subcategory
contains
participant
passages detailing
teacher-led
pedagogies they
feel are valuable
when teaching AI
topics

“Giving students time and space and
examples of how that happens, not just
in technology, but kind of just in life.
Because I think that can be very, very
hard for students to conceptualize. I think
examples are probably like, the most
useful tool”

“Using some of the current news cycle.”

“When news comes up I bring it to them
as kind of an enrichment thing.”

“I think AI ends up a little more in the
philosophy world than a lot of people
expect just because there are a lot of big
implications in it. So I do, probably do a
lot more kind of thought pieces. ‘And
what is your reaction to this? And what is
the real world consequences if you were
to follow through on this?’”
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“Examine some case studies about
implementations of AI. But then to kind of
build some as well, or some build some,
some plans, project plans for
implementation.”

“This curriculum, they've provided a lot of
videos, you know, so I would just,
thought I'd show them this video, and
then I would, you know, have some
questions. And then some discussion
after I showed them the videos.”

“I showed three different videos, one on
self driving cars, Waymo, is that Waymo?
One on Neuralink's work on brain
implants, and one on Chat GPT”

Student Tools
for Instruction

● no/low code tool
● robotics

Subcategory
contains
participant
passages that list
technology tools
they have found
useful when
teaching AI and
explain the
benefits

“Well, a lot of the no code tools helped
me with that, because they get to kind of
play with stuff. So we're not just doing all
this heavy, heavy talking, we're also
doing a lot of playing and keeping things
fun.”

“That's why I love block programming.
But because we can, we can do all the
computational thinking [of AI algorithms]
with none of the silly typographical errors
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that a lot of my students make [when
they write programs using text-based
programming languages].”

“I prepare Jupyter Notebooks that I share
with them. And then they're, they're able
to see that there is some code behind,
but they don't have to look at the code.
And they can just click, and maybe fill in
some text boxes”

“They could start learning about how the
robot could teach itself, you know, could
could could do some machine learning
and it, you know, be an AI in that sense”

“Anybody's going to associate AI and
machine learning with robotics. Because
the more the robot can teach itself,
without having to be explicitly
programmed in force, make them more
useful.”

Class
Communication
Norms

● class norms
● communication

Subcategory
contains
participant
passages that
point out the
importance of
class norms to

“We do talk in the beginning about
conversations can become
uncomfortable, and that this needs to be
a safe place. And, and what kind of the
class itself comes up with? What's a
code of conduct? How do we handle
ourselves when we talk about things that
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develop a safe
classroom
discussion
environment and
the benefits of
students building
communication
skills

are difficult if we become
uncomfortable?”

“The point is not to make people
uncomfortable, but is to talk about
uncomfortable situations so that they are
prepared when they go out in the world
to have those conversations with people
who are maybe not in such a safe place.”

“I think it's very helpful for them to kind of
work together in some smaller groups
like that so that they're actually talking to
one another.”

“They also have jobs that they have to do
in the groups of four. So forcing them to
talk to each other, and communicate.”

“I force my nerdy computer science
geeky kids into having to talk to their
neighbor, which they would prefer to
never have to do. And that's why they
signed up for computer science in the
first place, thank you very much. And so
it forces a little bit of interaction that
they're naturally disinclined to do”

Unplugged AI
Activities

Benefits Of
Unplugged

● challenge
assumptions

Subcategory
contains

“Having something early on that makes
them stop and do a little more thinking
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(19 / 73) Activities ● helps AI
understanding

● many right
approaches

● no programming
expertise
necessary

● think in new ways
● true collaboration

participant
passages
explaining the
benefits of
unplugged AI
activities in the
K-12 classroom

than just going with their instinct, in that
in an activity is also the thing”

“It's understanding the concepts first, and
there's no pressure on knowing the
technology of it.”

“I feel like it's appropriate for any level of
students, I feel like you could do that in,
you know, you could do it in a sixth grade
class, you could do it with your seniors at
the end of the year, you could do it with
anybody.”

“I really think they're better than just
going straight to the computer for
actually understanding the process of
how machine learning works, you can't
you can't get the process just by
watching the tool work more”

Students are “trained and taught that
there is a right answer to things that
there just is a correct way to do it. And I
think anybody who's ever taken any
more than just an introductory class in
computer science knows that there's
actually a million different ways to get to
the right answer, and honestly, usually,
it's through a lot of wrong ways in the first
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place.”

“It helps because it's not code. So they're
not they're not trying to figure out the
code and see how that they're not
bogged down with the code. They're,
they're really just experiencing what,
what is going to happen when they do AI
and how it works without any kind of
code.”

“Coding sort of like, sort of similar to
math, some students just kind of tense
up at the thought of it. And there's this
kind of preconceived notion that the
student will have that they're not going to
be good at it.”

“But in terms of being able to have those
discussions without having to write the
stuff behind it, it's really important, I
think.”

“Some of these unplugged activities
really helped them to think more. And
think at a higher level than when they are
just on the computer doing stuff”

Keys To
Unplugged

● competition
● connection to

Subcategory
contains

“Really gamifying things really gets them
intrigued and engaged.”
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Success students' lives
● focus on topic
● hands on
● limited

vocabulary
● simplicity
● student creativity

participant
passages
explaining the
important
elements for
successful
unplugged
activities in the
K-12 classroom

“If you can figure out how to take that
thing and tie it to something that's real in
their life. I think it could be very
powerful.”

“it's very hands-on something that the
students can can like, grab with their
hands, and they the, the build it
themselves, they test it out themselves,
like physically, I think anything that has to
do with that, in a computer science class
is always like very refreshing for
students, because they're not stuck in
front of a screen.”

“Doing it as an Unplugged Activity is so
much better because they're doing it, as
opposed to just you know, hearing about
it. Okay, so this is what does, it doesn't
really, you don't really reflect on what that
really means to come up with it. But if
you go through those steps of that
activity, you're actually having to come
up with that model, and then start to think
about, Okay, what did I miss in that
model?”

“If you kind of hide the, the content
vocabulary before doing the activity, and
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then bring it back in at the end.”

“It has to meet them where they are, it's it
has to be something that is very simple
to understand to begin.”

“They like kind of that ownership and
creativity.”

Challenges Of
Unplugged
Activities

● plugged
sometimes better
than unplugged

● logistics
challenge

● activity must fit
learning
environment

● preinstruction

Subcategory
contains
participant
passages
explaining the
challenges of
unplugged
activities in the
K-12 classroom

“I feel like setup has to be easy. So in
other words, like, as a teacher, it's gotta
be very straightforward, you know, I have
a 40-minute class period. So you know,
so that's not a ton of time.”

“My biggest hurdle in using unplugged
group activities is dealing with the space
concerns.”

“I do think I haven't always loved
unplugged stuff. And maybe that's could
be my bias could be, because it's like a
pain in the butt to get kids to do them
sometimes. And it could be because I
just had to print something out. It's like,
Oh, crap. Now to get the printer, you
know, all those logistical things that kind
of like, take up that extra bit of time.”

“It definitely requires a lot of
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preinstruction, right? So they understand
what the goal is, like. You give them a
bunch of materials and then without
explaining exactly what the goal of all
these materials are, then it would be
difficult, it can be difficult. So really
knowing what their goal is ahead of time
and kind of also not trying to like a lot of
times the unplugged activities seem to
be kind of exploratory or investigative.”

“Lack a direct application to the topic at
hand. Sometimes I feel like the
unplugged lessons, they're a little like
topic adjacent.”

Challenges Of
Teaching AI
(21 / 163)

Teacher
Capacity

● don't know what
should be taught

● teacher content
knowledge

Subcategory
contains
participant
passages detailing
the challenges
around teacher
capacity when
teaching K-12 AI

“I just don't know what it is that, what it
looks like, or what the lessons should
be.”

“I think for me, it'd be more on my end,
where I just don't know enough about it,
to, you know, put it in, to actually
implement it into the curriculum”

“I think the main issue is time”

“The biggest challenge is just the amount
of time and I'm spread so thin”

205



Table 7 (cont’d)

“I'm trying to think of so one of the
caveats I must say though, is that like
teachers are already at like a zero sum
game. So what is this lesson replacing
that they're already doing? Because you
have to do that. There's no more time.”

“It's just finding the time. So it's not only
not having enough time to teach all the
concepts in your course, it's for you for
your own professional learning sake, to
prepare.”

“I think we have to start with
fundamentals, because I'm not familiar
so I want to know about those things,
too.”

“I don't have all that knowledge myself
right now. So saying how I would teach
that I don't really know”

“I want to make sure I know enough of it
to be able to teach it appropriately, and
make sure I'm not misleading my
students. So I'm a little bit worried about
just kind of getting a good mastery of the
content myself.”

“Not having time on my own and to to
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learn everything that I need to learn.”

“Where are they gonna get the people to
teach these things? I'm serious. That's
like, it's like putting the horse before the
carriage. You know, we are really, really
short.”

Student Ability
Limits

● collaboration
challenge

● limited ability to
carry out complex
project

● limited math
background

● limited
programming
experience

Subcategory
contains
participant
passages detailing
the challenges
with students’
pre-existing ability
levels when
teaching K-12 AI

“A lot of machine learning is very
procedural work. And, and the, the
amount of focus that's needed for that, I
think there's just a few students who
have the interest and the focus.”

“Trouble there is that their mathematics
level is not high enough.”

“The math part is challenging, because if
we want them to understand how a
classifier works, sometimes we have to
go deep into math that they don't they
have not learned yet.”

“Yeah, I probably wouldn't have
everybody in the school take an AI
computer science course, you know,
where they're actually programming.
Because I think that will require a certain
skill level.”
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“Yeah, I probably wouldn't have
everybody in the school take an AI
computer science course, you know,
where they're actually programming.
Because I think that will require a certain
skill level.”

“I always survey them [incoming
students], ‘What have you ever done
before?’ Rarely have they ever done any
programming. And so it's all new.”

Traditional
Structures and
Processes

● administrator
challenge

● AP structure
● engrained

pedagogy
● CS teacher

limited influence
on what's taught

● parent resistance
● stereotype
● time

Subcategory
contains
participant
passages detailing
the challenges
around
overcoming
established
culture and
tradition in order
to teach K-12 AI

“Administrators don't really know what
you're doing … I mean, most
administrators these days don't even
know what computer science is. … But
unfortunately, sometimes they might not
even know enough about it to value it.”

“AP Computer Science A would be super
hard, just because we're pretty tight on
everything that we have to learn. So to
veer off and do that might be a little bit
that would be the time part”

“Because of the power that AP has, you
know, that they're kind of controlling what
students are being taught all over the
country. And that's apparently important
for I don't know, if students feel it's
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important, and colleges feel it's
important, this whole AP thing. So there's
a lot of power there. And if that doesn't
change, it's going to be hard to get, like,
AI to be considered an important topic
covered in school, unless it's some other
non AP computer science course.”

“There's no way I can fit it into AP CSA”

“There are a lot of teachers that have a
way of teaching, and honestly, they will
work 10, 15, 20 years, find a way that
works and in their mind and in their lives
it is how you teach and there's not a
different way.”

“The community in which they're
teaching is saying, no, no, we need to
ban this from our schools period. For
whatever reason, and then students are
caught in this like area of not either
getting the information they need to
understand how it works, or getting the
boundaries on like, these are the ethical
ways in which you can use it”

“But still there is just there's some
stereotypes you fight against. And so all
of those are the things that you're really
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working to try to combat as you're trying
to get more people into interested in it
into it.”

“The my goal would be to use it in an
assistive manner to be to do what
computers already do for us to take what
we can already create and make it
something that's a lot more efficient.”

“Okay, well, you have a calculator. So
now, now, you don't need to teach
people to memorize the multiplication
table anymore. You know, I said that
people don’t do long division by hand
anymore. But you are now free to do
other things and more sophisticated
things.”

Limits of AI
Curriculum and
Learning Tools

● adapt curriculum
● AI in adopted

curriculum
● curriculum not at

appropriate level
● lack of curricula

challenge
● third-party

curriculum
● value of curricula

Subcategory
contains
participant
passages detailing
the challenges
around choosing,
creating, and
adapting
curriculum to
teach K-12 AI

“I like unplugged activities. And like I
said, it's just a matter of having them
available to use.”

“I just haven't found a lot of lessons on
artificial intelligence.”

“That's the hardest part, you know, for
these schools that are starting up is they
got is finding good resources.”
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● access to AI tools
● lack of

appropriate tools
“Availability of tools and sort of starter
curriculum, I guess, would be the
summary of the challenge that I'm
seeing.”

“Just some one-stop shopping for
teachers like, Here are the options for
you. Maybe something that's vetted by,
you know, people, other teachers some
way to, like, communicate this in a
streamlined way.”

“But you know, having those kinds of
things because teachers just don't have
the time to put this together. They're not
experts in this field. And, you know,
having those kinds of things available
would be really helpful in helping it get
adopted in schools.”

“ I did put together a lot of curriculum, so,
I'm not opposed to that. This field in
particular seems like it's changing so
quickly. And, you know, I'm not saying
that I have a deep understanding of it. So
that's why it would be somewhat reliant
on, you know, getting some of the
experts to put it together, not just experts
in AI, but experts in AI and pedagogy,

211



Table 7 (cont’d)

you know, putting it collaboration, that
would be good.”

“I'm always looking for activities that is
more at their level. So that to expose
them to it without having crazy
assignments, that would be, you know,
university level college level
assignments.”

“The actual work was, it was like, right in
that that terrible middle spot where it was
way too hard for some kids, it's way too
easy for others.”

“Our school district actually has
completely restricted access to the
website on their networks … the students
actually currently have no way to use
them outside of their cell phones and cell
phone service.”

“We can't access anything unless it's
vendor approved or COPPA approved,
you know, and so that becomes a
challenge.”
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