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ABSTRACT

Generalization is a central research topic in deep learning. To enhance the test performance of

well-trained models on unseen data, it is essential to apply regularization techniques that refine the

model’s expressive capabilities and the training process. This thesis categorizes regularization into

theory-driven and data-driven approaches.

Theory-driven regularization encompasses methods that are broadly applicable across various

contexts, including conventional techniques such as weight decay and dropout. Conversely,

data-driven regularization involves techniques specifically designed for particular data sets and

applications. For instance, different neural network architectures can be developed to capture

various useful patterns in data for specific applications. This dissertation explores both types of

regularization, from the development of new training algorithms with theoretical guarantees to the

design of deep learning architectures for data-driven approaches.

For theory-driven regularization, this dissertation discusses a training algorithm based on

PAC-Bayes bound. PAC-Bayes bound evaluates the upper bound of the test error using only training

data. However, minimizing the upper bound of the test error using existing PAC-Bayes bounds, which

are theoretically tight and should intuitively benefit generalization, often results in compromised test

performance compared to empirical risk minimization (ERM) with commonly used regularization

techniques such as weight decay, large learning rates, and small batch sizes. The designed algorithm

seeks to bridge the gap between theoretical tightness and practical effectiveness in boosting test

performance for classification tasks.

For data-driven regularization, this dissertation discusses graph neural networks specifically

designed for directed graphs and spatial-temporal seismic data. It also introduces a physics-informed

deep learning framework for full-waveform inversion, which aims to estimate subsurface structures

based on seismic data by integrating the governing acoustic wave equation with convolutional neural

networks. Additionally, data augmentation is considered a specialized form of regularization. This

thesis explores the design of generative neural networks for time-lapse full-waveform inversion to

obtain more training samples and achieve lower test errors in the target inversion task.



The material presented in this dissertation incorporates several publications and preprints. For

details on PAC-Bayes training, where the model is trained using the PAC-Bayes bound, review

Zhang et al. (2023). For discussions on regularization through the design of graph neural networks,

refer to Zhang et al. (2021b) and Zhang et al. (2022). For physics-informed regularization, see Jin

et al. (2021). For approaches to data augmentation with generative models, check Yang et al. (2022).
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To all warriors exploring in the darkness.

"There is only one heroism in the world: to see the world as it is and to love it."
— Romain Rolland
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CHAPTER 1

OVERVIEW

1.1 Background

Before delving into the details of this dissertation, it is crucial to define what is meant by

‘regularization,’ a term with varied definitions in the field. For instance, a recent taxonomy has

categorized regularization techniques into explicit and implicit types. According to Hernández-

García and König (2018), explicit regularization involves techniques that reduce the representational

capacity of a model classH0, such as a neural network, resulting in a sub-hypothesis setH1 ⊂ H0

based on specific assumptions. Examples of explicit regularization include weight decay and

dropout. On the other hand, implicit regularization comprises techniques that reduce generalization

error indirectly through characteristics of the network architecture, the training data, or the learning

algorithm, as discussed in Zhang et al. (2021a).

Due to some ambiguity in these definitions, this dissertation adopts the taxonomy proposed by

Kukačka et al. (2017), defining regularization as follows:

Definition 1.1.1. Regularization is any supplementary technique that aims at enhancing the model’s

ability to generalize, i.e., to produce better results on the test set.

Based on this definition, we can categorize different types of regularization with the following

objectives:

An arbitrary deep learning model can be described as a function 𝑓𝜃 : 𝑥 ↦→ 𝑦 with trainable

weights 𝜃 ∈ Θ. The objective of training is to find the optimal weights 𝜃∗ that minimize the loss

function L : Θ ↦→ R:

𝜃∗ = arg min
𝜃

L(𝜃). (1.1)

The loss function generally takes the form:

L = E(𝑥,𝑦)∼D [ℓ( 𝑓𝜃 (𝑥), 𝑦) + 𝑅(· · · )], (1.2)
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where D represents the data distribution, ℓ is the misfit function that measures the discrepancy

between the network output 𝑓𝜃 (𝑥) and the target label 𝑦, and 𝑅 is the extra penalty term based on

specific criteria, such as Occam’s razor (e.g., weight decay).

Since the data distribution D is generally unknown, we evaluate the loss function using a

training dataset S ∼ D, defined as S = {(𝑥𝑖, 𝑦𝑖)}𝑚𝑖=1, where S comprises 𝑚 pairs of training samples.

Training can then be framed as solving the following optimization task:

𝜃∗ = arg min
𝜃

1
|S|

∑︁
(𝑥𝑖 ,𝑦𝑖)∼S

[ℓ( 𝑓𝜃 (𝑥𝑖), 𝑦𝑖) + 𝑅(· · · )] . (1.3)

Based on the above equation, we can identify different sources of regularization:

• 𝑓 : the neural network architecture, such as the use of pooling layers to achieve output

invariance to slight spatial distortions in the input.

• 𝑅: the extra penalty term, for example, weight decay and sharpness minimization (Foret et al.,

2020).

• S: the training dataset, including techniques like data augmentation (Wang et al., 2017).

• ℓ: the misfit function, such as the dice coefficient which is robust to class imbalance (Milletari

et al., 2016).

• arg min
𝜃

: the optimization procedure, for instance, implicit regularization in (stochastic)

gradient descent (Barrett and Dherin, 2020; Ghosh et al., 2022), as well as early-stopping and

warm-start methods.

1.2 Dissertation Contributions

This dissertation focuses on exploring all types of regularization— 𝑓 , 𝑅, ℓ, S, and arg min
𝜃

. More

specifically:

1. In Section 2.2, we discuss a two-stage training algorithm for neural networks that minimizes

the PAC-Bayes bound (Zhang et al., 2023), integrating both ℓ and arg min
𝜃

. Previous research
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in PAC-Bayes learning theory primarily focused on establishing tight upper bounds for test

errors, whereas PAC-Bayes training updates network weights to minimize these bounds for

better generalization. While theoretically tight, practical implementations of PAC-Bayes

bounds often fell short of achieving test errors as low as those obtained by empirical risk

minimization (ERM) with optimally tuned hyperparameters of commonly used regularization,

such as learning rate, dropout, and weight decay. Moreover, traditional PAC-Bayes training

algorithms Pérez-Ortiz et al. (2021) typically require bounded loss functions and extensive

searches over priors using additional datasets, limiting their applicability. Our new PAC-Bayes

training algorithm, which allows for unbounded loss and involves a two-stage training process,

minimizes reliance on prior tuning by training both the prior and posterior using the same

dataset. Comprehensive evaluations across various classification tasks and neural network

architectures show that our method not only surpasses existing PAC-Bayes algorithms but also

achieves test accuracies comparable to ERM with optimal commonly chosen regularization

settings.

2. For 𝑓 , this dissertation presents the design of graph neural networks, MagNet (Zhang et al.,

2021b) and STGNN (Zhang et al., 2022).

• Section 3.1 introduces MagNet, a graph neural network for directed graphs. Unlike

typical GNNs that focus on undirected graphs and require symmetrization, MagNet

utilizes a complex Hermitian matrix, the magnetic Laplacian, to preserve direction

information. This matrix captures undirected geometric structure in the magnitude of its

entries and directional information in their phases. A “charge” parameter adjusts spectral

information to account for variations among directed cycles. MagNet has been applied

to various node classification and link prediction tasks, showing superior performance

compared to other methods on most tasks. It is adaptable to other GNN architectures

such as GCN (Kipf and Welling, 2016) and ChebNet (Defferrard et al., 2016).

• Section 3.2 discusses the Spatiotemporal Graph Neural Network (STGNN) designed
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for estimating earthquake locations and magnitudes. Traditional machine learning

earthquake characterization methods use waveform information from a single station;

STGNN, however, utilizes data from multiple stations to construct dynamic graphs via

adaptive message passing. Tested on data from the Southern California Seismic Network

and Oklahoma, STGNN has demonstrated more accurate earthquake location predictions

than baseline models.

3. Combining 𝑓 and 𝑅, Section 3.3 details an architecture for Full-Waveform Inversion (FWI)

(Jin et al., 2021). FWI is typically used in geophysics to estimate subsurface velocity

maps from seismic data, a challenging task formulated by a second-order partial differential

equation (PDE). By using finite difference methods to approximate forward modeling of

the PDE and modeling its inversion with a CNN, we transform the supervised inversion

task into an unsupervised seismic data reconstruction task. The architecture effectively acts

as an auto-encoder, with the decoder designed around governing physics ( 𝑓 ). Perceptual

loss (Johnson et al., 2016) has also been found to enhance generalization in this setting (𝑅).

Our results indicate that the model, utilizing only seismic data, achieves accuracy comparable

to supervised methods and outperforms them when more unlabeled seismic data is included.

4. For the regularization of S, Section 3.4 describes a data augmentation approach based

on generative neural networks (Yang et al., 2022) for time-lapse full-waveform inversion

(FWI). Traditional data augmentation techniques from computer vision often yield physically

unacceptable samples that do not benefit FWI. We developed generative models that incorporate

physics knowledge, such as governing equations and observable phenomena, to enhance the

quality of the synthetic data. We applied these techniques to detect small CO2 leakages

and validated our methods through comprehensive numerical tests. Our analysis shows

that data-driven seismic imaging can be significantly improved with our data augmentation

techniques.
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1.3 Dissertation Structure

The dissertation is organized as follows.

Chapter 2 explores theory-driven regularization, starting with a review of implicit regularization in

gradient descent in Section 2.1. While numerous studies have investigated individual regularization

techniques and recognized their advantages, the interactions among these techniques remain

less understood. Consequently, extensive tuning of the hyperparameters associated with each

regularization technique is often necessary to achieve optimal test performance in practical

applications. Motivated by this challenge, Section 2.2 introduces a training algorithm based on

PAC-Bayes theory. This algorithm proves effective across various in-domain classification tasks and

different architectures, aiming to enhance generalization.

Chapter 3 focuses on data-driven regularization by designing deep learning architectures tailored

for specific applications. Section 3.1 introduces MagNet, a graph neural network for directed

graphs. Section 3.2 presents STGNN, a graph neural network that predicts earthquake locations

and magnitudes based on waveforms collected from various seismic stations. Section 3.3 discusses

full-waveform inversion conducted in an unsupervised manner, leveraging governing physical

principles. Additionally, Section 3.4 describes a scientific data augmentation approach specifically

for time-lapse full-waveform inversion.

Finally, Chapter 4 summarizes the discussed regularization techniques and discusses the potential

future work.
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CHAPTER 2

THEORY-DRIVEN REGULARIZATION

This chapter focuses on theory-driven regularization, which operates independently of data char-

acteristics. The methods discussed here are applicable across a broader spectrum of applications,

underpinned by theoretical frameworks aimed at enhancing generalization.

This chapter initially explores implicit regularization in Section 2.1, represented by the arg min
𝜃

term in Equation 1.3. Building on the insights gained from studying implicit regularization effects,

this chapter will then delve into a training algorithm that leverages the PAC-Bayes bound, detailed

in Section 2.2. This approach illustrates how theoretical principles can guide the development of

practical regularization techniques that enhance model performance across various domains.

2.1 Introduction of Implicit Regularization: The Gradient Descent Case

Figure 2.1 Backward error analysis. There is error in the numerical solution of the system ¤𝜃 = 𝑓 (𝜃)
because of discretization. Thus, the numerical solution becomes the exact solver of the other system
¤𝜃 = 𝑓 (𝜃).

Barrett and Dherin (2020) pointed out that deep learning models trained with larger learning

rates could achieve better generalization performance by analyzing the gradient descent algorithm

based on the backward error analysis. The backward error analysis is used to measure the error from

the discretization of ODE solvers. The general intention is visualized in Figure 2.1. In order to

measure the error of ODE 𝜃𝑛+1 = Φℎ (𝜃𝑛), which is the numerical solution of the system ¤𝜃 = 𝑓 (𝜃),

we can compare ¤𝜃 = 𝑓 (𝜃), the exact solution of 𝜃𝑛+1 = Φℎ (𝜃𝑛), with ¤𝜃, the discretized solution, by

Taylor expansion.

Consider the gradient descent, the iterative weight update process can be represented by the
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learning rate ℎ and the gradient of loss function ∇𝜃𝐸 (·):

𝜃𝑛+1 = 𝜃𝑛 + ℎ 𝑓 (𝜃𝑛) = 𝜃𝑛 − ℎ∇𝜃𝐸 (𝜃𝑛). (2.1)

To obtain what 𝑓 will make the trajectory of ¤𝜃 = 𝑓 (𝜃) coincides with that of (2.1) on the discrete

time-grids, we can first write 𝑓 (𝜃) in its Taylor series form

¤𝜃 = 𝑓 (𝜃) = 𝑓 (𝜃) + ℎ 𝑓1(𝜃) + ℎ2 𝑓2(𝜃) + · · · (2.2)

Then for any fixed 𝑡 > 0, by using numerical integration, we have

𝜃𝑡+1 = 𝜃𝑡 + ℎ( 𝑓 (𝜃𝑡) + ℎ 𝑓1(𝜃𝑡) + ℎ2 𝑓2(𝜃𝑡) + · · · )

+ ℎ
2

2
( 𝑓 ′(𝜃𝑡) + ℎ 𝑓 ′1 (𝜃𝑡) + ℎ

2 𝑓 ′2 (𝜃𝑡) + · · · ) ( 𝑓 (𝜃𝑡) + ℎ 𝑓1(𝜃𝑡) + ℎ
2 𝑓2(𝜃𝑡) + · · · )

+ · · ·

≈ 𝜃𝑡 + ℎ 𝑓 (𝜃𝑡) +
ℎ2

2
( 𝑓 ′(𝜃𝑡) 𝑓 (𝜃𝑡) + 2 𝑓1(𝜃𝑡)).

(2.3)

To match the two trajectories, ¤𝜃 = 𝑓 (𝜃) should match 𝜃𝑛+1 = 𝜃𝑛 + ℎ 𝑓 (𝜃𝑛) whenever 𝑡 = 𝑛,
ℎ2

2 𝑓
′(𝜃𝑡) 𝑓 (𝜃𝑡)+ℎ2 𝑓1(𝜃𝑡) should be 0. Thus, we have 𝑓1(𝜃) = −1

2 𝑓
′(𝜃) 𝑓 (𝜃), which turns Equation 2.2

into:

¤𝜃 ≈ 𝑓 (𝜃) + ℎ 𝑓1(𝜃) = 𝑓 (𝜃) − ℎ
2
𝑓 ′(𝜃) 𝑓 (𝜃) = −∇(𝐸𝜃 (𝜃) +

ℎ

4
| |∇𝐸𝜃 (𝜃) | |2). (2.4)

Equation 2.4 indicates that the numerical solution of the gradient descent has the implicit

regularization term | |∇𝐸𝜃 (𝜃) | |2. The exact loss that the gradient descent solves becomes:

�̃� (𝜃) = 𝐸 (𝜃) + ℎ
4
| |∇𝐸 (𝜃) | |2. (2.5)

Consequently, it explains why the testing performance is better with a larger learning rate for the

gradient descent method. Following the same analysis process, Smith et al. (2021) has the same

conclusion for the stochastic gradient descent method.

There are several other implicit regularization techniques and scenarios. Keskar et al. (2016) notes

that training with large batches often leads to convergence at sharp minima, which experimentally

results in poorer generalization performance compared to flatter minima. Neyshabur et al. (2014) and
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Nakkiran et al. (2021) empirically observe that test performance improves with the addition of more

trainable weights, even after achieving 100% training accuracy. Kobak et al. (2020) discusses how

features with independent components can act as implicit regularization in ridge regression, where

the optimal regularization weight can sometimes be negative. Bishop (1995) shows that adding

small Gaussian noise to features leads to a loss expectation equivalent to adding an implicit term of

| | 𝜕L
𝜕𝑥
| |2 to the original loss function. Additionally, Santurkar et al. (2018) empirically examines the

effect of batch normalization, concluding that it smooths training without reducing internal covariate

shift as initially proposed by Ioffe and Szegedy (2015).

Implicit regularization generally arises from mechanisms where the strength is difficult to

tune, unlike traditional regularization techniques such as weight decay. For example, learning rate

and momentum (Ghosh et al., 2022) are related to convergence: overly large values can hinder

convergence. To enhance the effect of implicit regularization without impacting convergence, one

can convert implicit terms to explicit ones. A notable method in this context is Sharpness-Aware

Minimization (SAM) (Foret et al., 2020). However, despite SAM’s effectiveness in achieving good

test performance, Andriushchenko et al. (2023) argue that sharpness does not necessarily correlate

well with generalization. Instead, it correlates more with training parameters like the learning

rate, which may arbitrarily relate to generalization depending on the setup. This raises a pertinent

question: Is there a more reliable metric strongly correlated with generalization? The answer lies in

the PAC-Bayes bound, which directly measures the upper bound of the test error. If the PAC-Bayes

bound is sufficiently tight, it should correlate perfectly with generalization. This concept will be

elaborated in the next section.
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2.2 Unlocking Tuning-free Generalization: Minimizing the PAC-Bayes Bound with Trainable
Priors

The PAC-Bayes bound is instrumental in assessing the generalization capabilities of machine

learning models by estimating the upper limits of test errors. This theoretical framework offers crucial

insights into a model’s generalization ability and provides a solid foundation for developing practical

training algorithms (Shawe-Taylor and Williamson, 1997). PAC-Bayes bounds are particularly

valuable as they elucidate the discrepancy between training and generalization errors, underline

the importance of incorporating regularizers in empirical risk minimization, and demonstrate how

larger datasets can enhance generalization. The efficacy of PAC-Bayes bounds in determining the

generalization capabilities of machine learning models has been validated by extensive empirical

evidence across various generalization metrics (Jiang et al., 2019).

Minimizing the upper bound of generalization error is inherently advantageous for generalization.

This section introduces a training algorithm that leverages the PAC-Bayes bounds, aiming to optimize

these theoretical limits through an approach involving trainable priors. The objective function,

designed based on the proposed PAC-Bayes bound, corresponds to the ℓ term in Equation 1.3, while

the complete practical training algorithm is represented by the arg min
𝜃

term.

2.2.1 Introduction

Traditionally, PAC-Bayes bounds have been primarily used for quality assurance or model

selection (McAllester, 1998, 1999; Herbrich and Graepel, 2000), particularly with smaller machine

learning models. Recent work has introduced a framework that minimizes a PAC-Bayes bound during

training large neural networks (Dziugaite and Roy, 2017). Ideally, the generalization performance

of deep neural networks could be enhanced by directly minimizing its quantitative upper bounds,

specifically the PAC-Bayes bounds, without incorporating any other regularization tricks. However,

the effectiveness of applying PAC-Bayes training to deep neural networks is challenged by the

well-known issue that PAC-Bayes bounds can become vacuous in highly over-parameterized settings

(Livni and Moran, 2020). Additionally, selecting a suitable prior, which should be independent of

training samples, is critical yet challenging. This often leads to conducting a parameter search for
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the prior using separate datasets (Dziugaite et al., 2021). Furthermore, existing PAC-Bayes training

methods are typically tailored for bounded loss (Dziugaite and Roy, 2017, 2018; Pérez-Ortiz et al.,

2021), limiting their straightforward application to popular losses like Cross-Entropy.

On the other hand, the prevalent training methods for neural networks, which involve minimizing

empirical risk with SGD/Adam, achieve satisfactory test performance. However, they often require

integration with various regularization techniques to optimize generalization performance. For

instance, research has shown that factors such as larger learning rates (Cohen et al., 2021; Barrett

and Dherin, 2020), momentum (Ghosh et al., 2022; Cattaneo et al., 2023), smaller batch sizes (Lee

and Jang, 2022), parameter noise injection (Neelakantan et al., 2015; Orvieto et al., 2022), and batch

normalization (Luo et al., 2018) all induce higher degrees of implicit regularization, yielding better

generalization. Besides, various explicit regularization techniques, such as weight decay (Loshchilov

and Hutter, 2017), dropout (Wei et al., 2020), label noise (Damian et al., 2021) can also significantly

affect generalization. While many studies have explored individual regularization techniques to

identify their unique benefits, the interaction among these regularizations remains less understood.

As a result, in practical scenarios, one has to extensively tune the hyperparameters corresponding to

each regularization technique to obtain the optimal test performance.

Although further investigation is needed to fully understand the underlying mechanisms, training

models using ERM with various regularization methods remains the prevalent choice and typically

delivers state-of-the-art test performance. While PAC-Bayes training is built upon a solid theoretical

basis for analyzing generalization, its wider adoption is limited by existing assumptions about loss

and challenges in prior selection. Moreover, it is still an open question regarding how to enhance

PAC-Bayes training to match the performance of ERM methods with well-tuned regularizations.

This section introduces a training algorithm using a new PAC-Bayes bound for unbounded loss. The

contribution is summarized as follows:

1. We introduce a new PAC-Bayes bound for unbounded loss complemented by a training algorithm.

This algorithm simultaneously optimizes the prior and the posterior using the same dataset.

2. The test performance of the proposed algorithm is theoretically justified.
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3. The proposed PAC-Bayes training algorithm outperforms existing methods that minimize other

PAC-Bayes bounds in terms of test performance.

4. Our training algorithm approaches the best test performance of the widely-used ERM using

SGD/Adam, enhanced by standard regularizations like noise injection and weight decay.

5. Our training algorithm exhibits robustness to variation in hyperparameters such as learning rate

and batch size. Besides, the same hyperparameter configuration is effective across various neural

network architectures.

2.2.2 Preliminaries

This section outlines the PAC-Bayes framework. For any supervised learning problem, the

goal is to find a proper model h from some hypothesis spaceH , with the help of the training data

S ≡ {𝑧𝑖}𝑚𝑖=1, where 𝑧𝑖 is the training pair with sample x𝑖 and its label 𝑦𝑖. Given the loss function

ℓ(h; 𝑧𝑖) : h ↦→ R+, which measures the misfit between the true label 𝑦𝑖 and the predicted label by h,

the empirical and population/generalization errors are defined as:

ℓ(h;S) = 1
𝑚

𝑚∑︁
𝑖=1

ℓ(h; 𝑧𝑖), ℓ(h;D) = ES∼D (ℓ(h;S)),

by assuming that the training and testing data are i.i.d. sampled from the unknown distribution D.

PAC-Bayes bounds include a family of upper bounds on the generalization error of the following

type.

Theorem 2.2.1. (Maurer, 2004) Assume the loss function ℓ is bounded within the interval [0, 1].

Given a preset prior distribution P over the model spaceH , and given a scalar 𝛿 ∈ (0, 1), for any

choice of i.i.d 𝑚-sized training dataset S according to D, and all posterior distributions Q overH ,

Eh∼Qℓ(h;D) ≤ Eh∼Qℓ(h;S) +

√︄
log( 2

√
𝑚

𝛿
) + KL(Q||P)

2𝑚
,

holds with probability at least 1 − 𝛿. Here, KL stands for the Kullback-Leibler divergence.

A PAC-Bayes bound measures the gap between the expected empirical and generalization errors.

It’s worth noting that this bound holds for all posterior Q for any given data-independent prior P

11



and, which enables optimization of the bound by searching for the best posterior. In practice, the

posterior expectation corresponds to the trained model, and the prior expectation can be set to the

initial model. In this section, we will use | | · | | to denote a generic norm, and | | · | |2 to denote 𝐿2

norm.

2.2.3 Related Work

PAC-Bayes bounds were first used to train neural networks in Dziugaite and Roy (2017).

Specifically, the bound McAllester (1999) has been employed for training shallow stochastic neural

networks on binary MNIST classification with bounded 0-1 loss and has proven to be non-vacuous.

Following this work, many recent studies (Letarte et al., 2019; Rivasplata et al., 2019; Pérez-Ortiz

et al., 2021; Biggs and Guedj, 2021; Perez-Ortiz et al., 2021; Zhou et al., 2018b) expanded the

applicability of PAC-Bayes bounds to a wider range of neural network architectures and datasets.

However, most studies are limited to training shallow networks with binary labels using bounded

loss, which restricts their broader application to deep network training. Although PAC-Bayes bounds

for unbounded loss have been established (Audibert and Catoni, 2011; Alquier and Guedj, 2018;

Holland, 2019; Kuzborskĳ and Szepesvári, 2019; Haddouche et al., 2021; Rivasplata et al., 2020;

Rodríguez-Gálvez et al., 2023; Casado et al., 2024), it remains unclear whether these bounds can

lead to enhanced test performance in training neural networks. This uncertainty arises partly because

they usually include assumptions that are difficult to validate or terms that are hard to compute in

real applications. For example, Kuzborskĳ and Szepesvári (2019) derived a PAC-Bayes bound under

the second-order moment condition of the unbounded loss. However, as mentioned in the paper,

that bound is semi-empirical, in the sense that it contains the population second order moment of

the loss, in contrast to usual PAC-Bayes bounds that only contain empirical quantities that can be

computed from the data. To the best of our knowledge, existing PAC-Bayes bounds built under the

second-order moment condition all suffer from this issue.

Recently, Dziugaite et al. (2021) suggested that a tighter PAC-Bayes bound could be achieved

with a data-dependent prior. They divide the data into two sets, using one to train the prior and the

other to train the posterior with the optimized prior, thus making the prior independent from the

12



training dataset for the posterior. This, however, reduces the training data available for the posterior.

Dziugaite and Roy (2018) and Rivasplata et al. (2020) justified the approach of learning the prior

and posterior with the same set of data by utilizing differential privacy. However, the argument only

holds for priors provably satisfying the so-called 𝐷𝑃(𝜖)-condition in differential privacy, which

limits their practical application. Pérez-Ortiz et al. (2021) also empirically shows training with

Dziugaite and Roy (2018) could sacrifice test accuracy if the bound is not tight enough. In this

work, we advance the PAC-Bayes training approach, enhancing its practicality and showcasing its

potential in realistic settings.

2.2.4 New PAC-Bayes Bound for Unbounded loss

Popular PAC-Bayes training algorithms (Dziugaite and Roy, 2017, 2018; Pérez-Ortiz et al.,

2021) are limited to bounded loss. When dealing with unbounded Cross-Entropy loss1, they require

a clipping of the loss to small bounded regions before applying the training, leading to suboptimal

performance. On the other hand, PAC-Bayes bounds for unbounded loss were also established

in the literature (Germain et al., 2016; Rodríguez-Gálvez et al., 2023) where the requirement of

bounded loss is replaced by the weaker requirement of the finite second-order moment of the loss

or finite CGF (cumulant generating function). However, these bounds are often not non-vacuous

when applied to deep neural networks (as shown in Figure 2.2 of Section 2.2.8), meaning that the

numerical value of the bound is too large for the training to progress.

We propose a modified PAC-Bayes bound that imposes milder conditions, making it effective

for training deep networks. The new bound is based on a modification of the existing assumption of

the loss function, detailed as follows.

Definition 2.2.2 (Exponential moment on finite intervals). Let 𝑋 be a random variable defined on

the probability space (Ω, F , P) and 0 ≤ 𝛾1 ≤ 𝛾2 be two numbers. We call any 𝐾 > 0 an exponential

moment bound of 𝑋 over the interval [𝛾1, 𝛾2], when

E[exp (𝛾(E[𝑋] − 𝑋))] ≤ exp (𝛾2𝐾) (2.6)
1The MSE loss could also be unbounded when used in regression tasks
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holds for all 𝛾 ∈ [𝛾1, 𝛾2] .

By restricting the range of 𝛾 to a finite interval [𝛾1, 𝛾2], (2.6) is weaker than the usual exponential

moment condition for sub-Gaussian distributions. Later, when we apply this condition to the PAC-

Bayes analysis, the random variable 𝑋 in Def. 2.2.2 will represent the loss function. Since most loss

functions in machine learning (e.g., Cross-Entropy, 𝐿1, MSE, Huber loss, hinge loss, Log-cosh

loss, quantile loss) are non-negative, it is of great interest to analyze the strength of Definition

2.2.2 under 𝑋 ≥ 0. In this case, we can show that our condition is weaker than the second-order

moment condition, which is currently the weakest condition allowing the establishment of

PAC-Bayes bounds.

Lemma 2.2.3. For non-negative random variable 𝑋 ≥ 0, the existence of 𝐾 on the interval

𝛾 ∈ [0,∞) in Definition 2.2.2 can be implied by the existence of the second-order moment E𝑋2 < ∞.

This lemma suggests that for non-negative loss functions, our Definition 2.2.2 is weaker than

the second-order moment condition. In addition, the assumption 𝑋 ≥ 0 can be further relaxed to

𝑋 ≥ −𝑀 with 𝑀 > 0, as in this case the random variable 𝑋 + 𝑀 is non-negative to which we can

apply Lemma 2.2.3.

Proof of Lemma 2.2.3. We show that E𝑋2 < ∞ implies Definition 2.2.2 holding for any 𝛾 ∈ [0,∞)

with some finite 𝐾 . Since E𝑋2 < ∞, we have (E𝑋)2 ≤ E𝑋2 < ∞. If 𝛾 ≥ 1
E𝑋 , then it suffices to take

the 𝐾 in

E𝑒𝛾(E𝑋−𝑋) ≤ 𝑒𝛾2𝐾

to be 𝐾 = E𝑋
𝛾
≤ (E𝑋)2 ≡ 𝐾1. If 𝛾 < 1

E𝑋 , then using the inequality

𝑒𝑥 ≤ 1 + 𝑥 + 𝑥2, ∀𝑥 < 1

with 𝑥 := 𝛾(E𝑋 − 𝑋) ≤ 𝛾E𝑋 < 1, we have

E𝑒𝛾(E𝑋−𝑋) ≤ E(1 + 𝛾(E𝑋 − 𝑋) + 𝛾2(E𝑋 − 𝑋)2) = 1 + 𝛾2Var(𝑋) ≤ 𝑒𝛾2Var(𝑋)

Therefore, it suffices to take 𝐾 = Var(𝑋) ≡ 𝐾2. Collecting the two cases, we see taking

𝐾 = max{𝐾1, 𝐾2} would be enough for Definition 4.1 to hold with 𝛾1 = 0, 𝛾2 = ∞. □
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Remark 2.2.4 (Comparison with the first-order-moment condition). Still under the assumption

𝑋 ≥ 0, when the 𝛾1 in Definition 2.2.2 is finite (bounded away from 0), the existence of 𝐾 can

be implied by the existence of first-order moment. Indeed, by taking 𝐾 =
E[𝑋]
𝛾1

, the inequality

E[𝑋] − 𝑋 ≤ E[𝑋] (assumed 𝑋 ≥ 0) immediately implies (2.6). However, this argument does

not hold when 𝛾1 → 0. Hence we cannot say our condition is as weak as the first-order moment

condition.

We want to emphasize that the main motivation for proposing Definition 4.1 is from

an empirical perspective, where we want to have a bound with a smaller numerical value.

Therefore, in practice, we always take 𝛾1, 𝛾2 to be positive scalars.

In addition, we propose to make the exponential moment bound depend on the prior distribution,

which leads to a further reduction of the bound. For this purpose, we first extend Definition 2.2.2

from a single random variable to a family of random variables parameterized by models in a

hypothesis space.

Let us first explain what we mean by random variables parameterized by models in a hypothesis

space. In the network setting, let us define 𝑋 (h) as 𝑋 (h) ≡ ℓ( 𝑓𝜃 (𝑥), 𝑦), where ℓ is the loss and

h = 𝑓𝜃 is the model/network parametrized by weight 𝜃. For a fixed model h (i.e. 𝑓𝜃), we see

𝑋 (h) is a random variable whose randomness comes from the input pairs (𝑥, 𝑦) ∼ D (D is the

data distribution). Since this random variable 𝑋 (h) varies with h, we call it a random variable

parameterized by models h.

Definition 2.2.5 (Exponential moment over hypotheses). Let 𝑋 (h) be a random variable param-

eterized by the hypothesis h in some space H (i.e., h ∈ H ), and fix an interval [𝛾1, 𝛾2] with

0 < 𝛾1 < 𝛾2 < ∞. Let {Pλ,λ ∈ Λ} be a family of distribution over H parameterized by

λ ∈ Λ ⊆ R𝑘 . Then, we call any non-negative function 𝐾 (λ) a uniform exponential moment bound

for 𝑋 (h) over the priors {Pλ,λ ∈ Λ} and the interval [𝛾1, 𝛾2], if the following holds

Eh∼PλE[exp (𝛾(E[𝑋 (h)] − 𝑋 (h)))] ≤ exp (𝛾2𝐾 (λ)),
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for all 𝛾 ∈ [𝛾1, 𝛾2], and any λ ∈ Λ ⊆ R𝑘 . The minimal such 𝐾 (λ) is

𝐾min(λ) = sup
𝛾∈[𝛾1,𝛾2]

1
𝛾2 log(Eh∼PλE[exp (𝛾(E[𝑋 (h)] − 𝑋 (h)))]). (2.7)

Similar to Definition 2.2.2, when dealing with non-negative loss, the existence of the exponential

moment bound 𝐾min is guaranteed, provided that the second-order moment of the loss is bounded,

or provided that the first-order moment of the loss is bounded and 𝛾1 is bounded away from 0.

Now, we can establish the PAC-Bayes bound for losses that satisfy Definition 2.2.5.

Theorem 2.2.6 (PAC-Bayes bound for unbounded loss with a preset prior distribution). Given a

prior distribution Pλ over the hypothesis spaceH , parametrized by λ ∈ Λ. Assume the loss ℓ(h, 𝑧𝑖)

as a random variable parametrized by h satisfies Definition 2.2.5. Fix some 𝛿 ∈ (0, 1). For any

0 < 𝛿 < 1 and 𝛾 ∈ [𝛾1, 𝛾2], we have

𝑃S

(
∀Q ∈ Q,Eh∼Qℓ(h;D) ≤ Eh∼Qℓ(h;S) + 1

𝛾𝑚
(log

1
𝛿
+ KL(Q||Pλ)) + 𝛾𝐾 (λ)

)
≥ 1 − 𝛿

where Q is the set of all probability distributions.

Remark 2.2.7. By setting 𝛾 = 𝑂 (𝑚−1/2), we observe that the asymptotic behavior of this bound

aligns with the 𝑂 (𝑚−1/2) convergence rate of popular PAC-Bayes bounds in the literature. A

corollary of this theorem and Lemma 2.2.3 is that this convergence rate can be achieved for CE

loss under a bounded second-order moment condition. While bounds under the second-order

moment condition were derived in the literature, as discussed in Section 2.2.3, our bound

seems to be the first purely empirical bound (i.e., computable from data) that can be easily

used for training. Moreover, our use of finite 𝛾1 > 0 and 𝛾2 < ∞ and the permission of 𝐾 to

depend on the prior parameter 𝜆 further reduce the value of the bound.

The proof is available in Appendix A.1.1.

With the relaxed requirements on the loss function, our bound offers a basis for establishing

effective optimization over both the posterior and the prior. We will first outline the training process,

which focuses on jointly optimizing the prior and posterior to avoid the complex hyper-parameter

search over the prior as Pérez-Ortiz et al. (2021), followed by a discussion of its theoretical guarantees.
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The procedure is similar to the one in Dziugaite and Roy (2017), but has been adapted to align with

our newly proposed bound.

We begin by parameterizing the posterior distribution as Qσ (h), where h ∈ R𝑑 represents the

mean of the posterior, and σ ∈ R𝑑 accounts for the variations in each model parameter from this

mean (i.e., variance). Next, we parameterize the prior as Pλ, where λ ∈ R𝑘 . We operate under

the assumption that the prior has significantly fewer parameters than the posterior, that is, 𝑘 ≪ 𝑑;

the relevance of this assumption will become apparent upon examining Theorem 2.2.10. For our

PAC-Bayes training, we propose to optimize over all four variables: h, 𝛾, σ, and λ:

(ĥ, �̂�, σ̂, λ̂) = arg min
h,λ,σ,𝛾∈[𝛾1,𝛾2]

𝐿𝑃𝐴𝐶 (h, 𝛾,σ,λ), (P)

where

𝐿𝑃𝐴𝐶 (h, 𝛾,σ,λ) = Eh̃∼Qσ (h)ℓ(h̃;S) + 1
𝛾𝑚
(log

1
𝛿
+ KL(Qσ (h) | |Pλ)) + 𝛾𝐾 (λ).

Compared to previous PAC-Bayes training, the most notable change in 𝐿𝑃𝐴𝐶 is that we

allow 𝐾 to depend on the prior parameter λ, and optimize it along with other terms.

We provide an end-to-end theorem that guarantees the performance of this optimization algorithm.

To derive our theorem, we need the following assumptions:

Assumption 2.2.8 (Continuity of the KL divergence). Let 𝔔 be a family of posterior distributions,

let 𝔓 = {𝑃λ,λ ∈ Λ ⊆ R𝑘 } be a family of prior distributions parameterized by λ. We say the KL

divergence KL(Q||Pλ) is continuous with respect to λ over the posterior family, if there exists some

non-decreasing function 𝜂1(𝑥) : R+ ↦→ R+ with 𝜂1(0) = 0, such that |KL(Q||Pλ) − KL(Q||Pλ̃) | ≤

𝜂1(∥λ − λ̃∥), for all pairs λ, λ̃ ∈ Λ and for all Q ∈ 𝔔.

Assumption 2.2.9 (Continuity of the exponential moment bound). Let 𝐾min(λ) be as defined in

Definition 2.2.5. Assume it is continuous with respect to the parameter λ of the prior in the

sense that there exists a non-decreasing function 𝜂2(𝑥) : R+ ↦→ R+ with 𝜂2(0) = 0 such that

|𝐾min(λ) − 𝐾min(λ̃) | ≤ 𝜂2(∥λ − λ̃∥), for all λ, λ̃ ∈ Λ.
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These two assumptions are quite weak and can be satisfied by popular continuous distributions,

such as the exponential family.

We will first present a general theorem applicable to all distribution families satisfying these

assumptions. Then we demonstrate why the Gaussian prior/posterior distribution, commonly used

in practice, satisfies these assumptions.

Theorem 2.2.10 (PAC-Bayes bound for unbounded losses and trainable priors). Assume the loss

ℓ(h, 𝑧𝑖) as a random variable parametrized by h satisfies Definition 2.2.5. Let 𝔔 be a family of

posterior distribution, let 𝔓 = {𝑃λ,λ ∈ Λ ⊆ R𝑘 } be a family of prior distributions parameterized

by λ. Let 𝑛(𝜀) := N(Λ, ∥ · ∥, 𝜀) be the covering number of the set of the prior parameters. Under

Assumption 2.2.8 and Assumption 2.2.9, the following inequality holds for the minimizer (ĥ, �̂�, σ̂, λ̂)

of (P) and any 𝜖, 𝜀 > 0 with probability as least 1 − 𝜖:

Eh∼Qσ̂ (ĥ)ℓ(h;D) ≤ 𝐿𝑃𝐴𝐶 (ĥ, �̂�, σ̂, λ̂) + 𝜂, (2.8)

where 𝜂 = 𝐵𝜀 + 𝐶 (𝜂1(𝜀) + 𝜂2(𝜀)) +
log(𝑛(𝜀)+ 𝛾2−𝛾1

2𝜀 )
𝛾1𝑚

, and 𝐶 and 𝐵 are constants depending on 𝛾1, 𝛾2,

𝜂2, 𝑚 and the upper bounds of the parameters in the prior and posterior.

The proof is available in Appendix A.1.2.

The theorem provides a generalization bound on the model learned as the minimizer of (P) with

data-dependent priors. This bound contains the PAC-Bayes loss 𝐿𝑃𝐴𝐶 along with an additional

correction term 𝜂, that is notably absent in the traditional PAC-Bayes bound with fixed priors. Given

that (ĥ, �̂�, σ̂, λ̂) minimizes 𝐿𝑃𝐴𝐶 , evaluating 𝐿𝑃𝐴𝐶 at its own minimizer ensures that the first term

is small. If the correction term is also small, then the test error remains low. In the next section, we

will delve deeper into the condition for this term to be small. Intuitively, selecting a small 𝜀 helps to

maintain low values for the first three terms in 𝜂. Although a smaller 𝜀 increases the 𝑛(𝜀) in the last

term, this increase is moderated because it is inside the logarithm and divided by the size of the

dataset.
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2.2.5 PAC-Bayes Training Algorithm with Gaussian Families

2.2.6 Gaussian prior and posterior

For the 𝐿𝑃𝐴𝐶 objective to have a closed-form formula, in this section, we employ the Gaussian

distribution family. For ease of illustration, we introduce a new notation. Consider a neural network

model denoted as 𝑓θ, where 𝑓 represents the network’s architecture, and θ is the weight. In this

context, 𝑓θ aligns with the h discussed in earlier sections. Moving forward, we will use 𝑓θ to refer

to the model instead of h.

We define the posterior distribution of the weights as a Gaussian distribution centered around the

trainable weight θ, with trainable varianceσ., i.e., the posterior weight distribution isN(θ, diag(σ)),

denoted by Qσ (θ), where σ includes the anisotropic variance of the weights and θ includes the

mean. The assumption of a diagonal covariance matrix implies the independence of the weights.

We consider two types of priors, both centered around the initial weight of the neural network θ0 (as

suggested by Dziugaite and Roy (2017)), but with different settings on the variance.

Scalar prior: we use a universal scalar to encode the variance of all the weights in the prior, i.e.,

the weight distribution of P𝜆 is N(θ0, 𝜆𝐼𝑑), where 𝜆 is a scalar. With this prior, the KL divergence

KL(Qσ (θ) | |P𝜆 (θ0)) in (P) is:

1
2

[
−1⊤𝑑 log(σ) + 𝑑 (log(𝜆) − 1) +

(∥σ∥1 + ∥θ − θ0∥22)
𝜆

]
. (2.9)

Layerwise prior: weights in the 𝑖th layer share a common variance λ𝑖, but different layers could

have different variances. By setting λ = (λ1, ....,λ𝑘 ) as the vector containing all the layerwise

variances of a 𝑘-layer neural network, the weight distribution of prior Pλ is N(θ0,BlockDiag(λ)),

where BlockDiag(λ) is obtained by diagonally stacking all λ𝑖 𝐼𝑑𝑖 into a 𝑑 × 𝑑 matrix, where 𝑑𝑖 is the

number of weights of the 𝑖th layer. The KL divergence for layerwise prior is in Appendix A.1.3. For

shallow networks, it is enough to use the scalar prior; for deep neural networks and neural networks

constructed from different types of layers, using the layerwise prior is more sensible.

By plugging in the closed-form (2.9) for KL(Qσ (θ) | |Pλ(θ0)) into the PAC-Bayes bound in

Theorem 2.2.10, we have the following corollary that justifies the usage of PAC-Bayes bound on

large neural networks with the trainable prior.

19



Corollary 2.2.11. Suppose the posterior and prior are Gaussian distributions as defined above.

Assume all parameters for the prior and posterior are bounded, i.e., we restrict the model parameter

θ, the posterior variance σ and the prior variance λ, all to be searched over bounded sets,

Θ := {θ ∈ R𝑑 : ∥θ∥2 ≤
√
𝑑𝑀}, Σ := {σ ∈ R𝑑+ : ∥σ∥1 ≤ 𝑑𝑇}, Λ =: {λ ∈ [𝑒−𝑎, 𝑒𝑏]𝑘 }, respectively,

with fixed 𝑀,𝑇, 𝑎, 𝑏 > 0. Then,

• Assumption 2.2.8 holds with 𝜂1(𝑥) = 𝐿1𝑥, where 𝐿1 = 1
2 max{𝑑, 𝑒𝑎 (2

√
𝑑𝑀 + 𝑑𝑇)}

• Assumption 2.2.9 holds with 𝜂2(𝑥) = 𝐿2𝑥, where 𝐿2 = 1
𝛾2

1

(
2𝑑𝑀2𝑒2𝑎 + 𝑑 (𝑎+𝑏)

2

)
• With high probability, the PAC-Bayes bound for the minimizer of (P) has the form

Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;D) ≤ 𝐿𝑃𝐴𝐶 (θ̂, �̂�, σ̂, λ̂) + 𝜂,

where 𝜂 = 𝑘
𝛾1𝑚

(
1 + log 2(𝐶𝐿+𝐵)Δ𝛾1𝑚

𝑘

)
, 𝐿 = 𝐿1 + 𝐿2, Δ := max{𝑏 + 𝑎, 2(𝛾2 − 𝛾1)}, 𝐶 = 1

𝛾1𝑚
+ 𝛾2

𝐵 is a constant depending on 𝛾1, 𝛿, 𝑀, 𝑑, 𝑇 , 𝑎, 𝑏, 𝑚2.

In the bound, the term 𝐿𝑃𝐴𝐶 (θ̂, �̂�, σ̂, λ̂) is inherently minimized as it evaluates the function

𝐿𝑃𝐴𝐶 at its own minimizer. The overall bound remains low if the correction term 𝜂 can be deemed

insignificant. The logarithm term in the definition of 𝜂 grows very mildly with the dimension in

general, so we can treat it (almost) as a constant. Thus, 𝜂 ∼ 𝑘
𝛾1𝑚

, from which we see that 1). 𝜂 (and

therefore the bound) would be small if prior’s degree of freedom 𝑘 is substantially less than the

dataset size 𝑚 2). This bound still achieves the asymptotic rate of 𝑂 (𝑚−1/2) after optimizing over

𝛾1. We note that even if the corollary assumes that the parameters (i.e., mean and variance) of the

Gaussian distribution are bounded, the random variable itself is still unbounded, so the loss is still

unbounded. The proof and more discussions can be found in Appendix A.1.4.

2.2.7 Training algorithm

Estimating 𝐾min(λ): In practice, the function 𝐾min(λ) must be estimated first. Since we showed

in Corollary 2.2.11 and Remark 2.2.4 that 𝐾min(λ) is Lipschtiz continuous and bounded, we can

approximate it using piecewise-linear functions. Notably, since for each fixed λ ∈ Λ, the prior is
2See Appendix A.1.4 for the explicit form of 𝐵.
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Algorithm 2.1 PAC-Bayes training (scalar prior)
Input: initial weightθ0 ∈ R𝑑 ,𝑇1 = 500, 𝜆1 = 𝑒−12, 𝜆2 = 𝑒2, 𝛾1 = 0.5, 𝛾2 = 10. //𝑇1, 𝜆1, 𝜆2, 𝛾1, 𝛾2
can be fixed in all experiments of Sec.2.2.8.
Output: trained weight θ̂, posterior noise level σ̂
θ ← θ0, v← 1d · log( 1

𝑑
∥θ0∥1), 𝑏 ← log( 1

𝑑
∥θ0∥1)

Obtain �̂� (𝜆) with Λ = [𝜆1, 𝜆2] using (A.20) (Appendix Algorithm A.1)
/*Stage 1*/
for epoch = 1 : 𝑇1 do

for sampling one batch 𝑠 from S do
//Ensure non-negative variances
𝜆← exp(𝑏), σ ← exp(v)
P𝜆 ← N(θ0;𝜆𝐼𝑑), Qσ (θ) ← θ + N(0; diag(σ))
//Get the stochastic version of Eθ̃∼Qσ (θ)ℓ( 𝑓θ̃;S)
Draw one θ̃ ∼ Qσ (θ) and evaluate ℓ( 𝑓θ̃;S)
Compute the KL divergence as (2.9)
Compute 𝛾 as (2.10)
Compute the loss function L as 𝐿𝑃𝐴𝐶 in (P)
//Update all parameters
𝑏 ← 𝑏 + 𝜂 𝜕L

𝜕𝑏
, v← v + 𝜂 𝜕L

𝜕v , θ ← θ + 𝜂 𝜕L
𝜕θ

end for
end for
//Fix the noise level from now on
σ̂ ← exp(v)
/*Stage 2*/
while not converge do

for sampling one batch 𝑠 from S do
//Noise injection
Draw one θ̃ ∼ Qσ̂ (θ) and evaluate ℓ( 𝑓θ̃;S) as L̃,
//Update model parameters
θ ← θ + 𝜂 𝜕L̃

𝜕θ
end for

end while
θ̂ ← θ

independent of the data, this procedure of estimating 𝐾min(λ) can be carried out before training.

More details are in Appendix A.2.1.

Two-stage PAC-Bayes training: Algorithm 2.1 outlines the proposed PAC-Bayes training

algorithm that contains two stages. Stage 1 performs pure PAC-Bayes bound minimization, and

Stage 2 is a refinement stage. The version of Algorithm 1 that uses a layerwise prior is detailed

in Appendix A.2.2. For Stage 1, although there are several input parameters to be specified, one
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can use the same choice of values across very different network architectures and datasets with

minor modifications. Please see Appendix A.3.1 for more discussions. When everything else in the

PAC-Bayes loss is fixed, 𝛾 ∈ [𝛾1, 𝛾2] has a closed-form solution,

𝛾∗ = min
max

𝛾1,
1

𝐾min

√︄
log 1

𝛿
+ KL(Qσ (θ) | |Pλ(θ0))

𝑚

 , 𝛾2

 (2.10)

Therefore, we only need to perform gradient updates on the other three variables, θ,σ,λ.

The second stage of training: Gastpar et al. (2023); Nagarajan and Kolter (2019) showed

that achieving high accuracy on certain distributions precludes the possibility of getting a tight

generalization bound in overparameterized settings. This implies that it is less possible to use

reasonable generalization bound to fully train one overparameterized model on a particular dataset.

By minimizing the PAC-Bayes bound only, it is also observed in our PAC-Bayes training (Stage

1) that the training accuracy is hard to reach 100%. Therefore, we add a second stage to ensure

convergence of the training loss. Specifically, in Stage 2, we continue to update the model by

minimizing only Eθ∼Qσ̂ℓ( 𝑓θ;S) over θ, and keep all other variables (i.e., λ, σ) fixed to the solution

found by Stage 1. This is essentially a stochastic gradient descent with noise injection, the level of

which has been learned from Stage 1. The two-stage training is similar to the idea of the learning-rate

scheduler (LRS). In LRS, the initial large learning rate introduces an implicit bias that guides the

solution path towards a flat region (Cohen et al., 2021; Barrett and Dherin, 2020), and the later

lower learning rate ensures the convergence to a local minimizer in this region. Without the large

learning rate stage, it cannot reach the flat region; without the small learning rate stage, it cannot

converge to a local minimizer. For the two-stage PAC-Bayes training, Stage 1 (PAC-Bayes stage)

guides the solution to flat regions by minimizing the generalization bound, and Stage 2 is necessary

for an actual convergence to a local minimizer.

Regularizations in the PAC-Bayes training: By plugging the KL divergence (2.9) into P, we

can see that in the case of Gaussian priors and posteriors, the PAC-Bayes loss is nothing but the

original training loss augmented by a noise injection and a weight decay, except that strength of both

of them are automatically learned. More discussions are available in Appendix A.2.3.

22



Prediction: After training, we use the mean of the posterior as the trained model and perform

deterministic prediction on the test dataset. In Appendix A.2.4, we provide some mathematical

intuition of why the deterministic predictor is expected to perform even better than the Bayesian

predictor.

2.2.8 Experiments

In this section, we demonstrate the efficacy of the proposed PAC-Bays training algorithm through

extensive numerical experiments. Specifically, we conduct comparisons between our algorithm

and existing PAC-Bayes training algorithms, as well as conventional training algorithms based on

Empirical Risk Minimization (ERM). Our approach yields competitive test accuracy in all settings

and exhibits a high degree of robustness w.r.t. the choice of hyperparameters.

Comparison with different PAC-Bayes bounds and existing PAC-Bayes training algorithms:

We compared our PAC-Bayes training algorithm using the layerwise prior with baselines in Pérez-

Ortiz et al. (2021): quad (Rivasplata et al., 2019), lambda (Thiemann et al., 2017), classic (McAllester,

1999), and bbb (Blundell et al., 2015) in the context of deep convolutional neural networks. The

baseline PAC-Bayes algorithms contain a variety of crucial hyperparameters, including variance

of the prior (1e-2 to 5e-6), learning rate (1e-3 to 1e-2), momentum (0.95, 0.99), dropout rate (0

to 0.3) in the training of the prior, and the KL trade-off coefficient (1e-5 to 0.1) for bbb. These

hyperparameters were chosen by grid search. The batch size is 250 for all methods. Our findings, as

detailed in Table 2.1, show that our algorithm outperforms the other PAC-Bayes methods regarding

test accuracy. It is important to note that all four baselines employed the PAC-Bayes bound for

bounded loss. Therefore, they need to convert unbounded loss into bounded loss for training

purposes. Various conversion methods were evaluated by Pérez-Ortiz et al. (2021), and the most

effective one was selected for producing the results presented.

To demonstrate the necessity of our newly proposed PAC-Bayes bound for unbounded loss, we

compared this new bound with two existing PAC-Bayes bounds for unbounded loss. One is based

on the subGaussian assumption (Corollary 4 of Germain et al. (2016)), while the other (Theorem

9 of Rodríguez-Gálvez et al. (2023)) assumes the loss function is a bounded cumulant generating
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Figure 2.2 Training process when minimizing different PAC-Bayes bounds on CNN9 using CIFAR10
(Stage 1). Minimizing our bound (layer) achieves a tighter bound and better test accuracy compared
with optimizing the other two (subGaussian and CGF).

Table 2.1 Test accuracy of convolution neural networks on CIFAR10. The test accuracy of baselines
for bounded loss is from Table 5 of Pérez-Ortiz et al. (2021), calculated as 1-the zero-one error of
the deterministic predictor. subG represents the subGaussian bound. Our proposed PAC-Bayes
training with a layerwise prior (layer) achieves the best test accuracy across all models.

bounded unbounded

quad lambda classic bbb subG CGF layer

CNN9 78.63 79.39 78.33 83.49 81.49 80.02 85.46
CNN13 84.47 84.48 84.22 85.41 85.84 84.21 88.31
CNN15 85.31 85.51 85.20 85.95 85.63 84.36 87.55

function (CGF). It is important to note that, as of now, no training algorithms specifically leverage

these PAC-Bayes bounds for unbounded loss. Therefore, for a fair comparison, we conducted an

experiment by replacing our PAC-Bayes bound with the other two bounds and using the same

two-stage training algorithm with the trainable layerwise prior.

We found that the two baseline bounds are not non-vacuous on CNN9/13/15; both are larger than

1e5. The subGaussian bound even explodes on CNN13 and CNN15. When using these bounds for

training a model, it is expected that they deliver worse 3 performance than the proposed one as shown

in Table 2.1. We also visualized the test accuracy when minimizing different PAC-Bayes bounds for

unbounded loss in Stage 1. As shown in Figure 2.2, minimizing our PAC-Bayes bound can achieve

better generalization performance. The details of the two baseline bounds are in Appendix A.3.2.
3Despite the vacuousness of the bound, the final results are still meaningful due to the use of Stage 2.
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Table 2.2 Test accuracy of CNNs on C10 (CIFAR10) and C100 (CIFAR100) with batch size 128.
Our PAC-Bayes training with scalar and layerwise prior are labeled scalar and layer. The best
and second-best test accuracies are highlighted and underlined. Our PAC-Bayes training can
approximately match the best performance of the baseline.

VGG13 VGG19 ResNet18 ResNet34 Dense121

C10 C100 C10 C100 C10 C100 C10 C100 C10 C100

SGD 90.2 66.9 90.2 64.5 89.9 64.0 90.0 70.3 91.8 74.0
Adam 88.5 63.7 89.0 58.8 87.5 61.6 87.9 59.5 91.2 70.0

AdamW 88.4 61.8 89.0 62.3 87.9 61.4 88.3 59.9 91.5 70.1

scalar 88.7 67.2 89.2 61.3 88.0 68.8 89.6 69.5 91.2 71.4
layer 89.7 67.1 90.5 62.3 89.3 68.9 90.9 69.9 91.5 72.2

Comparison with ERM optimized by SGD/Adam with various regularizations: We tested

our PAC-Bayes training on CIFAR10 and CIFAR100 datasets with no data augmentation4 on

various popular deep neural networks, VGG13, VGG19 (Simonyan and Zisserman, 2014), ResNet18,

ResNet34 (He et al., 2016), and Dense121 (Huang et al., 2017) by comparing its performance with

conventional empirical risk minimization by SGD/Adam enhanced by various regularizations (which

we call baselines). The training of baselines involves a grid search for the best hyperparameters,

including momentum for SGD (0.3 to 0.9), learning rate (1e-3 to 0.2), weight decay (1e-4 to 1e-2),

and noise injection (5e-4 to 1e-2). The batch size was set to be 128. We reported the highest test

accuracy obtained from this search as the baseline results. For all convolutional neural networks,

our method employed Adam with a fixed learning rate of 1e-4.

Since the CIFAR10 and CIFAR100 datasets do not have a published validation dataset, we

used the test dataset to find the best hyperparameters of baselines during the grid search,

which might lead to a slightly inflated performance for baselines. Nevertheless, as presented in

Table 2.2, the test accuracy of our method is still competitive. Please refer to Appendix A.3.5 for

more details.

Evaluation on graph neural networks: To demonstrate the broad applicability of the proposed

PAC-Bayes training algorithm to different network architectures, we evaluated it on graph neural

networks (GNNs). Unlike CNNs, optimal GNN performance has been reported using the AdamW
4Result with data augmentation can be found in Appendix A.3.4
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Table 2.3 Test accuracy of GNNs trained with AdamW versus our proposed method with scalar
prior scalar. The best test accuracies are highlighted. The performance of our training can almost
match the best results of the baseline obtained after carefully tuning hyperparameters.

CoraML Citeseer PubMed Cora DBLP

GCN AdamW 85.7±0.7 90.3±0.4 85.0±0.6 60.7±0.7 80.6±1.4
scalar 86.1±0.7 90.0±0.4 84.9±0.8 62.0±0.4 80.5±0.6

GAT AdamW 85.7±1.0 90.8±0.3 84.0±0.4 63.5±0.4 81.8±0.6
scalar 85.9±0.8 90.6±0.5 84.4±0.5 60.9±0.6 81.0±0.5

SAGE AdamW 85.7±0.5 90.5±0.5 83.5±0.4 60.6±0.5 80.7±0.6
scalar 86.5±0.5 90.0±0.5 84.4±0.6 61.2±0.2 79.9±0.5

APPNP AdamW 86.6±0.7 91.0±0.4 85.1±0.5 62.5±0.4 80.6±2.8
scalar 87.1±0.6 90.4±0.5 85.7±0.4 63.5±0.4 81.8±0.5

optimizer for ERM and enabling dropout. To ensure the best baseline results, we conducted a

hyperparameter search over learning rate (1e-3 to 1e-2), weight decay (0 to 1e-2), noise injection (0

to 1e-2), and dropout (0 to 0.8) and reported the highest test accuracy as the baseline result. For our

method, we used Adam and fixed the learning rate to be 1e-2 for all graph neural networks. We

follow the convention for graph datasets by randomly assigning 20 nodes per class for training, 500

for validation, and the remaining for testing.

We tested four architectures GCN (Kipf and Welling, 2016), GAT (Veličković et al., 2018),

SAGE (Hamilton et al., 2017), and APPNP (Gasteiger et al., 2018) on 5 benchmark datasets CoraML,

Citeseer, PubMed, Cora and DBLP (Bojchevski and Günnemann, 2017). Since there are only

two convolution layers for GNNs, applying our algorithm with the scalar prior is sensible. For

our PAC-Bayes training, we retained the dropout layer in the GAT as is, since it differs from the

conventional dropout and essentially drops the edges of the input graph. Other architectures do not

have this type of dropout; hence, our PAC-Bayes training for these architectures does not include

dropout.

Table 2.3 demonstrates that the performance of our algorithm closely approximates the best

outcome of the baseline. Appendix A.3.6 provides additional details and more results. Extra analysis

on few-shot text classification with transformers is in Appendix A.3.7.

Evaluation on the sensitivity of hyperparameters: In previous experiments, we selected
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Table 2.4 The test accuracy for CNNs on CIFAR10 (C10) and CIFAR100 (C100) using a batch
size of 2048. Values in (·) indicate how much the results differ from using a batch size (128). Our
PAC-Bayes training with scalar and layerwise prior are labeled as scalar and layer. The most robust
results w.r.t. the increase of batch size are highlighted, indicating the elevated robustness of our
method compared to the baseline regarding batch sizes.

VGG13 ResNet18

C10 C100 C10 C100

SGD 87.7 (-2.5) 60.1 (-6.8) 85.4 (-4.5) 61.5 (-2.6)
Adam 90.7 (+2.2) 66.2 (+2.5) 87.7 (+0.2) 65.4 (+3.8)

AdamW 87.2 (-1.1) 61.0 (-0.8) 84.9 (-2.9) 58.9 (-2.5)

scalar 88.9 (+0.2) 66.0 (-1.2) 88.9 (+0.9) 68.7 (-0.1)
layer 89.4 (-0.3) 67.1 (0.0) 89.2 (-0.1) 69.3 (+0.3)

Table 2.5 Test accuracy of ResNet18 and VGG13 trained with different learning rates on CIFAR10.
The best test accuracies are highlighted. Our method is more robust to learning rate variations.

Model Method 3e-5 5e-5 1e-4 2e-4 3e-4 5e-4 1e-3

ResNet18 layer 88.4 88.8 89.3 88.6 88.3 89.2 87.3
Adam 66.6 73.9 81.2 85.3 86.4 87.0 87.5

VGG13 layer 88.6 88.9 89.7 89.6 89.6 89.5 88.7
Adam 84.3 84.8 85.8 87.4 87.9 88.3 88.5

specific batch sizes and learning rates as the only two tunable hyperparameters of our algorithm, with

all other parameters remaining constant across all experiments. We further demonstrate that batch

size and learning rate variations do not significantly impact our final performance. This suggests a

general robustness of our method to hyperparameters, reducing the necessity for extensive tuning.

More specifically, with a fixed learning rate 5e-4 in our method, Table 2.4 shows that changing

the batch size from 128 to a very large one, 2048, for VGG13 and ResNet18 does not significantly

affect the performance of the PAC-Bayes training compared to ERM with extensive tuning as before.

Also, as shown by Table 2.5, our algorithm is more robust to learning rate changes than ERM,

which utilizes the optimal weight decay and noise injection settings from Table 2.2. Please refer to

Appendix A.3.8 for more results.

27



2.2.9 Summary

In this section, the objective function is designed by the proposed PAC-Bayes bound for the ℓ

term in Equation 1.3, and the comprehensive implementation of the training process is encapsulated

by the arg min
𝜃

term. This integration of theoretical principles and practical application forms a

robust algorithm for reducing generalization error of machine learning models. Specifically, we

presented the practical deployment of the PAC-Bayes bound, expanding its use for effectively training

neural networks with satisfactory test performance. To realize this, we proposed a new PAC-Bayes

bound for unbounded loss with a trainable prior. This new bound overcomes the limitations inherent

in the assumptions of bounded loss and extensive prior selection.
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CHAPTER 3

DATA-DRIVEN REGULARIZATION

This chapter presents data-dependent regularization approaches. According to the regularization

taxonomy in Equation (1.3), the terms 𝑓 , 𝑅, ℓ, and S can all be data-dependent. To regulate learning

and directly learn desired patterns, a new architecture, termed 𝑓 , is required. Depending on the

task, a specific 𝑅 term, such as the total variation (TV) loss—popular in full-waveform inversion

(FWI)—can be incorporated into the loss function. Specialized ℓ functions can be designed to

encode physical constraints relevant to scientific data. Furthermore, data augmentation techniques,

tailored to the unique characteristics of the data, can be implemented as part of S.

3.1 MagNet: A Neural Network for Directed Graphs

Introducing graph structures to a collection of objects allows the encoding of pairwise rela-

tionships, which often possess inherent directional properties. For instance, the WebKB dataset

Pei et al. (2020) comprises a list of university websites interconnected by hyperlinks, where one

website might link to another without reciprocal linking, typifying directed graphs. In this context,

the section introduces MagNet, a graph convolutional neural network designed for directed graphs.

This network, represented by the 𝑓 term in Equation (1.3), leverages the magnetic Laplacian to

effectively model and learn from the directional relationships present in such datasets.

3.1.1 Introduction

Most graph neural networks fall into one of two families, spectral networks or spatial networks.

Spatial methods define graph convolution as a localized averaging operation with iteratively

learned weights. Spectral networks, on the other hand, define convolution on graphs via the

eigendecompositon of the (normalized) graph Laplacian. The eigenvectors of the graph Laplacian

assume the role of Fourier modes, and convolution is defined as entrywise multiplication in the

Fourier basis. For a comprehensive review of both spatial and spectral networks, we refer the reader

to Zhou et al. (2018a) and Wu et al. (2020b).

Many spatial graph CNNs have natural extensions to directed graphs. However, these extensions

typically only consider the outgoing neighbors of each vertex and neglect the incoming neighbors.
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Therefore, they run the risk of discarding potentially important information. Consider, for example,

a directed social network such as Twitter, where the nodes are Twitter accounts and a directed edge

(𝑢, 𝑣) ∈ 𝐸 means that account 𝑢 mentions account 𝑣 (using the @ functionality). To infer something

about account 𝑣, there is important information to be gathered both from other accounts that 𝑣

mentions, and accounts that mention 𝑣. Therefore, it is common for spatial methods to preprocess the

data by symmetrizing the adjacency matrix, effectively creating an undirected graph. For example,

while Veličković et al. (2018) explicitly notes that their network is well-defined on directed graphs,

their experiments treat all citation networks as undirected for improved performance.

Extending spectral methods to directed graphs is not straightforward since the adjacency matrix

is asymmetric and, thus, there is no obvious way to define a symmetric, real-valued Laplacian with

a full set of real eigenvalues that uniquely encodes any directed graph. We overcome this challenge

by constructing a network based on the magnetic Laplacian L(𝑞) defined in Section 3.1.2. Unlike

the directed graph Laplacians used in works such as Ma et al. (2019); Monti et al. (2018); Tong

et al. (2020a,b), the magnetic Laplacian is not a real-valued symmetric matrix. Instead, it is a

complex-valued Hermitian matrix that encodes the fundamentally asymmetric nature of a directed

graph via the complex phase of its entries.

Since L(𝑞) is Hermitian, the spectral theorem implies it has an orthonormal basis of complex

eigenvectors corresponding to real eigenvalues. Moreover, Theorem B.6.1, stated in Section B.6 of

the appendix, shows that L(𝑞) is positive semidefinite, similar to the traditional Laplacian. Setting

𝑞 = 0 is equivalent to symmetrizing the adjacency matrix and no importance is given to directional

information. When 𝑞 = .25, on the other hand, we have that L(.25) (𝑢, 𝑣) = −L(.25) (𝑣, 𝑢) whenever

there is an edge from 𝑢 to 𝑣 but not from 𝑣 to 𝑢. Different values of 𝑞 highlight different graph

motifs Fanuel et al. (2018, 2017); Guo and Mohar (2017); Mohar (2020), and therefore the optimal

choice of 𝑞 varies. Learning the appropriate value of 𝑞 from data allows MagNet to adaptively

incorporate directed information. We also note that L(𝑞) has been applied to graph signal processing

Furutani et al. (2020), community detection Fanuel et al. (2017), and clustering Cloninger (2017);

Fanuel et al. (2018); F. de Resende and F. Costa (2020).
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In Section 3.1.4, we show how the networks constructed in Bruna et al. (2014); Defferrard

et al. (2016); Kipf and Welling (2016) can be adapted to directed graphs by incorporating complex

Hermitian matrices, such as the magnetic Laplacian. When 𝑞 = 0, we effectively recover the

networks constructed in those previous works. Therefore, our work generalizes these networks in a

way that is suitable for directed graphs. Our method is very general and is not tied to any particular

choice of network architecture. Indeed, the main ideas of this work could be adapted to nearly any

spectral graph neural network, and some spatial ones.

In Section 3.1.3, we summarize related work on directed graph neural networks as well as

other papers studying the magnetic Laplacian and its applications in data science. In Section

3.1.5, we apply our network to node classification and link prediction tasks. We compare against

several spectral and spatial methods as well as networks designed for directed graphs. We find that

MagNet obtains the best or second-best performance on five out of six node-classification tasks and

has the best performance on seven out of eight link-prediction tasks tested on real-world data, in

addition to providing excellent node-classification performance on difficult synthetic data. The full

implementation details, theoretical results concerning the magnetic Laplacian, extended examples,

and further numerical details are in the appendix Section B.

3.1.2 The magnetic Laplacian

Spectral graph theory has been remarkably successful in relating geometric characteristics of

undirected graphs to properties of eigenvectors and eigenvalues of graph Laplacians and related

matrices. For example, the tasks of optimal graph partitioning, sparsification, clustering, and

embedding may be approximated by eigenvectors corresponding to small eigenvalues of various

Laplacians (see, e.g., Chung and Graham (1997); Shi and Malik (1997); Belkin and Niyogi (2003);

Spielman and Teng (2004); Coifman and Lafon (2006)). Similarly, the graph signal processing

research community leverages the full set of eigenvectors to extend the Fourier transform to these

structures Ortega et al. (2018). Furthermore, numerous papers Bruna et al. (2014); Defferrard et al.

(2016); Kipf and Welling (2016) have shown that this eigendecomposition can be used to define

neural networks on graphs. In this section, we provide the background needed to extend these
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constructions to directed graphs via complex Hermitian matrices such as the magnetic Laplacian.

We let 𝐺 = (𝑉, 𝐸) be a directed graph where 𝑉 is a set of 𝑁 vertices and 𝐸 ⊆ 𝑉 ×𝑉 is a set of

directed edges. If (𝑢, 𝑣) ∈ 𝐸 , then we say there is an edge from 𝑢 to 𝑣. For the sake of simplicity, we

will focus on the case where the graph is unweighted and has no self-loops, i.e., (𝑣, 𝑣) ∉ 𝐸 , but our

methods have natural extensions to graphs with self-loops and/or weighted edges. If both (𝑢, 𝑣) ∈ 𝐸

and (𝑣, 𝑢) ∈ 𝐸 , then one may consider this pair of directed edges as a single undirected edge.

A directed graph can be described by an adjacency matrix (A(𝑢, 𝑣))𝑢,𝑣∈𝑉 where A(𝑢, 𝑣) = 1 if

(𝑢, 𝑣) ∈ 𝐸 and A(𝑢, 𝑣) = 0 otherwise. Unless 𝐺 is undirected, A is not symmetric, and, indeed, this

is the key technical challenge in extending spectral graph neural networks to directed graphs. In the

undirected case, where the adjacency matrix A is symmetric, the (unnormalized) graph Laplacian

can be defined by L = D − A, where D is a diagonal degree matrix. It is well-known that L is a

symmetric, positive-semidefinite matrix and therefore has an orthonormal basis of eigenvectors

associated with non-negative eigenvalues. However, when A is asymmetric, direct attempts to

define the Laplacian this way typically yield complex eigenvalues. This impedes the straightforward

extension of classical methods of spectral graph theory and graph signal processing to directed

graphs.

A key point of this project is to represent the directed graph through a complex Hermitian matrix

L such that: (1) the magnitude of L(𝑢, 𝑣) indicates the presence of an edge, but not its direction;

and (2) the phase of L(𝑢, 𝑣) indicates the direction of the edge, or if the edge is undirected. Such

matrices have been explored in the directed graph literature (see Section 3.1.3), but not in the context

of graph neural networks. They have several advantages over their real-valued matrix counterparts.

In particular, a single symmetric real-valued matrix will not uniquely represent a directed graph.

Instead, one must use several matrices, as in Tong et al. (2020b), but this increases the complexity of

the resulting network. Alternatively, one can work with an asymmetric, real-valued matrix, such as

the adjacency matrix or the random walk matrix. However, the spatial graph filters that result from

such matrices are typically limited by the fact that they can only aggregate information from the

vertices that can be reached in one hop from a central vertex, but ignore the equally important subset
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of vertices that can reach the central vertex in one hop. Complex Hermitian matrices, however, lead

to filters that aggregate information from both sets of vertices. Finally, one could use a real-valued

skew-symmetric matrix but such matrices do not generalize well to graphs with both directed and

undirected edges.

The optimal choice of complex Hermitian matrix is an open question. Here, we utilize a

parameterized family of magnetic Laplacians, which have proven to be useful in other data-driven

contexts Fanuel et al. (2017); Cloninger (2017); Fanuel et al. (2018); F. de Resende and F. Costa

(2020). We first define the symmetrized adjacency matrix and corresponding degree matrix by,

A𝑠 (𝑢, 𝑣) B
1
2
(A(𝑢, 𝑣) + A(𝑣, 𝑢)), 1 ≤ 𝑢, 𝑣 ≤ 𝑁, D𝑠 (𝑢, 𝑢) B

∑︁
𝑣∈𝑉

A𝑠 (𝑢, 𝑣), 1 ≤ 𝑢 ≤ 𝑁 ,

with D𝑠 (𝑢, 𝑣) = 0 for 𝑢 ≠ 𝑣. We capture directional information via a phase matrix,1 𝚯(𝑞) ,

𝚯(𝑞) (𝑢, 𝑣) B 2𝜋𝑞(A(𝑢, 𝑣) − A(𝑣, 𝑢)) , 𝑞 ≥ 0 ,

where exp(𝑖𝚯(𝑞)) is defined component-wise by exp(𝑖𝚯(𝑞)) (𝑢, 𝑣) B exp(𝑖𝚯(𝑞) (𝑢, 𝑣)). Letting ⊙

denote component-wise multiplication, we define the complex Hermitian adjacency matrix H(𝑞) by

H(𝑞) B A𝑠 ⊙ exp(𝑖𝚯(𝑞)) .

Since 𝚯(𝑞) is skew-symmetric, H(𝑞) is Hermitian. When 𝑞 = 0, we have 𝚯(0) = 0 and so H(0) = A𝑠.

This effectively corresponds to treating the graph as undirected. For 𝑞 ≠ 0, the phase of H(𝑞) (𝑢, 𝑣)

encodes edge direction and the value H(𝑞) (𝑢, 𝑣) separates four possible cases: no edge, edge from 𝑢

to 𝑣, edge from 𝑣 to 𝑢, and undirected edge. If there is no edge, we will have H𝑞 (𝑢, 𝑣) = 0. In the

case of a directed edge, the Hermitian adjacency will be complex valued, and changing the direction

of an edge will correspond to complex conjugation. For example, in the case where 𝑞 = .25, if there

is an edge from 𝑢 to 𝑣 but not from 𝑣 to 𝑢 we have

H(.25) (𝑢, 𝑣) = 𝑖

2
= −H(.25) (𝑣, 𝑢) .

1Our definition of 𝚯(𝑞) coincides with that used in Furutani et al. (2020). However, another definition (differing
by a minus sign) also appears in the literature. These resulting magnetic Laplacians have the same eigenvalues and
the corresponding eigenvectors are complex conjugates of one another. Therefore, this difference does not affect the
performance of our network since our final layer separates the real and imaginary parts before multiplying by a trainable
weight matrix (see Section 3.1.4 for details on the network structure).
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Thus, in this setting, an edge from 𝑢 to 𝑣 is treated as the opposite of an edge from 𝑣 to 𝑢. On

the other hand, if (𝑢, 𝑣), (𝑣, 𝑢) ∈ 𝐸 (which can be interpreted as a single undirected edge), then

H(𝑞) (𝑢, 𝑣) = H(𝑞) (𝑣, 𝑢) = 1, and we see the phase, 𝚯(𝑞) (𝑢, 𝑣) = 0, encodes the lack of direction in

the edge. For the rest of this section, we will assume that 𝑞 lies in between these two extreme values,

i.e., 0 ≤ 𝑞 ≤ .25. We define the normalized and unnormalized magnetic Laplacians by

L(𝑞)
𝑈
B D𝑠 −H(𝑞) = D𝑠 − A𝑠 ⊙ exp(𝑖𝚯(𝑞)), L(𝑞)

𝑁
B I −

(
D−1/2
𝑠 A𝑠D−1/2

𝑠

)
⊙ exp(𝑖𝚯(𝑞)) . (3.1)

Note that when 𝐺 is undirected, L(𝑞)
𝑈

and L(𝑞)
𝑁

reduce to the standard undirected Laplacians.

L(𝑞)
𝑈

and L(𝑞)
𝑁

are Hermitian. Theorem 1 (Section B.6 of the appendix) shows they are positive-

semidefinite and thus are diagonalized by an orthonormal basis of complex eigenvectors u1, . . . , u𝑁

associated to real, nonnegative eigenvalues 𝜆1, . . . , 𝜆𝑁 . Similar to the traditional normalized

Laplacian, Theorem 2 (Section B.6 of the appendix) shows the eigenvalues of L𝑞
𝑁

lie in [0, 2], and

we may factor L(𝑞)
𝑁

= U𝚲U†, where U is the 𝑁 × 𝑁 matrix whose 𝑘-th column is u𝑘 , 𝚲 is the

diagonal matrix with 𝚲(𝑘, 𝑘) = 𝜆𝑘 , and U† is the conjugate transpose of U (a similar formula holds

for L(𝑞)
𝑈

). Furthermore, recall L = BB⊤, where B is the signed incidence matrix. Similarly, Theorem

3 (Section B.6 of the appendix) shows that L(𝑞)
𝑈

= B(𝑞) (B(𝑞))†, where B(𝑞) is a modified incidence

matrix. The magnetic Laplacian encodes geometric information in its eigenvectors and eigenvalues.

In the directed star graph (Section B.7 of the appendix), for example, directional information is

contained in the eigenvectors only, whereas the eigenvalues are invariant to the direction of the

edges. On the other hand, for the directed cycle graph the magnetic Laplacian encodes the directed

nature of the graph solely in its spectrum. In general, both the eigenvectors and eigenvalues may

contain important information, which we leverage in MagNet.

3.1.3 Related work

In Section 3.1.3.1, we describe other graph neural networks designed specifically for directed

graphs. Notably, none of these methods encode directionality with complex numbers, instead opting

for real-valued, symmetric matrices. In Section 3.1.3.2, we review other work studying the magnetic

Laplacian which has been studied for several decades and lately has garnered interest in the network

science and graph signal processing communities. However, to the best of our knowledge, this is the
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first work to use it to construct a graph neural network. We also note there are numerous approaches

to graph signal processing on directed graphs. Many of these rely on a natural analog of Fourier

modes. These Fourier modes are typically defined through either a factorization of a graph shift

operator or by solving an optimization problem. For further review, we refer the reader to Marques

et al. (2020).

3.1.3.1 Neural networks for directed graphs

In Ma et al. (2019), the authors construct a directed Laplacian, via identities involving the random

walk matrix and its stationary distribution 𝚷. When 𝐺 is undirected, one can use the fact that 𝚷 is

proportional to the degree vector to verify this directed Laplacian reduces to the standard normalized

graph Laplacian. However, this method requires 𝐺 to be strongly connected, unlike MagNet. The

authors of Tong et al. (2020b) use a first-order proximity matrix A𝐹 (equivalent to A𝑠 here), as

well as two second-order proximity matrices A𝑆in and A𝑆out . A𝑆in is defined by A𝑆in (𝑢, 𝑣) ≠ 0 if

there exists a 𝑤 such that (𝑤, 𝑢), (𝑤, 𝑣) ∈ 𝐸 , and A𝑆out is defined analogously. These three matrices

collectively describe and distinguish the neighborhood of each vertex and those vertices that can

reach a vertex in a single hop. The authors construct three different Laplacians and use a fusion

operator to share information across channels. Similarly, inspired by Benson et al. (2016), in Monti

et al. (2018), the authors consider several different symmetric Laplacian matrices corresponding to

a number of different graph motifs.

The method of Tong et al. (2020a) builds upon the ideas of both Ma et al. (2019) and Tong et al.

(2020b) and considers a directed Laplacian similar to the one used in Ma et al. (2019), but with a

PageRank matrix in place of the random-walk matrix. This allows for applications to graphs which

are not strongly connected. Similar to Tong et al. (2020b), they use higher-order receptive fields

(analogous to the second-order adjacency matrices discussed above) and an inception module to

share information between receptive fields of different orders. We also note Klicpera et al. (2019a),

which uses an approach based on PageRank in the spatial domain. There are also some related

methods for directed graphs that are not based on the graph Laplacian, such as the directed graph

embedding Sim et al. (2021), and directed message passing for molecular graphs Klicpera et al.
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(2019b).

3.1.3.2 Related work on the magnetic Laplacian and Hermitian adjacency matrices

The magnetic Laplacian has been studied since at least Lieb and Loss (1993). The name

originates from its interpretation as a quantum mechanical Hamiltonian of a particle under magnetic

flux. Early works focused on 𝑑-regular graphs, where the eigenvectors of the magnetic Laplacian are

equivalent to those of the Hermitian adjacency matrix. The authors of Guo and Mohar (2017), for

example, show that using a complex-valued Hermitian adjacency matrix rather than the symmetrized

adjacency matrix reduces the number of small, non-isomorphic cospectral graphs. Topics of current

research into Hermitian adjacency matrices include clustering tasks Cucuringu et al. (2020) and the

role of the parameter 𝑞 Mohar (2020).

The magnetic Laplacian is also the subject of ongoing research in graph signal processing

Furutani et al. (2020), community detection Fanuel et al. (2017), and clustering Cloninger (2017);

Fanuel et al. (2018); F. de Resende and F. Costa (2020). For example, Fanuel et al. (2018) uses

the phase of the eigenvectors to construct eigenmap embeddings analogous to Belkin and Niyogi

(2003). The role of 𝑞 is highlighted in the works of Fanuel et al. (2018, 2017); Guo and Mohar

(2017); Mohar (2020), which show how particular choices of 𝑞 may highlight various graph motifs.

In our context, this indicates that 𝑞 should be carefully tuned via cross-validation. Lastly, we note

that numerous other directed graph Laplacians have been studied and applied to data science Chung

(2005); Chung and Kempton (2013); Palmer and Zheng (2021). However, as alluded to in Section

3.1.2, these methods typically do not use complex Hermitian matrices.

3.1.4 MagNet

Most graph neural network architectures can be described as being either spectral or spatial.

Spatial networks such as Veličković et al. (2018); Hamilton et al. (2017); Atwood and Towsley

(2016); Duvenaud et al. (2015) typically extend convolution to graphs by performing a weighted

average of features over neighborhoods N(𝑢) = {𝑣 : (𝑢, 𝑣) ∈ 𝐸}. These neighborhoods are

well-defined even when 𝐸 is not symmetric, so spatial methods typically have natural extensions

to directed graphs. However, such simplistic extensions may miss important information in the
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directed graph. For example, filters defined using N(𝑢) are not capable of assimilating the equally

important information contained in {𝑣 : (𝑣, 𝑢) ∈ 𝐸}. Alternatively, these methods may also use the

symmetrized adjacency matrix, but they cannot learn to balance directed and undirected approaches.

In this section, we show how to extend spectral methods to directed graphs using the magnetic

Laplacian introduced in Section 3.1.2. To highlight the flexibility of our approach, we show how three

spectral graph neural network architectures can be adapted to incorporate the magnetic Laplacian.

Our approach is very general, and so for most of this section, we will perform our analysis for a

general complex Hermitian, positive semidefinite matrix. However, we view the magnetic Laplacian

as our primary object of interest (and use it in all of our experiments in Section 3.1.5) because of the

large body of literature studying its spectral properties and applying it to data science (see Section

3.1.3).

3.1.4.1 Spectral convolution via the magnetic Laplacian

In this section, we let L denote a Hermitian, positive semidefinite matrix, such as the normalized

or unnormalized magnetic Laplacian introduced in Section 3.1.2, on a directed graph 𝐺 = (𝑉, 𝐸),

|𝑉 | = 𝑁 . We let u1 . . . , u𝑁 be an orthonormal basis of eigenvectors for L and let U be the 𝑁 × 𝑁

matrix whose 𝑘-th column is u𝑘 . We define the directed graph Fourier transform for a signal

x : 𝑉 → C by x̂ = U†x, so that x̂(𝑘) = ⟨x, u𝑘⟩ . We regard the eigenvectors u1, . . . , u𝑁 as the

generalizations of discrete Fourier modes to directed graphs. Since U is unitary, we have the Fourier

inversion formula

x = Ux̂ =

𝑁∑︁
𝑘=1

x̂(𝑘)u𝑘 . (3.2)

In Euclidean space, convolution corresponds to pointwise multiplication in the Fourier basis.

Thus, we define the convolution of x with a filter y in the Fourier domain by �y ∗ x(𝑘) = ŷ(𝑘)x̂(𝑘).

By (3.2), this implies y ∗ x = UDiag(ŷ)x̂ = (UDiag(ŷ)U†)x, and so we say Y is a convolution

matrix if

Y = U𝚺U† , (3.3)

for a diagonal matrix 𝚺. This is the natural generalization of the class of convolutions used in Bruna

et al. (2014).
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Next, following Defferrard et al. (2016) (see also Hammond et al. (2011)), we show that a

spectral network can be implemented in the spatial domain via polynomials of L by having 𝚺 be a

polynomial of 𝚲 in (3.3). This reduces the number of trainable parameters to prevent overfitting,

avoids explicit diagonalization of the matrix L, (which is expensive for large graphs), and improves

stability to perturbations Levie et al. (2019). As in Defferrard et al. (2016), we define a normalized

eigenvalue matrix, with entries in [−1, 1], by �̃� = 2
𝜆max

𝚲 − I and assume

𝚺 =

𝐾∑︁
𝑘=0

𝜃𝑘𝑇𝑘 (�̃�) ,

for some real-valued 𝜃1, . . . , 𝜃𝑘 ,where𝑇𝑘 is the Chebyshev polynomial defined by𝑇0(𝑥) = 1, 𝑇1(𝑥) =

𝑥, and 𝑇𝑘 (𝑥) = 2𝑥𝑇𝑘−1(𝑥) + 𝑇𝑘−2(𝑥) for 𝑘 ≥ 2. With (U�̃�U†)𝑘 = U�̃�
𝑘
U†, one has

Yx = U
𝐾∑︁
𝑘=0

𝜃𝑘𝑇𝑘 (�̃�)U†x =

𝐾∑︁
𝑘=0

𝜃𝑘𝑇𝑘 (L̃)x , (3.4)

where, analogous to �̃�, we define L̃ B 2
𝜆max

L − I. It is important to note that, due to the complex

Hermitian structure of L̃, the value Yx(𝑢) aggregates information both from the values of x on

N𝑘 (𝑢), the 𝑘-hop neighborhood of 𝑢, and the values of x on {𝑣 : dist(𝑣, 𝑢) ≤ 𝑘}, which consists

of those of vertices that can reach 𝑢 in 𝑘-hops. While in an undirected graph these two sets of

vertices are the same, that is not the case for general directed graphs. Furthermore, due to the

difference in phase between an edge (𝑢, 𝑣) and an edge (𝑣, 𝑢), the filter matrix Y is also capable of

aggregating information from these two sets in different ways. This capability is in contrast to any

single, symmetric, real-valued matrix, as well as any matrix that encodes just N(𝑢).

To obtain a network similar to Kipf and Welling (2016), we set 𝐾 = 1, assume that L = L(𝑞)
𝑁

,

using 𝜆max ≤ 2 make the approximation 𝜆max ≈ 2, and set 𝜃1 = −𝜃0. With this, we obtain

Yx = 𝜃0(I + (D−1/2
𝑠 A𝑠D−1/2

𝑠 ) ⊙ exp(𝑖𝚯(𝑞)))x .

As in Kipf and Welling (2016), we substitute I + (D−1/2
𝑠 A𝑠D−1/2

𝑠 ) ⊙ exp(𝑖𝚯(𝑞)) → D̃−1/2
𝑠 Ã𝑠D̃−1/2

𝑠 ⊙

exp(𝑖𝚯(𝑞)). This renormalization helps avoid instabilities arising from vanishing/exploding gradients

and yields

Yx = 𝜃0D̃−1/2
𝑠 Ã𝑠D̃−1/2

𝑠 ⊙ exp(𝑖𝚯(𝑞)) , (3.5)
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where Ã𝑠 = A𝑠 + I and D̃𝑠 (𝑖, 𝑖) =
∑
𝑗 Ã𝑠 (𝑖, 𝑗).

In theory, the matrix exp(𝑖𝚯(𝑞)) is dense. However, in practice, one only needs to compute a

small fraction of its entries. In most real-world datasets, the symmetrized adjacency matrix will be

sparse. Since the Hermitian adjacency matrix is constructed via pointwise multiplication between

the symmetrized adjacency matrix and the phase matrix, it is only necessary to compute the phase

matrix for entries (𝑢, 𝑣) where A𝑠 (𝑢, 𝑣) ≠ 0. Thus, the efficiency of the proposed algorithm is

comparable to standard GCN algorithms, and can leverage any existing developments such as Fey

et al. (2021) that increase efficiency of standard GCNs (although the computational complexity our

method does differ by a factor of four because of the computational complexity of complex-valued

multiplication).

3.1.4.2 The MagNet architecture

Let 𝐿 be the number of convolution layers in our network, and let X(0) be an 𝑁 × 𝐹0 input feature

matrix with columns x(0)1 , . . . x(0)
𝐹0

. Since our filters are complex, we use a complex version of ReLU

defined by 𝜎(𝑧) = 𝑧, if −𝜋/2 ≤ arg(𝑧) < 𝜋/2, and 𝜎(𝑧) = 0 otherwise (where arg(𝑧) is the complex

argument of 𝑧 ∈ C). Let 𝐹ℓ be the number of channels in layer ℓ, and for 1 ≤ ℓ ≤ 𝐿, 1 ≤ 𝑖 ≤ 𝐹ℓ−1,

and 1 ≤ 𝑗 ≤ 𝐹ℓ, we let Y(ℓ)
𝑖 𝑗

be a convolution matrix defined in the sense of either (3.3), (3.4), or

(3.5). Define the ℓth layer feature matrix X(ℓ) with columns x(ℓ)1 , . . . x(ℓ)
𝐹ℓ

as:

x(ℓ)
𝑗

= 𝜎

(
𝐹ℓ−1∑︁
𝑖=1

Y(ℓ)
𝑖 𝑗

x(ℓ−1)
𝑖
+ b(ℓ)

𝑗

)
, (3.6)

with b(ℓ)
𝑗
(𝑣) = 𝑏

(ℓ)
𝑗

and real(𝑏 (ℓ)
𝑗
) = imag(𝑏 (ℓ)

𝑗
). In matrix form we write X(ℓ) = Z(ℓ)

(
X(ℓ−1)

)
,

where Z(ℓ) is a hidden layer of the form (3.6). In the numerical experiments reported in Section

3.1.5, we utilize formulation (3.4) with L = L(𝑞)
𝑁

. In most cases we set 𝐾 = 1, for which

X(ℓ) = 𝜎
(
X(ℓ−1)W(ℓ)

self + L̃(𝑞)
𝑁

X(ℓ−1)W(ℓ)
neigh + B(ℓ)

)
,

where W(ℓ)
self and W(ℓ)

neigh are learned weight matrices corresponding to the filter weights in (3.4), and

B(ℓ) (𝑣, ·) = (𝑏 (ℓ)1 , . . . , 𝑏
(ℓ)
𝐹ℓ
) for each 𝑣 ∈ 𝑉 .

After the convolutional layers, we unwind the complex 𝑁 × 𝐹𝐿 matrix X(𝐿) into a real-valued

𝑁 × 2𝐹𝐿 matrix, apply a linear layer, consisting of right-multiplication by a 2𝐹𝐿 × 𝑛𝑐 weight matrix
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Figure 3.1 MagNet (𝐿 = 2) applied to node classification.
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(b) Cyclic meta-graph.

Figure 3.2 Meta-graphs for the synthetic data sets.

W(𝐿+1) (where 𝑛𝑐 is the number of classes) and apply softmax. In our experiments, we set 𝐿 = 2 or

3. When 𝐿 = 2, our network applied to node classification, as illustrated in Figure 3.1, is given by

softmax(unwind(Z(2) (Z(1) (X(0))))W(3)) .

For link-prediction, we apply the same method through the unwind layer, and then concatenate the

rows corresponding to pairs of nodes to obtain the edge features.

3.1.5 Experiments

3.1.5.1 Datasets

Directed Stochastic Block Model

We construct a directed stochastic block (DSBM) model as follows. First we divide 𝑁 vertices

into 𝑛𝑐 equally-sized clusters𝐶1, . . . , 𝐶𝑛𝑐 . We define {𝛼𝑖, 𝑗 }1≤𝑖, 𝑗≤𝑛𝑐 to be a collection of probabilities,

0 < 𝛼𝑖, 𝑗 ≤ 1 with 𝛼𝑖, 𝑗 = 𝛼 𝑗 ,𝑖, and for an unordered pair 𝑢 ≠ 𝑣 create an undirected edge between 𝑢

and 𝑣 with probability 𝛼𝑖, 𝑗 if 𝑢 ∈ 𝐶𝑖, 𝑣 ∈ 𝐶 𝑗 . To turn this undirected graph into a directed graph, we

define {𝛽𝑖, 𝑗 }1≤𝑖, 𝑗≤𝑛𝑐 to be a collection of probabilities such that 0 ≤ 𝛽𝑖, 𝑗 ≤ 1 and 𝛽𝑖, 𝑗 + 𝛽 𝑗 ,𝑖 = 1. For
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each undirected edge {𝑢, 𝑣}, we assign that edge a direction by the rule that the edge points from 𝑢

to 𝑣 with probability 𝛽𝑖, 𝑗 if 𝑢 ∈ 𝐶𝑖 and 𝑣 ∈ 𝐶 𝑗 , and points from 𝑣 to 𝑢 otherwise. If 𝛼𝑖, 𝑗 is constant,

then the only way to determine the clusters will be from the directional information.

In Figure 3.3, we plot the performance of MagNet and other methods on variations of the DSBM.

In each of these, we set 𝑛𝑐 = 5 and the goal is to classify the vertices by cluster. We set 𝑁 = 2500,

except in Figure 3.3d where 𝑁 = 500. In Figure 3.3a, we plot the performance of our model on the

DSBM with 𝛼𝑖, 𝑗 B 𝛼∗ = .1, .08, and .05 for 𝑖 ≠ 𝑗 , which varies the density of inter-cluster edges,

and set 𝛼𝑖,𝑖 = .1. Here we set 𝛽𝑖,𝑖 = .5 and 𝛽𝑖, 𝑗 = .05 for 𝑖 > 𝑗 . This corresponds to the ordered

meta-graph in Figure 3.2a. Figure 3.3b also uses the ordered meta-graph, but here we fix 𝛼𝑖, 𝑗 = .1

for all 𝑖, 𝑗 , and set 𝛽𝑖, 𝑗 = 𝛽∗, for 𝑖 > 𝑗 , and allow 𝛽∗ to vary from .05 to .4, which varies the net

flow (related to flow imbalance in He et al. (2021)) from one cluster to another. The results in

Figure 3.3c utilize a cyclic meta-graph structure as in Figure 3.2b (without the gray noise edges).

Specifically, we set 𝛼𝑖, 𝑗 = .1 if 𝑖 = 𝑗 or 𝑖 = 𝑗 ±1 mod 5 and 𝛼𝑖, 𝑗 = 0 otherwise. We define 𝛽𝑖, 𝑗 = 𝛽∗,

𝛽 𝑗 ,𝑖 = 1 − 𝛽∗ when 𝑗 = (𝑖 − 1) mod 5, and 𝛽𝑖, 𝑗 = 0 otherwise. In Figure 3.3d we add noise to the

cyclic structure of our meta-graph by setting 𝛼𝑖, 𝑗 = .1 for all 𝑖, 𝑗 and 𝛽𝑖, 𝑗 = .5 for all (𝑖, 𝑗) connected

by a gray edge in Figure 3.2b (keeping 𝛽𝑖, 𝑗 the same as in Figure 3.3c for the blue edges).

Real datasets

Texas, Wisconsin, and Cornell are WebKB datasets modeling links between websites at different

universities Pei et al. (2020). We use these datasets for both link prediction and node classification

with nodes labeled as student, project, course, staff, and faculty in the latter case. Telegram Bovet and

Grindrod (2020) is a pairwise influence network between 245 Telegram channels with 8, 912 links.

To the best of our knowledge, this dataset has not previously been studied in the graph neural network

literature. Labels are generated from the method discussed in Bovet and Grindrod (2020), with a

total of four classes. The datasets Chameleon and Squirrel Rozemberczki et al. (2019) represent

links between Wikipedia pages related to chameleons and squirrels. We use these datasets for link

prediction. Likewise, WikiCS Mernyei and Cangea (2020) is a collection of Computer Science

articles. Cora-ML and CiteSeer are popular citation networks with node labels corresponding to
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scientific subareas. We use the versions of these datasets provided in Bojchevski and Günnemann

(2017). Further details are given in the appendix.

3.1.5.2 Training and implementation details

Node classification is performed in a semi-supervised setting (i.e., access to the test data, but not

the test labels, during training). For the datasets Cornell, Texas, Wisconsin, and Telegram we use

a 60%/20%/20% training/validation/test split, which might be viewed as more akin to supervised

learning, because of the small graph size. For Cora-ML and CiteSeer, we use the same split as Tong

et al. (2020a). For all of these datasets we use 10 random data splits. For the DSBM datasets, we

generated 5 graphs randomly for each type and for each set of parameters, each with 10 different

random node splits. We use 20% of the nodes for validation and we vary the proportion of training

samples based on the classification difficulty, using 2%, 10%, and 60% of nodes per class for the

ordered, cyclic, and noisy cyclic DSBM graphs, respectively, during training, and the rest for testing.

Hyperpameters were selected using one of the five generated graphs, and then applied to the other

four generated graphs.

In the main text, there are two types of link prediction tasks conducted for performance evaluation.

The first type is to predict the edge direction of pairs of vertices 𝑢, 𝑣 for which either (𝑢, 𝑣) ∈ 𝐸 or

(𝑣, 𝑢) ∈ 𝐸 . The second type is existence prediction. The model is asked to predict if (𝑢, 𝑣) ∈ 𝐸 by

considering ordered pairs of vertices (𝑢, 𝑣). For both types of link prediction, we removed 15% of

edges for testing, 5% for validation, and use the rest of the edges for training. The connectivity was

maintained during splitting. 10 splits were generated randomly for each graph and the input features

are in-degree and out-degree of nodes. In the appendix, we report on two additional link prediction

tasks based on a three-class classification setup: (𝑢, 𝑣) ∈ 𝐸 , (𝑣, 𝑢) ∈ 𝐸 , or (𝑢, 𝑣), (𝑣, 𝑢) ∉ 𝐸 . Full

details are provided in the appendix.

In all experiments, we used the normalized magnetic Laplacian and implement MagNet with

convolution defined as in (3.4), meaning that our network may be viewed as the magnetic Laplacian

generalization of ChebNet. The setting of the hyperparameter 𝑞 and other network hyperparameters

is obtained by cross-validation. Since currently complex tensors are still in beta in PyTorch, we
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did not use them, and instead we stored any complex tensor as two real tensors (one for the real

part, one for the imaginary part), and carried out complex multiplication using the standard formula:

(𝑎 + 𝑖𝑏) (𝑐 + 𝑖𝑑) = (𝑎𝑐 − 𝑏𝑑) + 𝑖(𝑏𝑐 + 𝑎𝑑) (note, 𝑎, 𝑏, 𝑐, 𝑑 can be real numbers or real matrices).

We compare with multiple baselines in three categories: (i) spectral methods: ChebNet Defferrard

et al. (2016), GCN Kipf and Welling (2016); (ii) spatial methods: APPNP Klicpera et al. (2019a),

SAGE Hamilton et al. (2017), GIN Xu et al. (2018), GAT Veličković et al. (2018); and (iii) methods

designed for directed graphs: DGCN Tong et al. (2020b), and two variants of Tong et al. (2020a), a

basic version (DiGraph) and a version with higher order inception blocks (DiGraphIB). All baselines

in the experiments have two graph convolutional layers, except for the node classification on the

DSBM using the cyclic meta-graphs (Figures 3.3c, 3.3d, and 3.2b) for which we also tested three

layers during the hyperparameter search. For ChebNet, we use the symmetrized adjacency matrix.

For the spatial networks we apply both the symmetrized and asymmmetric adjacency matrix for

node classification. The results reported are the better of the two results. The appendix provides full

details, as well as results for two other types of baselines: (i) BiGCN, BiSAGE, BiGAT which are

obtained by applying GCN, SAGE, GAT on both the original adjacency matrix and the transposed

adjacency matrix; and (ii) a 𝑘-nearest neighbors classifier based on the eigenvector with the smallest

eigenvalue of the magnetic Laplacian Fanuel et al. (2017).

3.1.5.3 Results

We see that MagNet performs well across all tasks. As indicated in Table 3.1, our cross-validation

procedure selects 𝑞 = 0 for node classification on the citation networks Cora-ML and CiteSeer.

This means we achieved the best performance when regarding directional information as noise,

suggesting symmetrization-based methods are appropriate in the context of node classification on

citation networks. This matches our intuition. For example, in Cora-ML, the task is to classify

research papers by scientific subarea. If the topic of a given paper is “machine learning,” then it is

likely to both cite and be cited by other machine learning papers. For all other datasets, we find the

optimal value of 𝑞 is nonzero, indicating that directional information is important. Our network

exhibits the best performance on three out of six of these datasets and is a close second on Texas
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Table 3.1 Node classification accuracy (%). The best results are in bold and the second are
underlined.

Type Method Cornell Texas Wisconsin Cora-ML CiteSeer Telegram Score

Spectral ChebNet 79.8±5.0 79.2±7.5 81.6±6.3 80.0±1.8 66.7±1.6 70.2 ±6.8 6.94
GCN 59.0±6.4 58.7±3.8 55.9±5.4 82.0±1.1 66.0±1.5 73.4 ±5.8 19.16

Spatial

APPNP 58.7±4.0 57.0±4.8 51.8±7.4 82.6±1.4 66.9±1.8 67.3±3.0 18.75
SAGE 80.0±6.1 84.3±5.5 83.1±4.8 82.3±1.2 66.0±1.5 66.4±6.4 5.76
GIN 57.9±5.7 65.2±6.5 58.2±5.1 78.1±2.0 63.3±2.5 86.4±4.3 16.53
GAT 57.6±4.9 61.1±5.0 54.1±4.2 81.9±1.0 67.3±1.3 72.6±7.5 16.39

Directed
DGCN 67.3±4.3 71.7±7.4 65.5±4.7 81.3±1.4 66.3±2.0 90.4±5.6 8.55
Digraph 66.8±6.2 64.9±8.1 59.6±3.8 79.4±1.8 62.6±2.2 82.0±3.1 15.70

DiGraphIB 64.4±9.0 64.9±13.7 64.1±7.0 79.3±1.2 61.1±1.7 64.1±7.0 16.36

Ours MagNet 84.3±7.0 83.3±6.1 85.7±3.2 79.8±2.5 67.5±1.8 87.6±2.9 1.10

Best 𝑞 0.25 0.15 0.05 0.0 0.0 0.15 -

and Telegram. We also achieve an at least four percentage point improvement over both ChebNet

and GCN on the four data sets for which 𝑞 > 0. These networks are similar to ours but with the

classical graph Laplacian. This isolates the effects of the magnetic Laplacian and shows that it is a

valuable tool for encoding directional information. MagNet also compares favorably to non-spectral

methods on the WebKB networks (Cornell, Texas, Wisconsin). Indeed, MagNet obtains a ∼ 4%

improvement on Cornell and a ∼ 2.5% improvement on Wisconsin, while on Texas it has the second

best accuracy, close behind SAGE. We also see the other directed methods have relatively poor

performance on the WebKB networks, perhaps since these graphs are fairly small and have very few

training samples. To make this analysis more quantitative, we computed the absolute difference of

the classification accuracy of each method from the classification accuracy of the top performing

method (in percentage points) on each data set, and averaged over the six data sets. In this context,

lower scores are better, and a method with a score of zero indicates the method is the top performing

method on each data set. As reported in Table 3.1, MagNet achieved a best score of 1.1 percent.

On the DSBM datasets, as illustrated in Figure 3.3, we see that MagNet generally performs quite

well and is the best performing network in the vast majority of cases. The networks DGCN and

DiGraphIB rely on second order proximity matrices. As demonstrated in Figure 3.3c, these methods
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Figure 3.3 Node classification accuracy. Error bars are one standard error. MagNet is bold red.

are well suited for networks with a cyclic meta-graph structure since nodes in the same cluster are

likely to have common neighbors. MagNet, on the other hand, does not use second-order proximity,

but can still learn the clusters by stacking multiple layers together. This improves MagNet’s ability to

adapt to directed graphs with different underlying topologies. This is illustrated in Figure 3.3d where

the network has an approximately cyclic meta-graph structure. In this setting, MagNet continues to

perform well, but the performance of DGCN and DiGraphIB deteriorate significantly. Interestingly,

MagNet performs well on the DSBM cyclic meta-graph (Figure 3.3c) with 𝑞 ≈ .1, whereas 𝑞 ≥ .2

is preferred for the other three DSBM tests; we leave a more in-depth investigation for future work.

For link prediction, we achieve the best performance on seven out of eight tests as shown in Table

3.2. We also note that Table 3.2 reports optimal non-zero 𝑞 values for each task. This indicates that

incorporating directional information is important for link prediction, even on citation networks
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Table 3.2 Link prediction accuracy (%). The best results are in bold and the second are underlined.

Direction prediction Existence prediction

Cornell Wisconsin Cora-ML CiteSeer Cornell Wisconsin Cora-ML CiteSeer

ChebNet 71.0±5.5 67.5±4.5 72.7±1.5 68.0±1.6 80.1±2.3 82.5±1.9 80.0±0.6 77.4±0.4
GCN 56.2±8.7 71.0±4.0 79.8±1.1 68.9±2.8 75.1±1.4 75.1±1.9 81.6±0.5 76.9±0.5

APPNP 69.5±9.0 75.1±3.5 83.7±0.7 77.9±1.6 74.9±1.5 75.7±2.2 82.5±0.6 78.6±0.7
SAGE 75.2±11.0 72.0±3.5 68.2±0.8 68.7±1.5 79.8±2.4 77.3±2.9 75.0±0.0 74.1±1.0
GIN 69.3±6.0 74.8±3.7 83.2±0.9 76.3±1.4 74.5±2.1 76.2±1.9 82.5±0.7 77.9±0.7
GAT 67.9±11.1 53.2±2.6 50.0±0.1 50.6±0.5 77.9±3.2 74.6±0.0 75.0±0.0 75.0±0.0

DGCN 80.7±6.3 74.5±7.2 79.6±1.5 78.5±2.3 80.0±3.9 82.8±2.0 82.1±0.5 81.2±0.4
DiGraph 79.3±1.9 82.3±4.9 80.8±1.1 81.0±1.1 80.6±2.5 82.8±2.6 81.8±0.5 82.2±0.6

DiGraphIB 79.8±4.8 82.0±4.9 83.4±1.1 82.5±1.3 80.5±3.6 82.4±2.2 82.2±0.5 81.0±0.5

MagNet 82.9±3.5 83.3±3.0 86.5±0.7 84.8±1.2 81.1±3.3 82.8±2.2 82.7±0.7 79.9±0.6

Best 𝑞 0.20 0.10 0.20 0.15 0.25 0.05 0.05 0.05

such as Cora and CiteSeer. This matches our intuition, since there is a clear difference between a

paper with many citations and one with many references.

3.1.6 Summary

In this section, we introduced MagNet, a neural network specifically designed for directed

graphs, utilizing the magnetic Laplacian. This network represents an advancement in spectral

graph convolutional networks by extending their application to directed graphs, thereby regularizing

learning through the 𝑓 term in Equation (1.3). We have demonstrated the effectiveness of MagNet,

particularly highlighting the crucial role of incorporating directional information via a complex

Hermitian matrix. Our results, based on both real and synthetic datasets for tasks such as link

prediction and node classification, confirm that MagNet provides substantial improvements in

handling directional data compared to traditional methods.
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3.2 Spatio-Temporal Graph Convolutional Networks for Earthquake Source Characterization

This section discusses the application of a graph neural network designed specifically for

earthquake source characterization. This network exemplifies the regularization of the 𝑓 term in

Equation (1.3), focusing on the unique challenges presented by spatio-temporal seismic data inherent

in earthquake events.

3.2.1 Introduction

Earthquake source characterization plays a fundamental role in various seismic studies, including

earthquake early-warning, hazard assessment, subsurface energy exploration, etc. Li et al. (2020a).

Characterization of an earthquake source can be posed as a classical inverse problem. Its purpose

is to infer the source information (location, magnitude, etc.) from seismic recordings. Various

approaches have been developed to characterize earthquake sources, the most well-established

being traveltime-based inversion Zhang et al. (2017); Li and van der Baan (2016); Lin et al. (2015);

Zhang and Thurber (2003) and waveform-based inversion Beskardes et al. (2018); Zhebel and

Eisner (2015); Pesicek et al. (2014); Gajewski et al. (2007). Traveltime-based methods implement

a multi-step process, in which the arrival times of P and S waves are determined through phase

detection and associated to specific earthquakes; earthquake locations are estimated as an inversion

process given arrival times, station locations, and a velocity model. Magnitudes are calculated

based on waveform amplitudes and source-receiver distances. Though traveltime-based methods are

commonly used in seismic applications, they are susceptible to noise-related errors, particularly

when estimating low-magnitude events, and fail to utilize abundant phase and amplitude information

in the complete waveform. In contrast, waveform-based inversion integrates all phase and amplitude

information recorded in seismographs, resulting in high quality source characterization. However,

waveform-based inversion is computationally expensive. Both methods require domain expertise

to properly tune parameters in the inversion process. Deep learning for source characterization

provides a data-driven alternative, where integrated location and magnitude predictions extract

full-waveform features with less computational expense than waveform inversion.

Advances in algorithms and computing, and the availability of large, high-quality datasets have
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allowed machine learning techniques to attain spectacular success in seismological applications

Kong et al. (2019); Bergen et al. (2019) including phase picking Zhu and Beroza (2019), seismic

discrimination Li et al. (2018), waveform denoising Zhu et al. (2019a), phase association Ross

et al. (2019), earthquake location Perol et al. (2018), as well as magnitude estimation Mousavi and

Beroza (2020b). Although machine learning has long been applied to seismic event detection Wang

and Teng (1995); Tiira (1999), the first work to leverage recent advances in deep learning was

developed by Perol et al. (2018), where convolutional neural networks (CNN’s) were trained to

detect earthquakes from single station recordings and predict the source locations from among six

regions. Though successful in establishing foundational research in machine learning for earthquake

location, the CNN model is restricted to waveforms from a single seismic station and can only

classify earthquakes into broad geographic groups without providing specific location information.

Since then, more advanced single-station approaches have been developed to improve location

accuracy. Mousavi and Beroza (2020a) build Bayesian neural networks to learn epicenter distance,

P-wave travel time, and associated uncertainty from single-station data.

Recently, multi-station based machine learning methods have shown promising results. For

instance, Kriegerowski et al. (2019) develop a CNN structure that combines three-component

waveforms from multiple stations to predict hypocenter locations, resulting in more accurate

source parameters than single station methods. Zhang et al. (2020) developed an end-to-end fully

convolutional network (FCN) to predict the probability distribution of earthquake location directly

from input data recorded at multiple stations, which was extended to determine earthquake locations

and magnitudes from continuous waveforms for earthquake early warning Zhang et al. (2021c).

Shen and Shen (2021) also adopt a CNN framework, extracting the location, magnitude, and origin

time from continuous waveforms collected across a seismic network.

Though multiple-station approaches improve upon single-station methods, the use of standard

convolutional layers is limited in several ways: (1) CNN’s are designed to function on evenly-spaced

grids (i.e. photographs) where information is exclusively shared between adjacent cells, and (2)

CNN’s require the input of station locations to be static (i.e. recordings from station N must always
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be found at position N of the input file) in order to learn positional mapping. These assumptions

are inappropriate for seismic networks, which are not regularly-spaced and may record information

related to non-adjacent stations. Additionally, station outages, the addition/removal of stations to

seismic networks, and the ability to select a localized array for the detection of small-magnitude

events makes dynamic station input highly desirable for source characterization.

To solve this problem, recently several graph-based machine learning methods have been

developed. Münchmeyer et al. (2020) developed an attention-based transformer model for earthquake

early warning, which was extended to predict hypocenters and magnitudes of events in Münchmeyer

et al. (2021). While this model is successful in implementing a multistation approach that allows

for dynamic inputs, high computational complexity restricts inputs to a relatively small number of

stations. Another method for implementing flexible, multi-station input that avoids high complexity

for large networks is through graph convolution. This method is implemented by van den Ende and

Ampuero (2020), who develop a multi-station source characterization model. This model regards

features as nodes on an edgeless graph, implementing single-station convolution and global pooling.

However, global pooling may not sufficiently extract all useful information from multiple seismic

stations, as the pooling layer is ideally applied after global features are obtained by feature fusion

along the spatial dimension. Yano et al. (2021) introduce a multi-station technique in which edges

are selected and held fixed for all inputs. While this model allows for more meaningful features to

be constructed than in global pooling, station inputs are required to be fixed during training and

implementation, introducing the same limitation inherent to CNN’s. McBrearty and Beroza (2022)

propose a GNN framework using multiple pre-defined graphs constructed on both labels and station

locations. The model allows for variation in the set of input stations, but the inputs are waveform

amplitudes and phase arrival times rather than whole waveforms.

To harness the full functionality of Graph Neural Networks (GNN’s) while maintaining flexibility

in the location and number of seismic stations, we design a data-driven framework, spatio-temporal

graph neural network (STGNN), that creates edges automatically to combine waveform features and

spatial information. In order to evaluate the performance of our approach, we compare STGNN
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to two baselines: the GNN model designed by van den Ende and Ampuero (2020) and the Fully

Convolutional Network (FCN) designed by Zhang et al. (2020). We apply all three models to the

two datasets upon which the baselines were originally tested and trained: (1) regional 2.5 < 𝑀 < 6

earthquakes recorded by 185 seismic stations in Southern California from 2000 to 2019, and (2)

local 0 < 𝑀 < 4 earthquakes recorded by 30 seismic stations in Oklahoma from 2014 to 2015.

3.2.2 Methodology

3.2.2.1 Overview

Graph neural networks (GNN’s) are designed to handle graphical data, or data that can be

represented by vertices connected by edges. In GNN’s, convolution and pooling operates along

connecting edges. In CNN’s, on the other hand, convolution and pooling operates on regions closest

together on a Euclidean grid, meaning that input order directly impacts information-sharing and

featurization. This is not the case for GNN’s, in which edges are not restricted to Euclidean grids

but may instead be constructed by any criteria. Two major advantages of GNN architectures are that

they do not require a fixed input order, and can handle graphs with different sets of vertices. These

properties of GNN’s are well-suited for seismic data analysis with inputs from multiple stations. It is

common for stations in a seismic network to be added, removed, or repositioned, or for the recording

quality of individual stations to fluctuate over time due to operation and/or equipment issues. It is

therefore beneficial to dynamically select relevant seismic stations for source characterization. We

therefore propose a dynamic GNN framework as the basis for STGNN, in which seismic stations act

as nodes, connected by dynamically defined edges.

Inspired by Wang et al. (2019), our graph convolutions follow the design of EdgeConv layers

to automatically generate edges between nodes. Instead of manually constructing fixed edges or

implementing an edgeless graph, our framework learns to combine useful information from multiple

stations implicitly during the training process. Our framework consists of three major components

as shown in Figure 3.4:

1. Waveform feature extraction: We first extract temporal features from the waveform recorded

at each seismic station using a CNN-based encoder. The three-channel seismic recordings are
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Figure 3.4 The overview of STGNN. There are three major components in STGNN: (1) Waveform
feature extraction for obtaining time domain feature from each station independently. (2) Spatial
feature fusion for time domain feature integration from different stations based on their geographic
locations and extracted feature similarity. (3) Earthquake location and magnitude prediction given
spatiotemporal features from the previous step. See Fig 3.5 for a more detailed summary of the
network architecture.

reduced to a low dimensional representation.

2. Spatial feature fusion: We then represent the seismic station network as a graph, in which

each node (i.e. station) is connected to other nodes by automatically generated edges.

Through iterative steps of edge generation and convolution, the perceptive field is gradually

enlarged. The model integrates and fuses features from different stations to obtain a high-order

spatiotemporal representation of the recorded wavefield over the seismic network. The graph

convolutional architecture considers both geographic locations and waveform feature similarity

among multiple seismic stations.

3. Prediction: The last component is the prediction module. A fully-connected neural network

outputs four normalized scalars corresponding to latitude, longitude, depth and magnitude

based on features learned from the previous steps.
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3.2.2.2 Graph Convolutional Layers

The spatial feature fusion process consists of multiple graph convolution layers. The goal of

each graph convolution layer is to enlarge the perceptive field by combining the extracted feature

of each seismic stations and auto-selected neighbor stations. Each graph convolution layer can be

broken down into two steps: edge generation and feature update.

Edge generation. Each station node is connected to several other station nodes which show

maximum similarity to the node. Similarity measurements are based on two criteria:

1. Geographic distance: The geographic distance is the intuitive choice, since adjacent stations

tend to record related signals due to similar wave paths. Additionally, events are more likely to

be mutually recorded by stations in close proximity, especially in the case of small-magnitude

events.

2. Feature similarity: As the same earthquake event can be recorded by distant stations in a large

area, waveform similarity provides a complimentary perspective to geographic distance. We

compare 𝑙2 distance of features from station 𝑖 and 𝑗 directly by | |𝑥𝑖 − 𝑥 𝑗 | |2, and thus we can

combine waveform features from distant stations, where 𝑥𝑖 and 𝑥 𝑗 are the extracted feature

vectors.

In edge generation, we link every station with its K-nearest neighbors based on their similarity,

where K is a tunable hyperparapeter. In our framework, both geographic proximity and waveform

feature similarity are considered.

By ignoring the feature channel and batch dimensions, we assume the feature for neighbors

selection is 𝑋 ∈ R𝑁×𝑑 , where 𝑁 is the number of stations and 𝑑 is the feature dimension. 𝑑 equals

to 2 when the criterion of generating edges is geographic distance (longitude and latitude). Let

𝑥𝑖 = 𝑋 (𝑖) and 𝑥 𝑗 = 𝑋 ( 𝑗), the process of selecting K-nearest neighbors can be explained with the

following equations:

1. Compute the pair-wise distance matrix 𝐷 ∈ R𝑁×𝑁 :

𝐷 (𝑖, 𝑗) = | |𝑥𝑖 − 𝑥 𝑗 | |2, 1 ≤ 𝑖 ≤ 𝑁, 1 ≤ 𝑗 ≤ 𝑁 (3.7)
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2. Get K-nearest neighbors N ∈ R𝑁×𝐾 by sorting each row of 𝐷:

N(𝑖) = smallest-K(𝐷 (𝑖)), 1 ≤ 𝑖 ≤ 𝑁 (3.8)

In practice, the similarity between waveforms can also be affected by other factors, such as wave

path and signal to noise ratio. By training with a large amount of samples with different sets of

seismic stations with distinct spatial distributions, the network will learn to embed these implicit and

complex factors to low dimensional features automatically in order to minimize the misfit between

labels and predictions.

Feature update. Given the edges, we update the features of each stations by
𝑥𝑖 = maxpool

𝑗∈Ndistance (𝑖)
(𝑔(𝑥𝑖 − 𝑥 𝑗 ) + 𝑓 (𝑥𝑖)) + maxpool

𝑗 ′∈Nsimilarity (𝑖)
(𝑔′(𝑥𝑖 − 𝑥 𝑗 ′) + 𝑓 ′(𝑥𝑖)), (3.9)

where 𝑥𝑖, 𝑥 𝑗 and 𝑥′
𝑗

are features of station 𝑖, 𝑗 and 𝑗 ′, respectively. 𝑗 is a neighbor of 𝑖 based on

geographic distance and 𝑗 ′ is a neighbor of 𝑖 by measuring feature similarity from the previous edge

generation step. 𝑔(·), 𝑓 (·), 𝑔′(·), and 𝑓 ′(·) are trainable fully connected neural networks. 𝑥𝑖 is the

updated feature of station 𝑖. Max pooling is conducted along the constructed edges to combine

information from the K-nearest neighbors of 𝑖, so that each station is once more associated with a

single feature vector. The update is asymmetric for station 𝑖 and 𝑗 to encourage the update processes

of 𝑖 and 𝑗 to be different, as it is possible that only one of the stations records the event.

3.2.2.3 Architecture

The model takes as input (1) A list of station coordinates, and (2) waveforms recorded by each

station. Each input can contain an arbitrary set of stations, limited by a trainable maximum. If the

number of functioning stations is less than the maximum number of stations for which the model is

trained, the input is padded with zeroed channels and the coordinates of the missing stations are set

to (−1,−1).

A graphical illustration of the architecture is presented in Figure 3.5. In Temporal Feature

Extraction, time domain waveform features are extracted from each station independently using an

encoder with eleven convolutional layers. These features are used to construct the initial inputs for

Spatial Feature Fusion.
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Two graphs are generated for each layer of graph convolution: one in which edges are generated

based on geographic distance, and one in which edges are generated based on waveform feature

similarity. For graphs in which geographic distance dictates edges, two scalars containing station

coordinates, normalized between −1 and 1, are concatenated to the station’s feature vector for

neighbor selection and graph convolution. Spatial Feature Fusion uses four layers of graph

convolutional layers to obtain spatially hierarchical features.

The features from all four graph convolutions are concatenated together along the feature

dimension for final source characterization regression. A fully-connected layer transforms the

features in each station, and the features are then compressed with adaptive max pooling along the

station dimension. The compressed features are regressed to scalar predictions of latitude, longitude,

depth, and magnitude using a fully-connected neural network. The objective function is

L =
1
𝑁

𝑁∑︁
𝑖=1

1
4
| |𝑦𝑖 − 𝑦𝑖 | |, (3.10)

where �̂�𝑖 and 𝑦𝑖 are the prediction and ground truth values of 𝑖th sample, respectively, represented as

vectors of latitude, longitude, depth and magnitude.

The maximum number of stations and number of edges are architectural parameters set during

training. The model design in PyTorch allows retraining to new architectural parameters without

fundamental alteration of the code.

3.2.3 Experiments

In this section, the data, experiment settings, and results are discussed. We evaluate STGNN in

two ways: (1) performance on two datasets compared to GNN and CNN baselines, and (2) stability

analysis of STGNN with various settings.

3.2.3.1 Data Description

The Southern California dataset uses waveforms and catalogue information collected by the

Southern California Earthquake Data Center (SCEDC) Hutton et al. (2010), and was used for

training and testing in the GNN baseline van den Ende and Ampuero (2020). The selected dataset

contains events from January 2000 to June 2019 within a geographic subset from 32◦ to 36◦ latitude
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Figure 3.5 Overview of STGNN, including three components outlined in Figure 3.4. (1) In Temporal
Feature Extraction, standard convolution and maximum pooling along the time dimension reduces
3-component waveforms to a feature vector of length 64. These feature vectors are concatenated to
form T0. (2) In Spatial Feature Fusion, four layers of graph convolution are performed. In each
layer, two graphs are constructed: Distance-Based (D), and Feature-Based (F), which are combined
through element-wise summation, and max pooled along the K-nearest neighbors dimension. (3)
In Prediction, feature tensors T0...T4 are concatenated and regressed to normalized predictions of
latitude, longitude, depth, and magnitude. The pooling is applied along the station dimension.

and −120◦ to −116◦ longitude, a depth range of 0-30 km, and a magnitude range of 2.5 < 𝑀 < 6.

The final dataset contains 2, 209 events recorded by 185 broadband seismic stations.
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(a) Southern California (b)  Oklahoma

Figure 3.6 Maps of the two target regions used in this study: (a) Southern California and (b)
Oklahoma. The distribution of all seismic stations (red triangles) and earthquakes (black stars) are
shown. The 30 stations selected for fixed input testing are surrounded by a green circle. Black lines
indicate seismic faults United States Geological Survey and California Geological Survey (2022).

The Oklahoma dataset uses waveforms and catalogue information collected by the Nanometrics

Research Network, and was used for training and testing in the FCN baseline Zhang et al. (2020).

The selected dataset contains events from March 2014 to July 2015 Nanometrics Seismological

Instruments (2013) within a geographic subset from 34.482◦ to 37◦ latitude and −98.405◦ to

−95.527◦ longitude, a depth range of 0-12 km, and a magnitude range of 1.5 < 𝑀 < 4. The final

dataset contains 3, 456 events recorded by 30 broadband seismic stations.

All waveforms and catalogues were accessed using ObsPy Beyreuther et al. (2010). Each

trace contains 200 sec of seismic displacement collected by three orthogonal channels, which is

interpolated into 4, 096 evenly spaced samples, resulting in a sampling rate of approximately 20 Hz.

For both datasets, the instrument response was removed, and waveforms were bandpass filtered from

1 − 8 Hz. As the recorded displacement amplitudes are very small, the waveforms are multiplied by

a constant scaling factor of 1𝑒7 to raise the input data to a numerically stable range close to [−1, 1]
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without eliminating magnitude information. A map of events and stations is shown in Figure 3.6.

One advantage of the graph neural network is its ability to make predictions using dynamic

inputs (i.e., the selected stations and their order in the input file are not necessarily the same for each

sample). To demonstrate this ability, we perform tests with STGNN and the GNN baseline using

Southern California data with dynamic inputs, in which functioning stations are randomly selected

for each event. However, the FCN baseline requires a fixed input, in which the same stations must

occupy the same position for each sample. To make a fair comparison, we train STGNN as well

as both baselines on thirty fixed stations to compare the performance of all methods. This results

in three datasets: (1) Dynamic Southern California Dataset, in which 100 stations are randomly

selected for each sample, as well as (2) Fixed Southern California Dataset and (3) Fixed Oklahoma

Dataset, in which a static set of 30 stations are used for every sample. For all datasets, events are

omitted where < 25 stations are functioning.

(a) Southern California (b)  Oklahoma

Figure 3.7 The monthly earthquake frequency distribution for (a) Southern California and (b)
Oklahoma. The temporal boundaries between the training, validation, and testing data are indicated
by color.

3.2.3.2 Training Procedure

In the experiments, we use AdamW as the optimizer with a learning rate of 3𝑒−4. The 𝑙2

regularization term 𝜆 is 1𝑒−4. Models are trained for 400 epochs with early stopping after 50 epochs

without validation error improvement, from which we select the model with the best validation

performance. We use a 20-80 split to divide each dataset into testing and training data, and reserve
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20% of the training data for validation. The datasets are not randomly shuffled, but rather separated

by time in which training data precedes testing data. This approach avoids potential information

leakage Kaufman et al. (2012) which might occur from spatially and temporally localized swarms.

This method of splitting data also better simulates a real-use case, in which historic earthquakes

would be used to train a model to detect more recent events on a network where station configuration

and seismic characteristics may evolve over time. Figure 3.7 shows the monthly event frequency

distribution in the training and testing dataset.

We use a sliding window with a length of 100 sec and a stride of 5 sec to create ten 100 sec

samples from each 200 sec recording. This augments the data by increasing the sample size and

cropping different portions of the wavetrain, assuring that the model can be used without known

origin and arrival times. Within each sample, the same time shift is applied to all stations.

(a) MAE of Location Prediction (b)  MAE of Magnitude Prediction

Figure 3.8 (a) MAE of each tested model where the location error is measured in km. Location
error refers to the euclidean distance between the predicted location and the true event location. (b)
MAE of the magnitude predictions from the graph convolutional neural networks when applied to
the Oklahoma dataset with 30 fixed stations, the Southern California dataset with 30 fixed stations,
and the Southern California dataset with 100 dynamically selected stations.
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3.2.3.3 Performance Comparison

To evaluate our developed framework, we compare the performance of our model against two

baselines (1) van den Ende and Ampuero (2020) (referenced as GNN for graph neural network),

and (2) Zhang et al. (2020) (referenced as FCN for fully convolutional network). The performance

of each model is evaluated using the following metrics:

MAE =
1
𝑛

𝑛∑︁
𝑖=1
|𝑦𝑖 − 𝑦𝑖 |, (3.11)

MSE =
1
𝑛

𝑛∑︁
𝑖=1
(𝑦𝑖 − 𝑦𝑖)2, (3.12)

R2 = 1 −
𝑛∑︁
𝑖=1

(𝑦𝑖 − 𝑦𝑖)2
(𝑦𝑖 − �̄�)2

, (3.13)

where 𝑦𝑖 is the model’s prediction, 𝑦𝑖 is the true value, �̄� is the average true value, and 𝑛 is the total

number of predictions.

Both STGNN and GNN make normalized predictions between -1 and 1. When calculating the

above metrics, the values are first reverted from the normalized scalars to degrees of latitude and

longitude, kilometers of depth, and magnitude values. Degrees of latitude and longitude are then

converted to kilometers using conversions of 110 km/degree and 92 km/degree, respectively.

Testing is conducted across three datasets:

1. Dynamic Southern California Dataset: The performance is tested for the STGNN and GNN

models. Five neighbors (𝐾=5) were selected for feature update for STGNN. Results are

detailed in Table 3.3.

2. Fixed Southern California Dataset: The performance is tested for the STGNN, GNN, and

FCN models. Seven neighbors (𝐾=7) were selected for feature update for STGNN. Results

are detailed in Table 3.4.

3. Fixed Oklahoma Dataset: The performance is tested for the STGNN, GNN, and FCN models.

Seven neighbors (𝐾=7) were selected for feature update for STGNN. Results are detailed in

Table 3.5.
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The performance overview (Figure 3.8) demonstrates that our proposed model achieves a higher

location accuracy than baselines for all datasets. STGNN makes predictions with an average of 6.8

km less location error, a 40% improvement across all tested datasets when compared to the FCN

baseline. Across all datasets, STGNN makes predictions with an average of 3.0 km less location

error than the GNN baseline, a 22% improvement. The improved location is primarily due to

epicentral location accuracy. All tested models demonstrate low R2 values for depth prediction.

STGNN and FCN achieve comparable magnitude prediction, and FCN does not support magnitude

prediction. STGNN appears to incorporate a consistent bias, underpredicting magnitude values.

Figure 3.9, 3.10 and 3.11 plot all predictions to give a richer understanding of model capacity

beyond individual quality metrics. Observation of individual predictions makes it clear that while

both models succeed in learning a meaningful mapping to latitude and longitude predictions, depth

predictions are highly scattered and are little better than predictions of the mean.

Table 3.3 Performance of STGNN and the GNN baseline when applied to the Southern California
dataset with dynamic inputs. MAE refers to the mean absolute error (Equation 3.11) and MSE
refers to the mean squared error (Equation 3.12), where a lower value indicates less error. The R2

value (Equation 3.13) is a measure of how strongly variation in the predicted values are related to
variation in the ground truth value, where a value close to 1 is indicative of high accuracy.

Latitude MAE (km) MSE (102 km) R2

STGNN 7.548 ± 9.841 1.538 ± 9.255 0.980
GNN 10.201 ± 11.791 2.431 ± 12.438 0.969

Longitude MAE (km) MSE (102 km) R2

STGNN 6.931 ± 8.152 1.145 ± 5.589 0.986
GNN 10.095 ± 12.086 2.480 ± 11.865 0.970
Depth MAE (km) MSE (102 km) R2

STGNN 3.472 ± 2.928 0.206 ± 0.358 0.266
GNN 3.837 ± 3.166 0.247 ± 0.399 0.120

Magnitude MAE MSE R2

STGNN 0.120 ± 0.114 0.027 ± 0.085 0.826
GNN 0.120 ± 0.126 0.030 ± 0.105 0.807
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Table 3.4 Performance of STGNN, GNN and FCN baselines when applied to the Southern California
dataset with fixed inputs. MAE refers to the mean absolute error (Equation 3.11) and MSE refers
to the mean squared error (Equation 3.12), where a lower value indicates less error. The R2 value
(Equation 3.13) is a measure of how strongly variation in the predicted values are related to variation
in the ground truth value, where a value close to 1 is indicative of high accuracy.

Latitude MAE (km) MSE (102 km) R2

STGNN 10.396 ± 11.388 2.378 ± 10.067 0.954
GNN 11.263 ± 11.696 2.637 ± 8.010 0.949
FCN 14.415 ± 21.827 6.842 ± 34.697 0.869

Longitude MAE (km) MSE (102 km) R2

STGNN 9.663 ± 13.048 2.636 ± 15.761 0.962
GNN 11.485 ± 12.199 2.807 ± 10.252 0.960
FCN 16.369 ± 24.872 8.865 ± 47.323 0.874
Depth MAE (km) MSE (102 km) R2

STGNN 4.030 ± 3.396 0.278 ± 0.405 −0.069
GNN 4.264 ± 3.384 0.296 ± 0.403 −0.141
FCN 4.105 ± 3.324 0.279 ± 0.431 -0.074

Magnitude MAE MSE R2

STGNN 0.216 ± 0.151 0.069 ± 0.083 0.583
GNN 0.120 ± 0.118 0.028 ± 0.088 0.830

3.2.3.4 Stability Analysis

There are three critical hyper-parameters in STGNN: the number of neighbors (𝐾) considered

for edge generation, the maximum amount of observed stations, and the random selection of

seismic stations when creating datasets. We use the Southern California Dasaset to vary these

hyperparameters in order to assess the stability of STGNN. The results of the paramater permutation

are shown in Figure 3.12. When a parameter is not permuted, 100 stations, 5 edges, 4 graph

convolutions, and a random seed of 0 is used.

For each prediction, a random subset of functional stations was selected. We permute the

random seed during sample selection to alter the set of stations used for training. We find that

the random subsets return similar results for all predictions except for magnitude, which shows a

higher degree of variation. Prediction accuracy improves as more stations are used. Accuracy is

moderately impacted by the number of edges selected, with magnitude predictions fluctuating most
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Table 3.5 Performance of STGNN, GNN and FCN baselines when applied to the Oklahoma dataset
with fixed inputs. MAE refers to the mean absolute error (Equation 3.11) and MSE refers to the mean
squared error (Equation 3.12), where a lower value indicates less error. The R2 value (Equation
3.13) is a measure of how strongly variation in the predicted values are related to variation in the
ground truth value, where a value close to 1 is indicative of high accuracy.

Latitude MAE (km) MSE (102 km) R2

STGNN 3.574 ± 5.755 0.459 ± 3.665 0.975
GNN 7.166 ± 12.414 2.055 ± 14.820 0.897
FCN 9.219 ± 16.418 3.545 ± 23.070 0.822

Longitude MAE (km) MSE (102 km) R2

STGNN 3.697 ± 4.936 0.380 ± 2.365 0.942
GNN 5.934 ± 8.144 1.015 ± 5.547 0.904
FCN 9.308 ± 11.883 2.279 ± 8.244 0.785
Depth MAE (km) MSE (102 km) R2

STGNN 1.686 ± 1.427 0.049 ± 0.082 0.036
GNN 1.701 ± 1.423 0.049 ± 0.078 0.090
FCN 1.865 ± 1.546 0.059 ± 0.084 -0.086

Magnitude MAE MSE R2

STGNN 0.154 ± 0.126 0.040 ± 0.066 0.790
GNN 0.195 ± 0.142 0.058 ± 0.083 0.681

significantly. Overall, the model appears to be generally stable, with magnitude demonstrating the

greatest sensitivity to hyperparameter tuning.

We also examine the impact of the number of GNN layers on the model’s performance. A depth

of four convolutions produces the best balance of location and magnitude accuracy, and is used for

this study.

3.2.4 Discussion

3.2.4.1 Architecture Strengths and Weaknesses

Our STGNN has several advantages over the FCN baseline model. One of the primary advantages

is the ability to make predictions on a dynamic set of inputs, allowing the model to adapt to station

outages, network alterations, and station subsetting. As STGNN featurizes individual stations rather

than an ordered network image, the model can be easily trained to predict using any number of

stations without architectural alteration.
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Figure 3.9 Testing comparison on 100 dynamically selected stations from the Southern California
dataset with 5 convolutional edges. “STGNN” and “GNN” denote the performance of our framework
and van den Ende and Ampuero (2020), respectively. In the scatter plot, each point represents an
event, and a position on the diagonal line corresponds to perfect agreement between the predicted
value (x-axis) and the true value (y-axis). Latitude and longitude values are displayed in degrees
and depth values are displayed in kilometers.

The FCN baseline uses an image-to-image strategy, outputting a probability volume in which the

highest values correspond to the event location. This has the advantage of predicting a probability

amplitude, which Zhang et al. (2020) demonstrate as a useful measure of prediction uncertainty,

especially in cases where earthquakes occur outside the bounds of the modeled region. However, the

volumetric output comes at the cost of resolution limitation due to discretization. The gridded, three-

dimensional output also requires a high degree of model complexity. The FCN baseline consequently

comprises approximately 27 million parameters while our STGNN with scalar predictions comprises

fewer than 0.24 million parameters.
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Figure 3.10 Testing comparison on 30 fixed stations from the Oklahoma dataset with 7 convolutional
edges. “STGNN”, “GNN”, and “FCN” denote the performance of our framework, van den Ende and
Ampuero (2020), and Zhang et al. (2020), respectively. In the scatter plot, each point represents an
event, and a position on the diagonal line corresponds to perfect agreement between the predicted
value (x-axis) and the true value (y-axis). Latitude and longitude values are displayed in degrees and
depth values are displayed in kilometers. Magnitude is omitted for the FCN, as this model makes
only location predictions.

The baseline GNN van den Ende and Ampuero (2020) implements edgeless graph convolution

(i.e. station-by-station convolutions with global pooling) while the STGNN implements convolution

and pooling over dynamically-generated edges. Figure 3.13 gives insight into the edge generation

process. For clear visualization, we select a case with 50 seismic stations with 𝐾 = 5. In the edges

generated by waveform similarity, stations that have recorded an event are generally connected to

other recording stations, forming distinct clusters from edges generated by geographic proximity.

This indicates that the model is able to successfully extract waveform information and associate
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Figure 3.11 Testing comparison on 30 fixed stations from the Southern California dataset with 7
convolutional edges. “STGNN”, “GNN”, and “FCN” denote the performance of our framework,
van den Ende and Ampuero (2020), and Zhang et al. (2020), respectively. In the scatter plot, each
point represents an event, and a position on the diagonal line corresponds to perfect agreement
between the predicted value (x-axis) and the true value (y-axis). Latitude and longitude values are
displayed in degrees and depth values are displayed in kilometers. Magnitude is omitted for the
FCN, as this model makes only location predictions.

stations in order to characterize an event. The graph generated based on the feature similarity is

different from that created based on the location, showing that the feature similarity is a complement

of location during aggregating features from different seismic stations.

A limitation that STGNN shares with the baselines is the ability to make predictions only within

a certain range of area, depth, and magnitude. The model outputs normalized values between -1

and 1 which correspond to a range selected at the beginning of training. The spatial restrictions

are similar to the bounds set in inversion-based methods and are arguably less limiting, as the
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(c) Number of Stations

(a)  Number of Edges (b)  Random Seed

(d)  Number of Graph Convolutions

Figure 3.12 Stability analysis permuting (a) the number of edges used to connect nodes during
graph convolution, (b) the random seed used to select stations for the model input, (c) the number
of stations used for prediction, and (d) the number of graph convolutions implemented. When a
parameter is not permuted, 100 stations, 5 edges, 4 graph convolutions, and a random seed of 0 is
used.
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blue station: seismic station without 
event signal

red station: seismic station with 
event signal

edge starting from a red station 

edge starting from a blue station 

a

b c

d e

earthquake event

Figure 3.13 Graphs constructed by different layers of the graph neural network, (a) graph convolution
layer based on geographic distance among seismic stations (b) 1st, (c) 2nd, (d) 3rd and (e) 4th graph
convolution layer based on the extracted feature similarity. The information from stations with the
event signal are clustered in deeper layers.
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predictions made by our model are continuous and therefore not bound by grid-spacing.

However, STGNN is more limited than non-machine learning methods with regard to magnitude

prediction. Magnitudes falling above or below the training range cannot be predicted by STGNN or

the deep learning baselines. The limited range of predictions adversely impacts the usefulness of

the deep learning methods for applications such as Earthquake Early Warning, where magnitude

saturation must be avoided. The limitations posed by fixed prediction ranges are made less severe by

STGNN’s ability to be tuned to new ranges with small amounts of training data. However, the fixed

prediction ranges nonetheless represent a weakness in our framework.

3.2.4.2 Impacts on Location Prediction

Overall location error for the STGNN model is 5.41 km for the Fixed Oklahoma Dataset and

14.75 km for the Fixed Southern California Dataset. The higher loss for the Southern California

dataset may be attributable to the larger size of the region. As locations in both the smaller and

larger regions are normalized to values between -1 and 1, errors in the initial prediction will result in

larger errors when converted to kilometers in larger regions. In addition, larger regions may include

a greater range of structural complexity that may be more challenging for the model to learn.

Location error for the Dynamic California Dataset was 3.93 km lower than that of the Fixed

California Dataset. This supports the assumption that dynamic inputs improve not only the flexibility,

but the performance of prediction models.

3.2.4.3 Synthetic Testing

While substantial improvements have been made in the prediction of latitude and longitude,

magnitude does not improve in every dataset, and depth predictions are inaccurate for all models.

To test the capacity of our model under ideal circumstances, we train our model using synthetic

data. The synthetic waveforms are generated using Green’s Functions created with PyFK Xi et al.

(2021) from a 1-D sedimentary half-space model, with an epicentral resolution of 1 km and a depth

resolution of 0.5 km and a sampling rate of 20.48 Hz. Thirty recording sensors are used with the

same configuration as the Fixed Oklahoma Dataset. No label or waveform noise is applied. The

high degree of accuracy suggests that the fundamental architecture of the model has the capacity to
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learn depth and magnitude estimation (Fig 3.14). The difference between the simulated waveforms

and the recorded data are (1) label noise, (2) waveform noise, and (3) subsurface complexity. While

the fundamental structure holds promise, STGNN must be improved to address these factors before

it can be effectively applied to real seismic datasets for depth and magnitude prediction.
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Figure 3.14 Testing performance of STGNN on synthetic data. In the scatter plot, each point
represents an event, and a position on the diagonal line corresponds to perfect agreement between
the predicted value (x-axis) and the true value (y-axis). Latitude and longitude values are displayed
in degrees and depth values are displayed in kilometers.

3.2.5 Summary

This section has presented a graph convolutional neural network (GCNN) specifically designed

for earthquake source characterization, utilizing waveform data from multiple seismic stations.

This application leverages the regularization of the 𝑓 term as defined in Equation (1.3). Through

experimental validation in two distinct seismic environments, the Spatio-Temporal Graph Neural

Network (STGNN) demonstrated superior performance over both fully-convolutional neural network

(FCN) and traditional Graph Neural Network (GNN) baselines. A significant advantage of the
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STGNN framework is its ability to dynamically learn feature generation and fusion processes directly

from the data, thereby eliminating the need for static input types or manually predefined graph

structures. This allows for an effective synthesis of waveform features and spatial data, enhancing

the model’s predictive accuracy and adaptability.
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3.3 Unsupervised Learning of Full-Waveform Inversion: Connecting CNN and Partial
Differential Equation in a Loop

In addition to designing regularization based on data structure as described in Sections 3.1 and 3.2,

this section introduces a physics-informed machine learning architecture for full-waveform inversion,

which is mathematically modeled by partial differential equations. By integrating governing physical

equations with neural networks, we impose regularization through the 𝑓 term in Equation (1.3).

Furthermore, experimental results indicate that the perceptual loss Johnson et al. (2016) (represented

as the 𝑅 term in Equation (1.3)) significantly enhances seismic data reconstruction.

3.3.1 Introduction

Geophysical properties (such as velocity, impedance, and density) play an important role

in various subsurface applications including subsurface energy exploration, carbon capture and

sequestration, estimating pathways of subsurface contaminant transport, and earthquake early

warning systems to provide critical alerts. These properties can be obtained via seismic surveys, i.e.,

receiving reflected/refracted seismic waves generated by a controlled source. This section focuses on

reconstructing subsurface velocity maps from seismic measurements. Mathematically, the velocity

map and seismic measurements are correlated through an acoustic-wave equation (a second-order

partial differential equation) as follows:

∇2𝑝(r, 𝑡) − 1
𝑣(r)2

𝜕2𝑝(r, 𝑡)
𝜕𝑡2

= 𝑠(r, 𝑡) , (3.14)

where 𝑝(r, 𝑡) denotes the pressure wavefield at spatial location r and time 𝑡, 𝑣(r) represents

the velocity map, and 𝑠(r, 𝑡) is the source term. Full-Waveform Inversion (FWI) is a methodology

that determines high-resolution velocity maps 𝑣(r) of subsurface via matching synthetic seismic

waveforms to raw recorded seismic data 𝑝(r̃, 𝑡), where r̃ represents the locations of seismic receivers.

A velocity map describes the wave propagation speed in the subsurface region of interest.

An example in 2D scenario is shown in Figure 3.15a. Particularly, the x-axis represents the

horizontal offset of a region, and the y-axis stands for the depth. The regions with the same

geologic information (velocity) are called a layer in velocity maps. In a sample of seismic

measurements (termed a shot gather in geophysics) as depicted in Figure 3.15b, each grid in the
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(a) (b)

Figure 3.15 An example of (a) a velocity map and (b) seismic measurements (named shot gather in
geophysics) and the 1D time-series signal recorded by a receiver.

x-axis represents a receiver, and the value in the y-axis is a 1D time-series signal recorded by each

receiver.

Existing approaches solve FWI in two directions: physics-driven and data-driven. Physics-driven

approaches rely on the forward modeling of Equation 3.14, which simulates seismic data from

velocity map by finite difference. They optimize velocity map per seismic sample, by iteratively

updating velocity map from an initial guess such that simulated seismic data (after forward modeling)

is close to the input seismic measurements. However, these methods are slow and difficult to scale

up as the iterative optimization is required per input sample. Data-driven approaches consider

FWI problem as an image-to-image translation task and apply convolution neural networks (CNN)

to learn the mapping from seismic data to velocity maps (Wu and Lin, 2019). The limitation of

these methods is that they require paired seismic data and velocity maps to train the network. Such

ground truth velocity maps are hardly accessible in real-world scenario because generating them is

extremely time-consuming even for domain experts.

In this work, we leverage advantages of both directions (physics + data driven) and shift the

paradigm to unsupervised learning of FWI by connecting forward modeling and CNN in a loop.

Specifically, as shown in Figure 3.16, a CNN is trained to predict a velocity map from seismic data,

which is followed by forward modeling to reconstruct seismic data. The loop is closed by applying

reconstruction loss on seismic data to train the CNN. Due to the differentiable forward modeling,

the whole loop can be trained end-to-end. Note that the CNN is trained in an unsupervised manner,

as the ground truth of velocity map is not needed. We name our unsupervised approach as UPFWI
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(Unsupervised Physics-informed Full-Waveform Inversion).

Additionally, we find that perceptual loss (Johnson et al., 2016) is crucial to improve the overall

quality of predicted velocity maps due to its superior capability in preserving the coherence of the

reconstructed waveforms comparing with other losses like Mean Squared Error (MSE) and Mean

Absolute Error (MAE).

To encourage fair comparison on a large dataset with more complicate geological structures, we

introduce a new synthetic dataset named OpenFWI, which contains 60,000 labeled data (velocity

map and seismic data pairs) and 48,000 unlabeled data (seismic data alone). 30,000 of those velocity

maps contain curved layers that are more challenge for inversion. We also add geological faults with

various shift distances and tilting angles to all velocity maps.

We evaluate our method on this dataset. Experimental results show that for velocity maps with

flat layers, our UPFWI trained with 48,000 unlabeled data achieves 1146.09 in MSE, which is

26.77% smaller than that of the supervised baseline H-PGNN+ (Sun et al., 2021), and 0.9895 in

Structured Similarity (SSIM), which is 0.0021 higher; for velocity maps with curved layers, our

UPFWI achieves 3639.96 in MSE, which is 28.30% smaller, and 0.9756 in SSIM, which is 0.0057

higher.

Our contribution is summarized as follows:

• We propose to solve FWI in an unsupervised manner by connecting CNN and forward

modeling in a loop, enabling end-to-end learning from seismic data alone.

• We find that perceptual loss is helpful to boost the performance comparable to the supervised

counterpart.

• We introduce a large-scale dataset as benchmark to encourage further research on FWI.

3.3.2 Preliminaries of Full-Waveform Inversion (FWI)

The goal of FWI in geophysics is to invert for a velocity map v ∈ R𝑊×𝐻 from seismic

measurements p ∈ R𝑆×𝑇×𝑅, where𝑊 and 𝐻 denote the horizontal and vertical dimensions of the

velocity map, 𝑆 is the number of sources used to generate waves during data acquisition process, 𝑇
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Figure 3.16 Schematic illustration of our proposed method, which comprises a CNN to learn an
inverse mapping and a differentiable operator to approximate the forward modeling of PDE.

Mean Squared Error (MSE) Structural Similarity (SSIM)

Figure 3.17 Unsupervised UPFWI (ours) vs. Supervised H-PGNN+ (Sun et al., 2021). Our
method achieves better performance, e.g. lower Mean Squared Error (MSE) and higher Structural
Similarity (SSIM), when involving more unlabeled data (>24k).

denotes the number of samples in the wavefields recorded by each receiver, and 𝑅 represents the

total number of receivers.

In conventional physics-driven methods, forward modeling is commonly referred to the process

of simulating seismic data p̃ from given estimated velocity maps v̂. For simplicity, the forward

acoustic-wave operator 𝑓 can be expressed as

p̃ = 𝑓 (v̂) . (3.15)

Given this forward operator 𝑓 , the physics-driven FWI can be posed as a minimization

problem (Virieux and Operto, 2009)

𝐸 (v̂) = min
v̂

{
| |p − 𝑓 (v̂) | |22 + 𝜆𝑅(v̂)

}
, (3.16)

where | |p− 𝑓 (v̂) | |22 is the the ℓ2 distance between true seismic measurements p and the corresponding

simulated data 𝑓 (v̂), 𝜆 is a regularization parameter and 𝑅(v̂) is the regularization term which is
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often the ℓ2 or ℓ1 norm of v̂. This requires optimization per sample, which is slow as the optimization

involves multiple iterations from an initial guess.

Data-driven methods leverage CNNs to directly learn the inverse mapping as (Adler et al., 2021)

v̂ = 𝑔𝜃 (p) ≈ 𝑓 −1(p) , (3.17)

where 𝑔𝜃 (·) is the approximated inverse operator of 𝑓 (·) parameterized by 𝜃. In practice, 𝑔𝜃 is

usually implemented as a CNN (Adler et al., 2021; Wu and Lin, 2019). This requires paired seismic

data and velocity maps for supervised learning. However, the acquisition of large volume of velocity

maps in field applications can be extremely challenging and computationally prohibitive.

3.3.3 Related Work

Physics-driven Methods: In the past few decades, many regularization techniques have been

proposed to alleviate the ill-posedness and non-linearity of FWI (Hu et al., 2009; Burstedde and

Ghattas, 2009; Ramírez and Lewis, 2010; Lin and Huang, 2017, 2015b,a; Guitton, 2012; Treister

and Haber, 2016). Other researchers focused on multi-scale techniques and decomposed the data

into different frequency bands (Bunks et al., 1995; Boonyasiriwat et al., 2009).

Data-driven Methods: Recently, some researchers employed neural networks to solve FWI.

Those methods can be further divided into supervised and unsupervised methods.

Supervised: One type of supervised methods require labeled samples to directly learn the inverse

mapping, and they can be formulated as:

v̂(p) = 𝑔𝜃∗ (p) s.t. 𝜃∗(𝚽𝑠) = arg min
𝜃

∑︁
{v𝑖 ,p𝑖}∈𝚽𝑠

L(𝑔𝜃 (pi), v𝑖), (3.18)

where p denotes the seismic measurements, v is the velocity map, 𝜃 represents the trainable

weights in the inversion network 𝑔𝜃 (·), 𝑓 (·) is the forward modeling, and L(·, ·) is a loss function.

One example of supervised methods is the fully connected network proposed by Araya-Polo et al.

(2018). Wu and Lin (2019) developed an encoder-decoder structured network to handle more

complex velocity maps. Zhang and Lin (2020) adopted GAN and transfer learning to improve

generalizability. Li et al. (2020b) designed SeisInvNet to solve misaligned issue when dealing

sources from different locations. In Yang and Ma (2019), a U-Net architecture was proposed with
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skip connections. Feng et al. (2021) proposed a multi-scale framework by considering different

frequency components. Rojas-Gómez et al. (2020) developed an adaptive data augmentation method

to improvegeneralizability. Sun et al. (2021) combined the data-driven and physics-based methods

and proposed H-PGNN model.

Another type of supervised methods GANs to learn a distribution from velocity maps in training

set as a prior (Richardson, 2018; Mosser et al., 2020). They can be formulated as:

v̂(z∗) = 𝑔𝜃∗ (z∗) s.t. z∗(p) = arg min
z
L( 𝑓 (𝑔𝜃∗ (z)),p),

𝜃∗(𝚽𝒗) = arg min
𝜃

∑︁
𝑣𝑖∈Φ𝑣

LGAN(𝑔𝜃 (α𝒊), v𝒊),
(3.19)

where 𝚽v is a training dataset including numerous velocity maps. z and αi are tensors sampled

from the normal distribution. The iterative optimization is then performed on z to draw a velocity

map sampled from the prior distribution.

Unsupervised: The existing unsupervised methods follow the iterative optimization paradigm

and perform FWI per sample. They employ neural networks to reparameterize velocity maps. The

networks serve as an implicit regularization and are required to be pretrained on an expert initial

guess. Those methods can be formulated as:

v̂(p) = 𝑔𝜃∗ (p) (a) s.t. 𝜃∗(p) = arg min
𝜃

L( 𝑓 (𝑔𝜃 (a)),p), (3.20)

where a is a random tensor. Different network architectures have been proposed including CNN-

domain FWI (Wu and McMechan, 2019) and DNN-FWI (He and Wang, 2021). Zhu et al. (2021)

developed NNFWI which does not need pretraining ahead, but the initial guess is still required to be

fed into the PDE with estimated velocity maps.

3.3.4 Method

In this section, we present our Unsupervised Physics-informed solution (named UPFWI), which

connects CNN and forward modeling in a loop. It addresses limitations of both physics-driven and

data-driven approaches, as it requires neither optimization at inference (per sample), nor velocity

maps as supervision.
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3.3.4.1 UPFWI: Connecting CNN and Forward Modeling

As depicted in Figure 3.16, our UPFWI connects a CNN 𝑔𝜃 and a differentiable forward operator

𝑓 to form a loop. In particular, the CNN takes seismic measurements p as input and generates the

corresponding velocity map v̂. We then apply forward acoustic-wave operator 𝑓 (see Equation

3.15) on the estimated velocity map v̂ to reconstruct the seismic data p̃. Typically, the forward

modeling employs finite difference (FD) to discretize the wave equation (Equation 3.14). The details

of forward modeling will be discussed Section 3.3.4.3. The loop is closed by the reconstruction

loss between input seismic data p and reconstructed seismic data p̃ = 𝑓 (𝑔𝜃 (p)). Notice that the

ground truth of the velocity map v is not involved, and the training process is unsupervised. Since

the forward operator is differentiable, the reconstruction loss can be backpropagated (via gradient

descent) to update the parameters 𝜃 in the CNN.

3.3.4.2 CNN Network Architecture

We use an encoder-decoder structured CNN (similar to Wu and Lin (2019) and Zhang and Lin

(2020)) to model the mapping from seismic data p ∈ R𝑆×𝑇×𝑅 to velocity map v ∈ R𝑊×𝐻 . The

encoder compresses the seismic input and then transforms the latent vector to build the velocity

estimation through a decoder. See the implementation details in Appendix C.1.

3.3.4.3 Differentiable Forward Modeling

We apply the standard finite difference (FD) in the space domain and time domain to discretize the

original wave equation. Specifically, the second-order central finite difference in time domain ( 𝜕
2𝑝(r,𝑡)
𝜕𝑡2

in Equation 3.14) is approximated as follows:

𝜕2𝑝(r, 𝑡)
𝜕𝑡2

≈ 1
(Δ𝑡)2

(𝑝𝑡+1r − 2𝑝𝑡r + 𝑝𝑡−1
r ) +𝑂 [(Δ𝑡)2] , (3.21)

where 𝑝𝑡r denotes the pressure wavefields at timestep 𝑡, and 𝑝𝑡+1r and 𝑝𝑡−1
r are the wavefields at 𝑡 +Δ𝑡

and 𝑡 − Δ𝑡, respectively. The Laplacian of 𝑝(r, 𝑡) can be estimated in the similar way on the space

domain (see Appendix C.2). Therefore, the wave equation can then be written as

𝑝𝑡+1r = (2 − 𝑣2∇2)𝑝𝑡r − 𝑝𝑡−1
r − 𝑣2(Δ𝑡)2𝑠𝑡r , (3.22)

where ∇2 here denotes the discrete Laplace operator.
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The initial wavefield at the initial timestep is set to zero (i.e. 𝑝0
r = 0). Thus, the gradient of loss

L with respect to estimated velocity at spatial location r can be computed using the chain rule as

𝜕L
𝜕𝑣(r) =

𝑇∑︁
𝑡=0

[
𝜕L

𝜕𝑝(r, 𝑡)

]
𝜕𝑝(r, 𝑡)
𝜕𝑣(r) , (3.23)

where 𝑇 indicates the total number of timesteps.

3.3.4.4 Loss Function

The reconstruction loss of our UPFWI includes a pixel-wise loss and a perceptual loss as follows:

L(p, p̃) = L𝑝𝑖𝑥𝑒𝑙 (p, p̃) + L𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 (p, p̃), (3.24)

where p and p̃ are input and reconstructed seismic data, respectively. The pixel-wise loss L𝑝𝑖𝑥𝑒𝑙

combines ℓ1 and ℓ2 distance as:

L𝑝𝑖𝑥𝑒𝑙 (p, p̃) = 𝜆1ℓ1(p, p̃) + 𝜆2ℓ2(p, p̃), (3.25)

where 𝜆1 and 𝜆2 are two hyper-parameters to control the relative importance. For the perceptual

loss L𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 , we extract features from conv5 in a VGG-16 network (Simonyan and Zisserman,

2014) pretrained on ImageNet (Krizhevsky et al., 2012) and combine the ℓ1 and ℓ2 distance as:

L𝑝𝑒𝑟𝑐𝑒𝑝𝑡𝑢𝑎𝑙 (p, p̃) = 𝜆3ℓ1(𝜙(p), 𝜙(p̃)) + 𝜆4ℓ2(𝜙(p), 𝜙(p̃)), (3.26)

where 𝜙(·) represents the output of conv5 in the VGG-16 network, and 𝜆3 and 𝜆4 are two hyper-

parameters. Compared to the pixel-wise loss, the perceptual loss is better to capture the region-wise

structure, which reflects the waveform coherence. This is crucial to boost the overall accuracy of

velocity maps (e.g. the quantitative velocity values and the structural information).

3.3.5 OpenFWI Dataset

We introduce a new large-scale geophysics FWI dataset OpenFWI, which consists of 108K

seismic data for two types of velocity maps: one with flat layers (named FlatFault) and the other

one with curved layers (named CurvedFault). Each type has 54K seismic data, including 30K with

paired velocity maps (labeled) and 24K unlabeled. The 30K labeled pairs are splitted as 24K/3K/3K

for training, validation and testing respectively. Samples are shown in Appendix C.3.
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The shape of curves in our dataset follows a sine function. Velocity maps in CurvedFault are

designed to validate the effectiveness of FWI methods on curved topography. Compared to the

maps with flat layers, curved velocity maps yield much more irregular geological structures, making

inversion more challenging. Both FlatFault and CurvedFault contain 30,000 samples with 2 to 4

layers and their corresponding seismic data. Each velocity map has dimensions of 70×70, and the

grid size is 15 meter in both directions. The layer thickness ranges from 15 grids to 35 grids, and the

velocity in each layer is randomly sampled from a uniform distribution between 3,000 meter/second

and 6,000 meter/second. The velocity is designed to increase with depth to be more physically

realistic. We also add geological faults to every velocity map. The faults shift from 10 grids to 20

grids, and the tilting angle ranges from -123 to 123 degrees.

To synthesize seismic data, five sources are evenly placed on surface with a 255-meter spacing,

and seismic traces are recorded by 70 receivers at each grid with an interval of 15 meter. The

source is a Ricker wavelet with a central frequency of 25 Hz (Wang, 2015). Each receiver records

time-series data for 1 second, and we use a 1 millisecond sample rate to generate 1,000 timesteps.

Therefore, the dimensions of seismic data become 5×1000×70. Compared to existing datasets (Yang

and Ma, 2019; Moseley et al., 2020), OpenFWI is significantly larger. It includes more complicated

and physically realistic velocity maps. We hope it establishes a more challenging benchmark for the

community.

3.3.6 Experiments

In this section, we present experimental results of our proposed UPFWI evaluated on the

OpenFWI.

3.3.6.1 Implementation Details

Training Details: The input seismic data are normalized to range [−1, 1]. We employ

AdamW (Loshchilov and Hutter, 2018) optimizer with momentum parameters 𝛽1 = 0.9, 𝛽2 = 0.999

and a weight decay of 1 × 10−4 to update all parameters of the network. The initial learning rate is

set to 3.2 × 10−4, and we reduce the learning rate by a factor of 10 when validation loss reaches a

plateau. The minimum learning rate is set to 3.2 × 10−6. The size of a mini-batch is set to 128. All
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trade-off hyper-parameters 𝜆 in our loss function are set to 1. We implement our models in Pytorch

and train them on 8 NVIDIA Tesla V100 GPUs. All models are randomly initialized.

Evaluation Metrics: We consider three metrics for evaluating the velocity maps inverted

by our method: MAE, MSE and SSIM. Both MAE and MSE have been employed in existing

methods (Wu and Lin, 2019; Zhang and Lin, 2020) to measure pixel-wise errors. Considering the

layered-structured velocity maps contain highly structured information, degradation or distortion

can be easily perceived by a human. To better align with human vision, we employ SSIM to measure

perceptual similarity. Note that for MAE and MSE calculation, we denormalize velocity maps

to their original scale while we keep them in normalized scale [-1, 1] for SSIM according to the

algorithm.

Comparison: We compare our method with three state-of-the-art algorithms: two pure data-

driven methods, i.e., InversionNet (Wu and Lin, 2019) and VelocityGAN (Zhang and Lin, 2020), and

a physics-informed method H-PGNN (Sun et al., 2021). We follow the implementation described in

these papers and search for the best hyper-parameters for OpenFWI dataset. Note that we improve

H-PGNN by replacing the network architecture with the CNN in our UPFWI and adding perceptual

loss, resulting in a significant boosted performance. We refer our implementation as H-PGNN+,

which is a strong supervised baseline. Our method has two variants (UPFWI-24K and UPFWI-48K),

using 24K and 48K unlabeled seismic data respectively.

3.3.6.2 Main Results

Results on FlatFault: Table 3.6 shows the results of different methods on FlatFault. Compared

to InversionNet and VelocityGAN, our UPFWI-24K performs better in MSE and SSIM, but is

slightly worse in MAE score. Compared to H-PGNN+, there is a gap between our UPFWI-24K

and H-PGNN+ when trained with the same amount of data. However, after we double the size

of unlabeled data (from 24K to 48K), a significant improvement is observed in our UPFWI-48K

for all three metrics, and it outperforms all three supervised baselines in MSE and SSIM. This

demonstrates the potential of our UPFWI for achieving higher performance with more unlabeled

data involved.
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Table 3.6 Quantitative results evaluated on OpenFWI in terms of MAE, MSE and SSIM. Our
UPFWI yields comparable inversion accuracy comparing to supervised baselines. For H-PGNN+,
we use our network architecture to replace the original one reported in their paper, and an additional
perceptual loss between seismic data is added during training.

Supervision Method FlatFault CurvedFault

MAE ↓ MSE ↓ SSIM ↑ MAE ↓ MSE ↓ SSIM ↑

Supervised
InversionNet 15.83 2156.00 0.9832 23.77 5285.38 0.9681

VelocityGAN 16.15 1770.31 0.9857 25.83 5076.79 0.9699

H-PGNN+ 12.91 1565.02 0.9874 24.19 5139.60 0.9685

Unsupervised UPFWI-24K 16.27 1705.35 0.9866 29.59 5712.25 0.9652

UPFWI-48K 14.60 1146.09 0.9895 23.56 3639.96 0.9756

Ground Truth InversionNet VelocityGAN H-PGNN+ UPFWI-24K (Ours) UPFWI-48K (Ours)

Figure 3.18 Comparison of different methods on inverted velocity maps of FlatFault (top) and
CurvedFault (bottom). For FlatFault, our UPFWI-48K reveals more accurate details at layer
boundaries and the slope of the fault in deep region. For CurvedFault, our UPFWI reconstructs the
geological anomalies on the surface that best match the ground truth.

The velocity maps inverted by different methods are shown in the top row of Figure 3.18.

Consistent with our quantitative analysis, more accurate details are observed in the velocity maps

generated by UPFWI-48K. For instance, we find in the visualization results that both InversionNet

and VelocityGAN generate blurry results in deep region, while H-PGNN+, UPFWI-24K and

UPFWI-48K yield much clearer boundaries. We attribute this finding as the impact of seismic loss.

We further observe that the slope of the fault in deep region is different from that in the shallow
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(a) (b)

Ground Truth pixel-ℓ2 pixel-ℓ1ℓ2
pixel-ℓ1ℓ2+
perceptual

Figure 3.19 Comparison of UPFWI with different loss functions on (a) waveform residual and their
corresponding inversion results (ground truth provided in the first column), and (b) single trace
residuals recorded by the receiver at 525 m offset. Our UPFWI trained with pixel-wise loss (ℓ1+ℓ2
distance) and perceptual loss yields the most accurate results. Best viewed in color.

region, yet only UPFWI-48K replicates this result as highlighted by the green square.

Results on CurvedFault: Table 3.6 shows the results of CurvedFault. Performance degradation is

observed for all models, due to the more complicated geological structures in CurvedFault. Although

our UPFWI-24K underperforms the three supervised baselines, our UPFWI-48K significantly

boosts the performance, outperforming all supervised methods in terms of all three metrics. This

demonstrates the power of unsupervised learning in our UPFWI that greatly benefits from more

unlabeled data when dealing with more complicated curved structure.

The bottom row of Figure 3.18 shows the visualized velocity maps in CurvedFault obtained

using different methods. Similar to the observation in FlatFault, our UPFWI-48K yields more

accurate details compared to the results of supervised methods. For instance, only our UPFWI-24K

and UPFWI-48K precisely reconstruct the fault beneath the curve around the top-left corner as

highlighted by the yellow square. Although some artifacts are observed in the results of UPFWI-24K

around the layer boundary in deep region, they are eliminated in the results of UPFWI-48K. More

visualization results are shown in Appendix C.3.

3.3.6.3 Ablation Study

Loss Terms: We study the contribution of each loss term in our loss function: (a) pixel-wise ℓ2

distance (MSE), (b) pixel-wise ℓ1 distance (MAE), and (c) perceptual loss. All experiments are
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Table 3.7 Quantitative results of our UPFWI with different loss function settings.

Loss Velocity Error Seismic Error

pixel-ℓ2 pixel-ℓ1 perceptual MAE ↓ MSE ↓ SSIM ↑ MAE ↓ MSE ↓ SSIM ↑
✓ 32.61 10014.47 0.9735 0.0167 0.0023 0.9978

✓ ✓ 21.71 2999.55 0.9775 0.0155 0.0025 0.9977

✓ ✓ ✓ 16.27 1705.35 0.9866 0.0140 0.0021 0.9984

Table 3.8 Quantitative results of our UPFWI evaluated on Marmousi and Salt datasets.

Method Marmousi Salt

MAE↓ MSE↓ SSIM↑ MAE↓ MSE↓ SSIM↑
InversionNet 149.67 45936.23 0.7889 25.98 8669.98 0.9764

UPFWI 221.93 125825.75 0.7920 150.34 164595.28 0.7837

Table 3.9 Quantitative results of our UPFWI with different architectures.

Network MAE↓ MSE↓ SSIM↑
CNN 16.27 1705.35 0.9866

ViT 41.44 11029.01 0.9461

MLP-Mixer 22.32 4177.37 0.9726

conducted on FlatFault using 24,000 unlabeled data.

Figure 3.19a shows the predicted velocity maps for using three loss combinations (pixel-ℓ2,

pixel-ℓ1ℓ2, pixel-ℓ1ℓ2+perceptual) in UPFWI. The ground truth seismic data and velocity map are

shown in the left column. For each loss option, we show the difference between the reconstructed and

the input seismic data (on the top) and predicted velocity (on the bottom). When using pixel-wise loss

in 𝑙2 distance alone, there are some obvious artifacts in both seismic data (around 600 millisecond)

and velocity map. These artifacts are mitigated by introducing additional pixel-wise loss in 𝑙1

distance. With perceptual loss added, more details are correctly retained (e.g. seismic data from

400 millisecond to 600 millisecond, velocity boundary between layers). Figure 3.19b compares the

reconstructed seismic data (in terms of residual to the ground truth) at a slice of 525 meter offset

(orange dash line in Figure 3.19a). Clearly, the combination of pixel-wise and perceptual loss has

the smallest residual.
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Table 3.10 Quantitative results of our UPFWI tested on seismic inputs with different noise levels.

𝜎

(10−4)
FlatFault CurvedFault

PSNR MAE↓ MSE↓ SSIM↑ PSNR MAE↓ MSE↓ SSIM↑
0.5 61.60 15.68 1343.21 0.9888 61.72 23.78 3704.00 0.9751

1.0 58.70 24.84 4010.78 0.9733 58.70 24.84 4010.78 0.9733

5.0 51.58 44.33 7592.57 0.9681 51.68 46.90 10415.38 0.9441

The quantitative results are shown in Table 3.7. They are consistent with our observation in

qualitative analysis (Figure 3.19a). In particular, using pixel-wise loss in ℓ2 distance has the worst

performance. The involvement of ℓ1 distance mitigates velocity errors but is slightly worse on MSE

and SSIM of seismic error. Adding perceptual loss boosts the performance in all metrics by a clear

margin. This shows perceptual loss is helpful to retain waveform coherence, which is correlated to

velocity boundary, and validates our proposed loss function (combining pixel-wise and perceptual

loss).

More Challenging Datasets: We further evaluate our UPFWI on two more challenging tests

including Marmousi and Salt (Yang and Ma, 2019) datasets and achieve solid results. For Marmousi

dataset, we follow the work of Feng et al. (2021) and employ the Marmousi velocity map as the style

image to construct a low-resolution dataset. Table 3.8 shows the quantitative results on both datasets.

Although our UPFWI achieves good results on Salt dataset with preserved subsurface structures, it

has clearly larger errors than the supervised InversionNet. This is due to two reasons: (a) Salt dataset

has a small amount of training data (120 samples), which is very challenging for unsupervised

methods; (b) the variability between training and testing samples is small, providing a significantly

larger favor to supervised methods than the unsupervised counterparts. The visualization of results

on Marmousi dataset and Salt data are shown in Appendix C.4.

Other Network Architectures: We further conducted experiments by using Vision Trans-

former (ViT, Dosovitskiy et al., 2020) and MLP-Mixer (Tolstikhin et al., 2021) to replace CNN as

the encoder. Table 3.9 further shows the quantitative results. Solid results are obtained for both

network architectures, indicating our proposed method is model-agnostic. Visualization results are
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Table 3.11 Quantitative results of our UPFWI tested on seismic inputs with missing traces.

Missing
Traces

FlatFault CurvedFault

MAE↓ MSE↓ SSIM↑ MAE↓ MSE↓ SSIM↑
4 (5%) 21.23 1772.05 0.9868 41.33 6914.12 0.9622

7 (10%) 33.66 3504.25 0.9814 61.72 12445.90 0.9453

17 (25%) 85.21 16731.69 0.9457 121.06 36770.77 0.8853

shown in Appendix C.4.

Robustness Evaluation: We validate the robustness of our UPFWI models by two additional

tests: (1) testing data contaminated by Gaussian noise and (2) testing data with missing traces. The

quantitative results are shown in Table 3.10 and Table 3.11, respectively. We observe that in both

experiments our model is robust to a certain level of noise and irregular acquisition. Visualization

results are shown in Appendix C.4.

3.3.7 Summary

This section presented a novel physics-informed machine learning architecture tailored for

full-waveform inversion, a process effectively modeled by partial differential equations. By

integrating these equations with convolutional neural networks, we achieved a sophisticated form of

regularization captured by the 𝑓 term in Equation (1.3). Our experimental findings underscore the

benefits of incorporating perceptual loss, as denoted by the 𝑅 term in Equation (1.3), which has

significantly enhanced the quality of seismic data reconstruction. This method not only elevates the

precision of seismic interpretations but also broadens the scope of neural networks in geophysical

data analysis, setting the stage for more detailed and accurate geological assessments.
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3.4 Making Invisible Visible: Data-Driven Seismic Inversion with Spatio-temporally Con-
strained Data Augmentation

Deep learning methods have unlocked new potential for leveraging the vast amounts of data

available today. Particularly noteworthy are the advancements in data-driven full-waveform inversion

techniques, as seen in recent developments Zhang and Lin (2020); Wu and Lin (2019); Araya-

Polo et al. (2018). These methods, however, typically rely on large-scale datasets that are often

not available for full-waveform inversion tasks, thereby underscoring the critical role of data

augmentation. Traditional data augmentation techniques used in computer vision, such as shifting,

rotating, scaling, and cropping, may interfere with the physical integrity of seismic data. This

section introduces a data augmentation method using generative models (variational autoencoder)

that adheres to the S term in Equation (1.3), specifically designed to maintain the physical properties

inherent in the data.

3.4.1 Introduction

Most of the current data-driven seismic FWI techniques are built-on end-to-end neural network

structures. In order to improve the inversion accuracy and the model generalization, data-driven

techniques are usually trained on a large volume of dataset, which in turn significantly increases

the complexity of the networks. In Wu and Lin (2019), an encoder-decoder structure is developed

to learn the regression correspondence from raw seismic data to velocity maps. In Araya-Polo

et al. (2018), a fully-connected network structure is designed for the inversion. In Zhang and Lin

(2020), a generative model is utilized and trained for learning the inversion operator. To give an

idea of the size of the training data, in Wu and Lin (2019), a ten-layer encoder-decoder results in

more than 40 million learnable model parameters. To train this deep neural network, more than

60,000 pairs of labeled simulations need to be available as reported in Wu and Lin (2019). However,

obtaining such a large amount of data is challenging (or even infeasible) for some subsurface

applications due to the practical obstacles in data acquisition and simulation. Particularly, seismic

FWI for monitoring is notoriously known as a “small-data regime”. A limited number of seismic

sensors are distributed over a large area, and very few time-lapse observations can be affordably
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acquired Lumley (2001). Training a data-driven seismic FWI using limited data will result in weak

generalizability and misfitting. To fully unleash the power of deep learning for a better, faster, and

cheaper subsurface seismic FWI approach, we develop a new data augmentation technique to bridge

the gap by addressing the critical issues of generalizability and the capability of generating high

quality and a large volume of training data.

Data augmentation, the process of creating new samples by manipulating the original data,

addresses the data shortage at the root of the problem Shorten and Khoshgoftaar (2019). However,

the most popular data augmentation methods are not appropriate for seismic imaging due to

their inability to incorporate generic physics properties. Furthermore, seismic data usually yields

both spatial and temporal characteristics. To address those issues, we develop data augmentation

techniques to account for both spatio-temporal characteristics and the critical seismic physics to

generate high-quality simulations. Our models are built on variation autoencoder (VAE) to take

advantage of its direct tie to the latent representations Kingma and Welling (2014). The design of

our techniques considers different representations of physics including the governing equations, the

observable perception, and the physics phenomena. To validate the performance of our developed

techniques, we test our models using an existing CO2 leakage synthetic dataset, Kimberlina dataset,

generated and operated by the U.S. Department of Energy (DOE) Jordan and Wagoner (2017).

Our interest is to employ our data-driven FWI to image and detect small CO2 leaks. Via various

numerical tests, we demonstrate that our data augmentation techniques significantly improve the

data representativeness of the training set, which in turn enhances the seismic imaging accuracy.

Specifically, CO2 plumes related to small leaks can now be much better imaged than those obtained

without using augmentation.

In the following sections, we first briefly provide the related work in Section 3.4.2. We develop

and discuss our data augmentation techniques in Section 3.4.4. We further provide all the numerical

tests and results in Section 3.4.5. Finally, further discussion, future work, and concluding remarks

will be presented.
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3.4.2 Related Work

3.4.2.1 Deep Generative Models

Generative models are known as a type of unsupervised learning approaches that explicitly

or implicitly model the distribution of true data so as to generate new samples with some varia-

tions Bishop (2006). Current state-of-the-art generative models are built on deep neural networks

(i.e., deep generative models (DGMs)). Examples of recent DGMs include variational autoen-

coders (VAE) Kingma and Welling (2014) and generative adversarial networks (GAN) Goodfellow

et al. (2014).

As a variation in autoencoder, VAE belongs to the DGMs that learn the data distribution explicitly.

It solves a variational inference problem to maximize the marginalized data likelihood by using a

generative network (decoder) and a recognition network (encoder). Once fully trained, the encoder

learns a distribution over latent variable given observation, and the decoder learns a distribution over

observation given latent variable. VAE and its variants have shown great potential in generating data

for augmentation in different applications Luo et al. (2020); Hsu et al. (2017); Nishizaki (2017);

Liu et al. (2018). In particular, Luo et al. (2020) employ a vanilla VAE to generate synthetic EEG

time series for recognizing emotions. Nishizaki (2017) also employ VAE to generate waveform data

for automatic speech recognition. In Liu et al. (2018), VAE is used to extracted useful features in

the latent space from image data. Linear interpolation on the latent space is conducted to obtain

new synthetic images. Hsu et al. (2017) develop a VAE-based data augmentation technique to

address the distribution mismatch in source and target domains for improving the performance of a

domain adaptation method in speech recognition. Besides VAE, other DGMs (such as GAN) have

also been applied for the task of data augmentation Zhang et al. (2019); Antoniou et al. (2017);

Shrivastava et al. (2017); Sixt et al. (2018). In comparison, VAE provides a natural connection to

the data distribution by collapsing most dimensions in the latent representations. Another noticeable

benefit of VAE-based DGMs is the relatively easier effort to train with less technical complexity for

hyper-parameter selection. Provided with these aforementioned encouraging results of DGMs, a

direct application of DGMs to our problems may face two major challenges. Firstly, DGMs are
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in general highly data-demanding. Secondly, they are purely driven by data without considering

physics.

3.4.2.2 Physics-Informed Deep Learning

Physics-informed (i.e., domain-aware) learning is a critical task to scientific machine learn-

ing (SciML) community Bas (2019). Particularly, how to incorporate physics information becomes

one of the most challenging and important research topics across different scientific domains Sun

et al. (2020); Gomez et al. (2020); Wang et al. (2020); Raissi et al. (2019); Zhu et al. (2019b).

A thorough survey on this topic is published by Karniadakis et al. (2021); Willard et al. (2020).

As pointed out in Karniadakis et al. (2021), there are three ways to make a learning algorithm

physics-informed, “observation bias”, “inductive bias”, and “learning bias”. The observation

bias approaches introduce physics to the model directly through data that embody the underlying

knowledge. The inductive bias approaches focus on designing neural network architectures that

implicitly enforce physics knowledge associated with a given predictive task. The learning bias

approaches incorporate the physics knowledge in a soft manner by appropriately penalizing the

loss function of conventional neural networks. Our approach developed in this work belong to two

categories of the above: observation bias and learning bias.

There are many benefits considering physics knowledge when designing a neural network models.

Regardless of the application domains, one of the major benefits is to improve the robustness of the

prediction model and to produce physically meaningful (and more accurate) results. Particularly,

Lagaris et al. (1998) propose an artificial neural network method to solve partial differential

equations (PDEs) for flow simulations. Raissi et al. (2019) develop a deep-learning-based nonlinear

PDE solver. Zhu et al. (2019b) develop a numerical PDE solver using a convolutional encoder-

decoder and a flow-based generative model with physics constraints. More accurate results have

been shown in their work. Sun et al. (2020) develop another PDE solver using the physics-informed

deep learning method. Their method leverages both the full-physics simulations and additional

physics-based constraints. Wang et al. (2020) develop a spatiotemporal deep learning model to

account for both data characteristics and underline physics to synthesize high-quality turbulent
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imagery. All these aforementioned works provide us with great inspiration about leveraging useful

physics information while developing deep learning models for our seismic imaging problems.

Figure 3.20 Illustration of the Kimberlina dataset and three modeling modules used to generate
the simulated velocity maps. (a) CO2 storage reservoir model, (b) wellbore leakage model, (c)
multi-phase flow and reactive transport models of CO2 migration in aquifers Buscheck et al. (2019);
Yang et al. (2019), and (d) Illustration of a set of simulation with 20 velocity maps over a duration
of 200 years. A CO2 leakage will result in a decrease of the velocity value in the location where the
leak happens. (© 2022 IEEE)

3.4.2.3 Data Augmentation in Seismic Exploration

In the seismic exploration community, there has been surprisingly little work addressing this

dilemma of lack of data for data-driven seismic FWI. The existing approaches can be roughly

categorized into two groups, those based on velocity building Liu et al. (2021); Ren et al. (2021);

Wu et al. (2020a) and those based on pure machine learning approaches Feng et al. (2020); Gomez

et al. (2020); Ovcharenko et al. (2019). Specifically, in Liu et al. (2021) and Ren et al. (2021), a

large volume of subsurface velocity maps are generated to include different geologic structures.

The geometry of those pre-generated geologic structures is assumed to follow a certain distribution.

Wu et al. (2020a) design a workflow to automatically build a subsurface structure with folding

and faulting features. Their method relies on the initial layer-like structure, therefore, producing

unsatisfactory results when applying to different sites. In Gomez et al. (2020), an adaptive data

augmentation technique is developed to augment the training by using unlabeled seismic data. Feng

et al. (2020) develop a style transfer technique to generate synthetic velocity maps from natural
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images. Ovcharenko et al. (2019) develop a set of subsurface structure maps using customized

subsurface random model generators. Their method strongly relies on domain knowledge to generate

the content images, which in turn significantly limits the variability of the training set.

3.4.3 Small CO2 Leak Detection and Kimberlina Dataset

In geologic carbon sequestration (GCS), also known as carbon capture and storage (CCS),

developing effective monitoring methods is urgently needed to detect and respond to CO2 leakage.

This is particularly important for early detection, which would provide timely warning and intervention

before the potential damages to the environment (such as acidification of groundwater and killing

of plant life, contamination of the atmosphere, etc) Ha-Duong and Keith (2003). On the other

hand, detecting small CO2 leaks is also technically challenging since it requires high detectability

and sufficient spatial resolution of geophysical methods to capture the subtle geologic feature

perturbation induced by the leaks. Considering this pressing need, our goal in this work is to assess

and further improve the early CO2 leak-detection capabilities of the seismic FWI method.

To our best knowledge, we are unaware of any available field seismic data that fits the scope

of our problem of interest. Meanwhile, this lack of data is recognized by the U.S. Department of

Energy (DOE), and to alleviate this problem, given the importance of this application, the DOE,

through the National Risk Assessment Partnership (NRAP) project, has generated a set of high

fidelity simulations, the Kimberlina dataset, with the aim of providing a standard baseline dataset to

understand and assess the effectiveness of various geophysical monitoring techniques for detecting

CO2 leakage Jordan and Wagoner (2017). The Kimberlina dataset is generated from a hypothetical

numerical model built on the geologic structure of a commercial-scale geologic carbon sequestration

reservoir at the Kimberlina site in the southern San Joaquin Basin, 30 km northwest of Bakersfield,

CA, USA. The simulation procedure consists of four modules: a CO2 storage reservoir model

(Fig. 3.20(a)), a wellbore leakage model (Fig. 3.20(b)), a multi-phase flow and reactive transport

models of CO2 migration in aquifers (Fig. 3.20(c)), and a geophysical model. In particular, the

P-wave velocity maps used in this work belong to the geophysical model, which is created based on

the realistic geologic-layer properties from the GCS site as shown in Fig. 3.20(b) Buscheck et al.
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Figure 3.21 Distribution of leakage mass of Kimberlina Dataset. Each of the splittings covers 20%,
20%, 20%, and 40% of the data samples, respectively. (© 2022 IEEE)

(2019); Yang et al. (2019).

Figure 3.22 Schematic illustration of our (a) autoencoder and (b) VAE generative models. (© 2022
IEEE)

The Kimberlina dataset contains 991 CO2 leakage scenarios, each simulated over a duration of

200 years, with 20 leakage velocity maps provided (i.e., at every 10 years) for each scenario. An

illustration of one specific leakage simulation associated with the leakage mass over 200 years are

shown in Fig. 3.20(d). We also provide the overall distribution of the whole dataset in Fig. 3.21. For

a balanced dataset, we would expect the data label (leakage mass) should be uniformly distributed,

which however is not the case for Kimberlina dataset. Particularly, the whole dataset can be split
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into four parts by its leak mass as

Tiny if mass < 9.10 × 106 kg,

Small if 9.10 × 106 kg < mass < 2.67 × 107 kg,

Medium if 2.67 × 107 kg < mass < 8.05 × 107 kg,

Large if 8.05 × 107 kg < mass.

(3.27)

Each of the splittings covers 20%, 20%, 20%, and 40% of the data samples, respectively. Although

we have 20% of tiny leakage samples, these samples are distributed from 0 to 9.1 × 106 that covers

nearly 70% of CO2 leakage scenarios, as shown in Fig. 3.21. In other words, the density of tiny

samples is much lower than that of the other three classes. This sparsity and in-balanced sample

density create the major challenge when imaging tiny leakage samples.

The Kimberlina project focuses on the shallow CO2 leakage. That leads to 3-layer synthetic

velocity models (baseline and monitor), which reflect the shallow geologic structure from the field

study. The Kimberlina model and simulations have been the basis for a variety of extensive research

efforts in characterizing and detecting for CO2 using different geophysical approaches Appriou et al.

(2020); Chen and Huang (2020); Zhou et al. (2019); Buscheck et al. (2019); Yang et al. (2019). Our

interest is on the early-leak detection, which requires to image those small leaks. The unbalancing

of the dataset becomes a major challenge for our data-driven seismic inversion technique since it

will mislead our InversionNet model towards medium or large leaks. On the other hand, due to

the limitation of physical simulations, we will not be able to further generate more synthetic for

the small leaks. Hence, those practical obstacles make our problem reside in a low-data regime

scenario. Next, we will describe our techniques to augment the Kimberlina dataset while preserving

the physics information as much as we can to improve the prediction accuracy of our InversionNet

model.
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3.4.4 Methodology

3.4.4.1 Physics of the Problem

Our data augmentation techniques will leverage existing physics knowledge of the problem.

It is worth understanding what specific physics information are referred to in this context for the

designing and training our neural networks.

1. Governing Equations. One of the most prominent physics knowledge in our problem is

that the governing equations are used to generate original physical simulations (as shown in

Fig. 3.20). Those equations describe specific physical relationships between time and spatial

derivatives explicitly using temporally dynamic formulas. In order to generate physically

meaningful synthesized data, it would be important to embed that physics information in the

generative models.

2. Observable Perception. As described in Section 3.4.3, the data that we are interested in

synthesizing are two-dimensional (2D), which means it yields a distribution that would be

represented in certain visual perception. We expect our generative model would be able to

capture the underline true data distribution, which in turn would require the synthesized 2D

data would physically “look like” those in the training data.

3. Physics Phenomena. Any physical simulation should respect the realistic physics phenomena.

As one example, in our problem of interest, the super-critical CO2 will migrate over time,

meaning that we will observe the spatial spreading of CO2 should gradually increase over

time. How to best design our generative model without violating this phenomenon would

potentially help to improve the performance of our generative model.

We will consider all of the above during the development of our generative models. Another

point that would be important to consider is that all of the above physics information is consistent

throughout all temporal duration.
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3.4.4.2 Data-driven Generative Models

To compensate for the imbalance data as shown in Fig. 3.21, we would like to generate more data

in the small-leak region. Luckily, the original Kimberlina dataset provides full-physics simulation in

the medium- and large-leak regions. Those data are generated by the governing physics equations,

which means those physics knowledge are represented by those data implicitly. Our first two

generative models are built on autoencoder and VAE to leverage those existing simulations while

taking into account the temporal variation.

3.4.4.3 Autoencoder

Our first model is to build a “regression” model that would provide interpolated data for those

temporally missing points (as shown in Fig. 3.22(a)). The hypothesis behind this idea is that

considering the consistency of the physics, we would expect that once fully trained, our generative

model will capture the intrinsic dynamics of the physics from the existing simulations so that it will

provide physically realistic prediction at any given time, particularly, those at the early stage of the

leakage.

(a) (b)

Figure 3.23 Schematic illustration of (a) our new variational autoencoder with perception loss, and
(b) the perception loss using the pre-trained VGG-19 network Simonyan and Zisserman (2014). (©
2022 IEEE)

Technically, our model will be based on an autoencoder structure, which consists of a convo-

lutional encoder F𝜃 , with a set of trainable parameters 𝜃, and a convolutional decoder G𝜙, with a

set of trainable parameters 𝜙. To incorporate the spatial information, we set two input channels

of our encoder as the first and the last velocity maps from one simulation. To incorporate the

temporal information, we further create a temporal matrix by replicating the single time value over
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all matrix entries. The temporal matrix will then be used as one of the three input channels of the

autoencoder together with two other two. When training the autoencoder, all three input channels

will be convolved together, leading to the incorporation of both spatial and temporal information.

Once fully trained, our encoder will learn to reduce the dimensionality of this mixture of inputs

to a latent variable which is a high-level latent representation containing both spatio-temporal

information. Our decoder will estimate the target velocity map using the latent variable, which can

be considered as nonlinear high-dimensional regression.

The structure of our generative model is shown as Fig. 3.22(a), and mathematically our

autoencoder can be represented as

Encoder : 𝑧 = F𝜃 (𝑥𝑠,10, 𝑥𝑠,200, 𝑡),

Decoder : 𝑥𝑠,𝑡 = G𝜙 (𝑧),
(3.28)

where 𝑥𝑠,10, 𝑥𝑠,200 and 𝑡 are the inputs of the encoder. 𝑡 is the time of the velocity map that needs

to be predicted and it is created as a temporal matrix by replicating the single time value over all

matrix entries. 𝑥𝑠,10 and 𝑥𝑠,200 are the first data and the last data from the same simulation 𝑠, where

10 and 200 are the time index of the data. 𝑧 is the latent variable output by the encoder F , and the

decoder G produces 𝑥𝑠,𝑡 , the estimated velocity map of simulation 𝑠 at time 𝑡. We use Mean Squared

Error (MSE) as our optimality criterion to compute the reconstruction loss between the ground truth

and the generated velocity maps and to update trainable parameters through backpropagation

L(𝜃, 𝜙) = L𝑟𝑒𝑐𝑜𝑛 =
1
|𝑆 | |𝑇 |

∑︁
𝑠∈𝑆,𝑡∈𝑇

(𝑥𝑠,𝑡 − 𝑥𝑠,𝑡)2,

=
1
|𝑆 | |𝑇 |

∑︁
𝑠∈𝑆,𝑡∈𝑇

(𝑥𝑠,𝑡 − G𝜙 (F𝜃 (𝑥𝑠,10, 𝑥𝑠,200, 𝑡)))2.
(3.29)

This model generates synthetic samples in the data domain. As discussed in Oring et al. (2020),

generating samples in the latent space might increase the variability within the data distribution.

We, therefore, study VAE and its capability in generating samples.

3.4.4.4 Variational Autoencoder

The variational autoencoder (VAE) is a probabilistic generative model to create a latent

representation of the input data. That would allow us to generate new samples with high diversity by
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manipulating the latent representations. Unlike the autoencoder model, which incorporates temporal

information as part of the input (Fig. 3.22(a)), our VAE generative model produces new temporal

interpolation separately in two steps. In the first step, we train the VAE by taking only velocity

maps as input without explicit temporal information. Once fully trained, the VAE will be able to

generate latent variables representing the velocity maps. In the second step, we provide a linear

interpolation scheme on the normal distributed latent space to produce new latent variables for

further synthesizing new velocity samples. The idea behind the VAE generative model is somewhat

similar to that of the autoencoder. We expect the physics knowledge, i.e., the governing physics

relationship can be captured by training the VAE using simulations. The consistency of the physics

information will be leveraged when generating new samples at different times.

We provide the illustration of our VAE generative model in Fig. 3.22(b). The encoder, F , and

decoder, G, structures of VAE are similar to those of the autoencoder. However, the encoder in VAE

is to learn the posterior distribution 𝑞𝜃 (𝑧 |𝑥), which is the distribution parameter of latent variable 𝑧

given input 𝑥. The decoder in VAE is to learn the conditional distribution 𝑝𝜙 (𝑥 |𝑧), which is the

distribution of reconstructed data given latent distribution. There is a prior distribution 𝑝(𝑧) over the

latent space, which we set as a standard normal distribution. The output of encoder 𝑞𝜃 (𝑧 |𝑥) has two

parts of mean and log-variance of the posterior distribution. One of the known problems associated

with VAE is that its gradients cannot flow through the bottleneck of mean and log-variance. So, we

perform a re-parameterize trick to make the gradient able to flow through the bottleneck Kingma

and Welling (2014),

𝑧 = 𝜇 + 𝜎 ⊙ 𝜖, (3.30)

where 𝑧 ∈ R64 is the latent sample, 𝜇 ∈ R64 and 𝜎 ∈ R64 are the mean and log-variance of the

posterior distribution 𝑞𝜃 (𝑧 |𝑥), and 𝜖 ∈ R64 is a random variable sampled from normal distribution
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and independent from 𝜇 and 𝜎. We employ the standard VAE loss function as below

L(𝜃, 𝜙) = L𝑟𝑒𝑐𝑜𝑛 + L𝑘𝑙𝑑 ,

=
∑︁
𝑖

E𝑞𝜃 (𝑧𝑖 |𝑥𝑖)

[
log

𝑝𝜙 (𝑥𝑖, 𝑧𝑖)
𝑞𝜃 (𝑧𝑖 |𝑥𝑖)

]
,

=
∑︁
𝑖

E𝑞𝜃 (𝑧𝑖 |𝑥𝑖) (log 𝑝𝜙 (𝑥𝑖 |𝑧𝑖)

+ log 𝑝(𝑧𝑖) − log 𝑞𝜃 (𝑧𝑖 |𝑥𝑖)),

=
∑︁
𝑖

(𝑥𝑖 − 𝑥𝑖)2 +
∑︁
𝑖

𝐷𝐾𝐿 (𝑞𝜃 (𝑧𝑖 |𝑥𝑖)∥𝑝(𝑧𝑖)),

(3.31)

where L𝑘𝑙𝑑 =
∑
𝑖 𝐷𝐾𝐿 (𝑞𝜃 (𝑧 |𝑥𝑖)∥𝑝(𝑧)) =

∑
𝑖 E𝑞𝜃 (𝑧𝑖 |𝑥𝑖) (log 𝑝(𝑧𝑖) − log 𝑞𝜃 (𝑧𝑖 |𝑥𝑖)) is to measure

the KL-divergence between the posterior distribution 𝑞𝜃 (𝑧 |𝑥) and the prior distribution 𝑝(𝑧).

L𝑟𝑒𝑐𝑜𝑛 =
∑
𝑖 E𝑞𝜃 (𝑧 |𝑥𝑖) (log 𝑝𝜙 (𝑥𝑖 |𝑧𝑖) =

∑
𝑖 (𝑥𝑖 − 𝑥𝑖)2 is the reconstruction loss between ground truth

velocity maps, 𝑥𝑖 and generated velocity maps, 𝑥𝑖.

When generating new velocity maps to augment our dataset, a directly random sampling on the

prior distribution may lead to velocity maps associated with different leaks, whereas our interest

is to obtain more small-leakage velocity maps. So we come up with an interpolation strategy.

Particularly, we obtain the latent variables of two adjacent velocity maps from the same simulation,

namely, 𝑧1 and 𝑧2 through the encoder, F . Multiple new latent variables can be interpolated between

these 𝑧1 and 𝑧2 before passing them through the decoder, G, to further generate additional velocity

maps Berthelot et al. (2018). The procedure can be posed as follows

𝑥𝛼 = G𝜙 (𝛼𝑧1 + (1 − 𝛼)𝑧2),

= G𝜙 (𝛼F𝜃 (𝑥𝑠,10) + (1 − 𝛼)F𝜃 (𝑥𝑠,200)),
(3.32)

where 𝛼 ∈ [0, 1] is the coefficient of the interpolation. Different from the autoencoder model, the

temporal information is not used as the input in this VAE generative model.

It is worth mentioning that for either the autoencoder or VAE as shown in Fig. 3.22, we

expect that the governing physics will be able to be learned through training the models using

full-physics simulations. However, other physics knowledge (such as observable perception or

physics phenomena) will not be able to be captured by the generative models. Hence, we come
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up with two different strategies to further constrain our generative models with additional physics

knowledge.

Figure 3.24 Schematic illustration of (a) the spatio-temporal dynamics of velocity maps at four
consecutive times, and (b) our new variational autoencoder with regularization. In (a), the CO2
plume is observed migrating towards a specific spatial direction over the monitoring period. (©
2022 IEEE)

3.4.4.5 Spatio-temporal Constrained Generative Models

3.4.4.6 Variational Autoencoder with Perception Loss

Perception of the generated velocity map is an important criterion to evaluate the quality of the

synthesized image data. For both loss functions in Eqs. (3.29) and (3.31), we employ L2 norm to

quantify the error. However, as pointed out by Zhang et al. (2018), classic per-pixel measures would

be insufficient for assessing structured data such as images. It is obvious that the perception of the

generated velocity map and that of the true velocity map should be consistent throughout the whole

dataset. Inspired by recent work on style transfer Gatys et al. (2015), we can quantify perception

using features extracted from pre-trained VGG-19 classification network Simonyan and Zisserman

(2014), and further calculate the perception error between the true and the generated velocity maps.

Thus, reducing the perception error can make our generated velocity maps more physically realistic.

Our new VAE generative model is shown in Fig. 3.23(a), where one additional loss function

(i.e., “Perception Loss”) is added on top of the spatial loss and KL divergence. In Fig. 3.23(b), we

illustrate how we extract spatial features and use them to calculate the perception loss. Particularly,

we generate representation using the Gram matrix, 𝐺 𝑙 ∈ R𝑁𝑙×𝑁𝑙 , on feature maps from several
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intermediate layers of VGG-19 net

𝐺 𝑙
𝑖 𝑗 =

∑︁
𝑘

𝐹 𝑙𝑖𝑘𝐹
𝑙
𝑗 𝑘 , (3.33)

where 𝐺 𝑙
𝑖 𝑗

is the inner product between the vectorized feature 𝑖, 𝑗 at layer 𝑙 and 𝐹 𝑙
𝑖𝑘

is the position 𝑘

of the vectorized feature map of the 𝑖𝑡ℎ filter at layer 𝑙 of VGG-19 net. There are 𝑁𝑙 feature maps at

layer 𝑙 of VGG-19 net with the size of 𝑀𝑙 which is the height times the width of the feature map.

With the Gram matrix of ground truth velocity map, 𝑥 (denoted as “𝐺 𝑙”) and that of the generated

velocity map, 𝑥𝛼 (denoted as “𝐴𝑙”) obtained at layer 𝑙, we will have the perception loss function as

𝐿𝑝ℎ𝑦𝑠 =
∑︁
𝑙

𝜆𝑙

∑︁
𝑖 𝑗

(𝐺 𝑙
𝑖 𝑗 − 𝐴𝑙𝑖 𝑗 )2, (3.34)

where 𝜆𝑙 = 1
4𝑁2

𝑙
𝑀2

𝑙

is the coefficient of the perception loss at layer 𝑙. Hence, our new VAE with

perception loss function becomes

L(𝜃, 𝜙) = L𝑟𝑒𝑐𝑜𝑛 + L𝑘𝑙𝑑 + L𝑝ℎ𝑦𝑠,

=
∑︁
𝑖

(𝑥𝑖 − 𝑥𝑖)2 + 𝐷𝐾𝐿 (𝑞𝜃 (𝑧𝑖 |𝑥𝑖)∥𝑝(𝑧𝑖))

+
∑︁
𝑙

𝜆𝑙

∑︁
𝑖 𝑗

(𝐺 𝑙
𝑖 𝑗 − 𝐴𝑙𝑖 𝑗 )2.

(3.35)

An important hyper-parameter that needs to be carefully tuned is the selection of layers from VGG-19

net that will be used for calculating the perception loss. We will provide more details later in the

numerical test.

3.4.4.7 Variational Autoencoder with Regularization

As we discussed previously, prominent phenomena also play a critical role in designing our

generative model. For the CO2 storage problem, it has been well understood that starting from the

injection well, CO2 will enter the formation at high flow rates and migrate relatively and vigorously

into the most permeable regions under strong pressure gradients while displacing native fluids (e.g.,

brine) Birkholzer et al. (2015). Our full-physics simulations as shown in Fig. 3.20 accurately

illustrate this process, which results in a prominent spatially and temporally varying pattern of the

CO2 plume (shown in Fig. 3.24(a)). We expect our generative model would respect (at least not

violate) this particular dynamics. To enforce this constraint, our idea is to design a regularization
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Figure 3.25 (a) Ground truth velocity maps, and generated velocity maps using (b) autoencoder, (C)
VAE, (d) VAE with perception loss, and (e) VAE with regularization. (© 2022 IEEE)

term informed by the leakage process with the hope to produce new samples being consistent with

the underline spatio-temporal dynamics.

As shown in Fig. 3.24(a), we observe that the CO2 plume would span towards a certain spatial

direction over the time during the migration, which indicates a clear spatio-temporal dynamical

pattern. We, therefore, impose regularization on top of the difference between velocity maps at two

consecutive times and ensure the dynamics of the ground truth would be preserved to its best when

generating new synthetics. To achieve this, we employ a L1-norm based regularization given by

L𝑟𝑒𝑔 =
(𝑥𝑠,𝑡1 − 𝑥𝑠,𝑡2) − (𝑥𝑠,𝑡1 − 𝑥𝑠,𝑡2)1 , (3.36)

where 𝑥𝑡1 and 𝑥𝑡2 are ground truth velocity maps at two consecutive times, respectively. Accordingly,

𝑥𝑡1 and 𝑥𝑡2 are generated velocity maps at the same times, respectively. The times, 𝑡1 and 𝑡2, are

adjacent to each other with 𝑡1 > 𝑡2. The reason that we use L1 norm instead of L2 norm is that

the value of the subtraction of the differences of two consecutive velocity maps can sometimes be
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Figure 3.26 Reconstruction loss on test dataset using different models w.r.t. each year in the dataset.
(© 2022 IEEE)

very close to zero, which would make the L2-norm value too small and may lead to the gradient

vanishing issue. In Fig. 3.24(b), we provide the network structure of our generative model using a

new VAE loss function with regularization

L(𝜃, 𝜙) = L𝑟𝑒𝑐𝑜𝑛 + L𝑘𝑙𝑑 + 𝛾 L𝑟𝑒𝑔,

=
∑︁
𝑖

(𝑥𝑖 − 𝑥𝑖)2 + 𝐷𝐾𝐿 (𝑞𝜃 (𝑧𝑖 |𝑥𝑖)∥𝑝𝜙 (𝑧𝑖))

+ 𝛾
(𝑥𝑠,𝑡1 − 𝑥𝑠,𝑡2) − (𝑥𝑠,𝑡1 − 𝑥𝑠,𝑡2)1 ,

(3.37)

where the first and the second terms are the reconstruction loss and KL-divergence of the VAE,

respectively. The third term is regularization. 𝛾 is the regularization parameter. The regularization

parameter in Eq. (3.37) is important to the accuracy of data generation. We will explore its

impact and how we select it in our numerical test. Another technical details may be worthwhile

mentioning is the selection of the norms (i.e., L2 norm versus L1 norm) in our loss functions and

the regularization terms. The L2 loss (i.e., Mean Squared Error (MSE)) and L1 loss (i.e., Mean

Absolute Error (MAE)) are two of the most popularly used functions. Since MAE is minimized by

conditional median which may lead to bias during optimization, we therefore choose MSE, which

is minimized by conditional mean. However, we select the L1 regularization term to promote the

sparsity of the coefficients when constraining the differences between two (or thee) adjacent velocity

maps.

3.4.5 Experiments

With all 4 different generative models being designed in the previous section, we will validate

their performances in a couple of scenarios including a general assessment of the synthesized
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Figure 3.27 Clustering results of the generated versus true samples. PCA-based clustering for
(a) autoencoder, (b) VAE, (c) VAE with perception loss, and (d) VAE with regularization; NMF-
based clustering for (e) autoencoder, (f) VAE, (g) VAE with perception loss, and (h) VAE with
regularization. (© 2022 IEEE)

data (Test 1) and the performance in imaging small CO2 leakage (Test 2). We will also provide

numerical tests to illustrate what would be a reasonable augmented data size (Test 3) and how we

pick some of the critical hyper-parameters (Test 4).

3.4.5.1 Experiment Setup

We use 800 leakage scenarios in our dataset (16,000 samples in total) as a training dataset and

the rest of the simulations (3,763 samples in total) as a test dataset. For training of our proposed

data augmentation models, we use a batch size of 32, and train models for 100 epochs using ADAM

optimizer with a learning rate of 0.0001. The initialization of model weights is based on He

initialization He et al. (2015). For the training of InversionNet, we use a batch size of 24, and train

InversionNet for 80 epochs using ADAM optimizer with an initial learning rate of 0.01, and with a
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Table 3.12 Computational costs of different generative models. Row 1 is the size of the each model.
Row 2 is the memory cost. Row 3 is the time per epoch in training each model. Row 4 is the total
time in training each model. Row 5 is the time in generating a single sample. Row 6 is time in
generating 3,000 velocity maps set in parallel. (© 2022 IEEE)

Autoencoder VAE VAE_percep VAE_reg

Parameter # 3,382,290 6,432,818 6,432,818 6,432,818

GPU Memory Cost 10.3GB 14.6GB 14.6GB 14.6GB

Time (Training/epoch) 48s 36s 258s 48s

Time (Training/total) 80m 60m 430m 80m

Time (Generation/sample) 1.36s 4.38s 4.38s 4.38s

Time (Generation/set) 3.13m 3.41m 3.41m 3.41m

weight decay coefficient of 0.0001.

Table 3.13 Computational costs of training InversionNet without and with augmented dataset with
3,000 more velocity maps. (© 2022 IEEE)

InversionNet without augment InversionNet with augment

Training Time (total) 1h23m 1h31m

3.4.5.2 Test 1: Velocity Map Generation

We provide the synthesized velocity maps generated using our four different generative models

in Fig. 3.25. For VAE, we use the first column, the ground truth velocity maps as the input velocity

maps. For autoencoder, we use two velocity maps of 10-year and 200-year as the input velocity maps.

Overall, we observe that all four generative models produce reasonable results. VAE (Fig. 3.25(c))

yields images with the highest variability among all four models. This is particularly true when

comparing to autoencoder results (Fig. 3.25(b)). However, due to the variability, some unrealistic

features can be also observed in the VAE results. An example would be the one at the last row, where

the whole leakage plume is unphysical split into two. The VAE with perception loss (Fig. 3.25(d))

produces better results in preserving the perception of the velocity map. The unphysical data in

the later stage is improved. Meanwhile, the images at the early stage also match better to the true

images comparing to the VAE results. However, we also notice some artifacts being generated in the

VAE with the perception loss model. The best results produced by all four models is the VAE with

104



regularization (Fig. 3.25(e)). It produces not only cleaner images but also highly accurate images in

the early stage. To further quantitatively compare different generative models, we run our models

on the test dataset and calculate the test loss w.r.t. each year of the data. The result is shown in

Fig. 3.26. Consistent with what we observe in Fig. 3.25, VAE with regularization (in red), yields the

best performance among all four models. Autoencoder yields a lower reconstruction loss for velocity

maps after 80 years compared to those of vanilla VAE, VAE_percep, and VAE_reg models. However,

this only implies that autoencoder produces a better performance on reconstructing velocity maps

after 80 years, and it does not mean that autoencoder can generate more realistic and diversified

velocity maps from the underlying distribution, which however is essential for InversionNet to

capture the underlying data distribution and help with the generalization ability.

Another means to justify the quality of our synthesized data is to visualize the distribution

of the generated data versus that of the true data. To achieve this, we employ two commonly

used methods: Principal Components Analysis (PCA) Smith (2002) and Non-Negative Matrix

Factorization (NMF) Lee and Seung (1999). The visualization results are provided in Fig. 3.27.

Regardless of the clustering approaches, the VAE with regularization (Figs. 3.27(d) and (h)) produces

the distribution matching most closely to that of the ground truth. VAE and VAE with perception

loss models yield comparable results. The autoencoder-based model performs the worst out of all

four models.

Computation cost is also an important factor in evaluating the performance of a generative

model. To that perspective, we provide in Table 3.12 more details of the cost by comparing the

model complexity (number of parameters), memory consumption, training time per epoch, total

training time, sample-generation time, and total generation time required. Particularly, we compare

all four models listed in our manuscript including autoencoder, VAE, VAE_percep and VAE_reg.

We observe that autoencoder yields the smallest number of network parameters among all four

models and all the other three VAE-based models yield comparable network complexity and memory

requirement. As for the training time cost, VAE_percep is the most time-consuming whereas

the remaining three models are comparable in training cost. The excessive time of training the

105



VAE_percep model is due to accessing multiple layers of VGG-19 for extracting relevant spatial

features that would be needed in computing the Gram matrix and perception loss. Once the models

are fully trained, generating the augmented dataset (3,000 samples) only spends around 4 minutes,

which is not very time-consuming. With new samples being generated, we provide the training time

comparison of InversionNet with/without augmented dataset in Table 3.13. We notice that training

InversionNet with augmentation dataset will only increase 8 minutes in training.

To summarize, in this test we demonstrate the capability of our four generative models in

synthesizing high-quality velocity maps, which would provide additional data to train data-driven

seismic imaging methods. Particularly, our VAE with regularization model generates the synthesized

data with the most appealing visual quality and matches best to the true data distribution.

3.4.5.3 Test 2: Performance on Edge Cases

The main purpose of this test is to evaluate the performance of our developed data augmentation

techniques in improving the data-driven seismic imaging method in characterizing small leakage.

We firstly generate 4 groups of synthesized data using our proposed generative models. There are

3,000 velocity maps in each group. As a baseline, we will train InversionNet Wu and Lin (2019) with

an initial training dataset, which consists of 800 simulations, amounting to a total of around 15,000

samples. We further design two different test categories of one with all sizes of leakage (named as

“General Leakage”) and the other one with only tiny and small leakage (named as “Small Leakage”).

For the definitions of different leakage (tiny, small, medium, and large), please refer to Eq. (3.27)

and Fig. 3.21. The test samples of different leakage sample in General Leakage and Small Leakage

are provided in Table 3.14.

Table 3.14 Two different test sets for evaluating the performance of our generative models. For
the definitions of different leakage (tiny, small, medium, and large), please refer to Eq. (3.27) and
Fig. 3.21. (© 2022 IEEE)

Tiny Small Medium Large

General leakage 717 770 675 1494

Small leakage 153 38 0 0
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Table 3.15 Test loss of InversionNet on General Leakage and Small Leakage tests without augmenta-
tion (Col 2), and with augmentation data generated using autoencoder (Col 3), VAE (Col 4), VAE
with perception loss (Col 5) and VAE with regularization (Col 6). The results using VAE with
regularization are the best comparing to all others. (© 2022 IEEE)

Baseline AE VAE VAE_percep VAE_reg

General leakage 0.001294 0.001229 0.001522 0.001331 0.001093

Small leakage 0.000780 0.000813 0.001157 0.000924 0.000646

For all tests, we train InversionNet for 80 epochs to assure its convergence. We report in

Table 3.15 the test loss of InversionNet on both testing categories with/without augmented training

data sets. Particularly, our VAE with regularization yields the smallest loss value for both “General

Leakage” and “Small Leakage”. On the other hand, VAE model (Col 4) produces the worst results

among all four methods. We suspect that high variability and some unphysical synthesized samples

“confuses” the InversionNet in learning the data distribution leading to degraded performance. This

can be confirmed by noticing that with some additional constraints being imposed to the VAE model,

an immediate performance improvement can be observed in the results using VAE with perception

loss (Col 5) and VAE with regularization (Col 6). To better understand the error distribution using

different generative models, we also provide in Fig. 3.28 a box-plot on the small leakage test. Out of

the three methods, it is clear that VAE_reg yields the best performance with the smallest median

value and interquartile ranges. Comparing VAE_percep and AE models, although they both produce

similar median values, the VAE_percep is much less dispersed than the AE model. However, we

notice more outliers are existing in the VAE_percep box-plot than those in the other two box-plots,

which explains degradation of the overall test loss of VAE_percep as reported in Table 3.15.

To better visualize the performance in imaging small leakage, we provide the reconstructed

imaging results of InversionNet in Figs. 3.29(b) to (d). The differences of the reconstructions (by

subtraction results from ground truth) are further provided in Figs. 3.30(a) to (c). The ground truth

of the testing samples is shown in Fig. 3.29(a). To quantify the errors of the imaging results, we use

two metrics, the mean-absolute errors (MAE) and structural similarity indexes (SSIM) Wang et al.

(2004). The leakage mass and errors of the imaging results are provided in Table 3.16. InversionNet
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Figure 3.28 Illustration of the error distribution (median, range, and outliers) in a box-plot on the
small leakage test. (© 2022 IEEE)

trained without any augmentation data yields the worst imaging results. The CO2 plume is either

very hard to visualize or distorted severely, which results in the highest MAE and the lowest SSIM

value comparing to others. InversionNet trained on augmented data sets produce much-improved

imaging results. Particularly, the one using VAE with regularization yields the best imaging results

with the smallest MAE and highest SSIM values.

Figure 3.29 Four groups of InversionNet imaging results (b, c, d) on small leakage test data.
(a) Ground truth, InversionNet imaging results (b) without augmentation, with augmented data set
generated using (c) VAE with perception loss, and (d) VAE with regularization. (© 2022 IEEE)

Besides visualization of the resulting images, quantifying the spatial resolution will provide a

different perspective to evaluate the quality of the results. Here, we employ the commonly used
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Figure 3.30 Four groups of differences of InversionNet imaging results to ground truth (e, f, g)
on small leakage test data. (a) Difference of InversionNet imaging results without augmentation
(Fig. 3.29 (b)) to ground truth (Fig. 3.29 (a)), (b) difference of results with augmented data set
generated using VAE with perception loss (Fig. 3.29 (c)) to ground truth, (c) difference of results
with augmented data set generated using VAE with regularization (Fig. 3.29 (d)) to ground truth. (©
2022 IEEE)

Figure 3.31 Illustration of the baseline velocity map. (© 2022 IEEE)

wavenumber analysis on our imaging results to help with justifying the quality of the resulting image

resolution Our focus is on the velocity perturbation induced by the CO2 leaks as shown in Fig. 3.29.

The perturbation can be obtained by subtracting the time-lapsed images from the baseline image

(shown in Fig. 3.31), where the baseline image refers to the one without any leaks. Once the velocity

perturbation is obtained after the subtraction, we employ the spatial Fourier transform to obtain the

wavenumber (i.e., the Kz spectrum), and we provide the plots (in Figs. 3.32) using all four imaging

results shown in Fig. 3.29. We observe that the Kz spectra of our results (in blue) are much closer to
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Table 3.16 Leakage mass (Col 2) of CO2 of four groups of velocity maps showed in Fig. 3.29. MAE
and SSIM errors of InversionNet imaging results using baseline without augmentation (Col 4), VAE
with perception loss (Col 5) and VAE with regularization (Col 6). (© 2022 IEEE)

Group Leakage Mass Metric Baseline VAE_percep VAE_reg

1 4.08 × 106 kg MAE 0.00277 0.00237 0.000889

SSIM 0.9907 0.9929 0.9936

2 4.29 × 103 kg MAE 0.00437 0.00346 0.00290

SSIM 0.9833 0.9842 0.9871

3 8.89 × 105 kg MAE 0.00102 0.000742 0.000766

SSIM 0.9985 0.9987 0.9986

4 8.05 × 105 kg MAE 0.00255 0.00138 0.00168

SSIM 0.9926 0.9928 0.9949

Figure 3.32 Resolution analysis of the four imaging results as shown in Fig. 3.29. The Kz spectra of
our results (in blue) are much closer to those of the ground truth (in red) by comparing the baseline
method (in black). That indicates that our imaging method yields higher spatial resolution than the
baseline method. (© 2022 IEEE)

those of the ground truth (in red) by comparing the baseline method (in black) for all imaging results.

That indicates that our imaging method yields higher spatial resolution than the baseline method.

In this test, we study the performance of InversionNet using augmented data sets generated

by our models on various leakage scenarios. Due to the lack of consideration of underlying

physics knowledge, both autoencoder and vanilla VAE models do not help to improve the overall

performance of InversionNet. On the other hand, our proposed model, VAE_reg, is capable of

generating physically realistic synthetic samples, which in turn will further improve in imaging all

leakage cases. In particular, the imaging resolution on tiny leakage is significantly enhanced with

the CO2 plume much better resolved. It is worth mentioning that although the other proposed model,

VAE_percep, is capable of generating comparable synthetic samples to VAE_percep, it may not
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lead to an improved overall imaging quality in this dataset. We still include this new model and its

results since it may perform better in a different application and dataset.

Through the numerical tests and comparison, we conclude that the performance of InversionNet

can be much improved in imaging all leakage cases. In particular, the imaging resolution on tiny

leakage is significantly enhanced with the CO2 plume much better resolved.

3.4.5.4 Test 3: Determination of Augmented Data Size

The size of the augmentation data is critical to the resulting performance. Without sufficient

augmented data, the imaging results of InversionNet will be sub-optimal. In contrast, augmenting the

original training set with too much data may lead to “augmentation leak”, meaning that synthesized

data dominate the training set and distorts the true data distribution Zhao et al. (2020). In this test,

we aim to find out the best range of the amount of augmentation data for optimizing the performance

of InversionNet.

Figure 3.33 Mean and standard deviation of test loss for different augmentation sizes. Test loss of
InversionNet using augmented data set generated with (a) VAE with perception loss, (b) VAE with
regularization. For all the tests, the same Small Leak data set (see Table 3.14) are utilized as the test
data. (© 2022 IEEE)

Through Tests 1 and 2, we learn that VAE with perception loss and VAE with regularization

usually yield better results. Hence, we focus on the impact of the varying augmentation data size

over those two models. We vary the size of the augmented data set among 350, 800, 1500, 3000,

4500, 6000, and 7500. For each case, we generate 5 different groups of augmentation data using our

generative models. With all those groups of synthesized data being available, we train InversionNet

with augmented data and test on the same Small Leak data as used in Test 2 (see Table 3.14).

We report the corresponding loss values in terms of mean and standard deviation in Fig. 3.33.

We observe a general pattern “decrease first −→ bottom −→ increase later” from both results in
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Fig. 3.33. This type of pattern has recently been discovered and analyzed in other data augmentation

literature Zhao et al. (2020); Karras et al. (2020). It is mainly caused by an augmentation leak,

which should be used as an indication to decide a reasonable augmentation data size. Interestingly,

for both VAE with physics perception loss and VAE with regularization, the smallest test loss values

are achieved when 3,000 synthetic velocity maps are generated. Hence, throughout all the tests, we

use 3,000 as the size of the augmented data set.

3.4.5.5 Test 4: Hyper-parameter Selection

Hyper-parameters play an important role in our generative models. In this test, we will study

two critical hyper-parameters: the selection of the layers from the pre-trained VGG-19 network in

Eq. (3.35) and the regularization parameter, 𝛾, in Eq. (3.37).

Figure 3.34 Visualization of the hyper-parameter versus loss values. (a) different combinations
of layers selected from VGG-19 used in our VAE with perception loss. (b) Various values of the
regularization parameter used in our VAE with regularization. (© 2022 IEEE)

To select the optimal VGG-19 layers for computing perception loss, there are 5 convolutional

blocks in VGG-19 as shown in Fig. 3.23(b). We follow a similar idea in Gatys et al. (2015) to

select effective layers. Particularly, we choose from following four combinations of (A) [conv1_1,

conv2_1]; (B) [conv1_1, conv2_1, conv3_1]; (C) [conv1_1, conv2_1, conv3_1, conv4_1]; and

(D) [conv1_1, conv2_1, conv3_1, conv4_1, conv5_1]. We train VAE with perception loss using

different combinations of layers, and compute test loss of each case on the same test dataset (as

shown in Fig. 3.34(a)). We can observe that VAE with perception loss reaches smallest value when

using combination (D). That gives us the indication to use first layer of 5 convolutional blocks of

VGG-19 to compute perception loss.

Similarly, in order to select optimal 𝜆, we choose 7 values evenly distributed on a log scale from
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10−3 to 103 (i.e. 10−3, 10−2, 10−1, 100, 101, 102 and 103). For each 𝜆 value, we train a VAE with

regularization, and test it on a common test dataset. The resulting test loss is shown in Fig. 3.34(b).

We observe that test loss is relative stable when 𝜆 < 103, and it reaches lowest value when 𝜆 = 102.

So, 𝜆 = 102 becomes the optimal value for our problem.

3.4.6 Summary

In this work, we have developed several spatio-temporal data augmentation strategies using convo-

lutional neural networks to enhance data-driven seismic imaging, particularly in reconstructing “rare

events.” Our data augmentation techniques not only incorporate various physics information—such

as governing equations, observable perception, and physics phenomena—but also integrate this

information through perceptual loss and advanced regularization techniques. We evaluated the

performance of our generative models by imaging very small CO2 leaks from the subsurface with

InversionNet. Through detailed comparison and analysis, we demonstrate that incorporating physics

information is crucial for generating realistic and physically consistent synthetic data. This enhanced

data quality significantly improves the representativeness of the training set. These advancements

are seamlessly combined with regularization from the S term in Equation (1.3).
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CHAPTER 4

CONCLUSION

This dissertation has explored the landscape of regularization techniques in deep learning, dividing

the discussion into theory-driven and data-driven approaches as outlined in Chapters 3 and 2,

respectively.

The theory-driven section underscored the importance of understanding and implementing

theory such as the PAC-Bayes bounds discussed in Section 2.2. By minimizing the upper bound of

the generalization error, this dissertation illustrated how theoretical insights into regularization can

lead to more effective training algorithms and improved model performance across various tasks.

Conversely, in the data-driven section, this dissertation introduced architectures such as MagNet

and STGNN (Sections 3.1 and 3.2) to encode specific patterns directly from the data. Furthermore,

the application of physics-informed frameworks in Section 3.3 and data augmentation strategies

in Section 3.4 demonstrated how the integration of physical laws and generative models could

significantly enhance the representational capability and physical consistency of training datasets.

The contributions of this dissertation lie in the integration of practical machine learning architectures

and generalization theory to address both applied and fundamental challenges in the field.

The methodologies and frameworks developed in this dissertation open several promising

avenues for future research. Below, we outline potential areas for extending and improving the work

introduced in various sections of this thesis:

1. PAC-Bayes Training (Zhang et al., 2023): This work has primarily utilized Gaussian

priors and posteriors. Exploring alternative distributions could uncover unique advantages.

The complexity added by managing additional parameters such as 𝜆 and 𝜎 in PAC-Bayes

training necessitates more efficient parameterization of the prior and posterior. Additionally,

the optimization challenges introduced by these parameters underscore the need for a

comprehensive convergence analysis to ensure the robustness and efficacy of the training

algorithms.
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2. MagNet (Zhang et al., 2021b): While MagNet extends naturally to weighted, directed graphs

where all edges are directed, its application to weighted mixed graphs (containing both

directed and undirected edges) remains unexplored. Moreover, the current implementation

lacks an attention mechanism and does not scale well to large graphs. Future research could

explore architectural enhancements to address these limitations, potentially incorporating

scalable graph learning techniques and attention mechanisms to improve performance on

large datasets.

3. STGNN (Zhang et al., 2022): Transferability remains a major concern in earthquake source

characterization. Although STGNN does not rely on specific graph structures or seismic

station distributions, its performance in regions that differ from the training area requires

improvement. Addressing this challenge might involve leveraging recent advancements in

foundation models Bommasani et al. (2021), which could provide new ways to enhance model

robustness and adaptability across different geophysical environments.

4. UPFWI (Jin et al., 2021): The UPFWI model faces challenges with velocity maps where

adjacent layers have very close velocity values, which could be improved by updating

architectures such as Jagtap et al. (2020). Additionally, the computational demands for

forward modeling, in terms of speed and memory due to the necessity of storing gradients

for backpropagation, are substantial. Future iterations of this model could experiment with

alternative loss functions, such as adversarial loss, and explore computational strategies to

balance resource use and accuracy. Expanding the application of CNN-PDE integration

to other inverse problems like medical imaging and flow estimation also holds significant

potential.

5. Seismic Data Augmentation (Yang et al., 2022): Evaluating the quality of synthesized data

remains a significant challenge. Unlike disciplines such as computer vision, where metrics like

the Fréchet Inception Distance (FID) are commonly used, seismic data requires domain-specific

metrics for effective evaluation. Additionally, choosing the domain for data augmentation
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(velocity or seismic) impacts the utility of the synthetic data. While augmentation in the

velocity domain leverages prominent spatiotemporal dynamics, augmentation in the seismic

domain aligns more closely with real-world scenarios, presenting a trade-off that warrants

further exploration.

These directions not only build on the work presented in this dissertation but also promise to

advance the state of the art in machine learning. By bridging theoretical insights with practical

applications, this work sets the stage for the development of more robust, interpretable, and effective

deep learning models and training algorithms.
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APPENDIX A

UNLOCKING TUNING-FREE GENERALIZATION: MINIMIZING THE PAC-BAYES
BOUND WITH TRAINABLE PRIORS

A.1 Proofs

A.1.1 Proofs of Theorem 2.2.6

Theorem A.1.1. Given a prior Pλ parametrized by λ ∈ Λ over the hypothesis setH . Fix λ ∈ Λ,

𝛿 ∈ (0, 1) and 𝛾 ∈ [𝛾1, 𝛾2]. For any choice of i.i.d 𝑚-sized training dataset S according to D, and

all posterior distributions Q overH , we have

Eh∼Qℓ(h;D) ≤ Eh∼Qℓ(h;S) + 1
𝛾𝑚
(log

1
𝛿
+ KL(Q||Pλ)) + 𝛾𝐾 (λ) (A.1)

holds with probability at least 1 − 𝛿 when ℓ(h, ·) satisfies Definition 2.2.5 with bound 𝐾 (λ).

Proof. Firstly, in the bounded interval 𝛾 ∈ [𝛾1, 𝛾2], we bound the difference of the expected loss

over the posterior distribution evaluated on the training dataset S and D with the KL divergence

between the posterior distribution Q and prior distribution Pλ evaluated over a hypothesis spaceH .

For 𝛾 ∈ [𝛾1, 𝛾2],

ES∼D [exp (𝛾𝑚(Eh∼Qℓ(h;D) − Eh∼Qℓ(h;S)) − KL(Q||Pλ))]

=ES∼D [exp (𝛾𝑚(Eh∼Qℓ(h;D) − Eh∼Qℓ(h;S)) − Eh∼Q log
dQ
dPλ
(h))] (A.2)

≤ES∼DEh∼Q [exp (𝛾𝑚(ℓ(h;D) − ℓ(h;S)) − log
dQ
dPλ
(h))] (A.3)

=Eh∼PλES∼D [exp(𝛾𝑚(ℓ(h;D) − ℓ(h;S)))], (A.4)

where dQ/dP denotes the Radon-Nikodym derivative.

In (A.2), we use KL(Q||P𝜆) = Eh∼Q log dQ
dP𝜆 (h). From (A.2) to (A.3), Jensen’s inequality is

used over the convex exponential function. Since this argument holds for any 𝑄, we have

sup
Q∈Q
ES∼D [exp (𝛾𝑚(Eh∼Qℓ(h;D) − Eh∼Qℓ(h;S)) − KL(Q||Pλ))] ≤ (A.5)

Eh∼PλES∼D [exp(𝛾𝑚(ℓ(h;D) − ℓ(h;S)))] (A.6)
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Let 𝑋 = ℓ(h;D) − ℓ(h;S), then 𝑋 is centered with E[𝑋] = 0. Then, by Definition 2.2.5,

∃𝐾 (λ), Eh∼P𝜆ES∼D [exp (𝛾𝑚𝑋)] ≤ exp (𝑚𝛾2𝐾 (λ)). (A.7)

Using Markov’s inequality, (A.8) holds with probability at least 1 − 𝛿.

exp (𝛾𝑚𝑋) ≤ exp (𝑚𝛾2𝐾 (λ))
𝛿

. (A.8)

Combining (A.5) and (A.8), the following inequality holds with probability at least 1 − 𝛿.

sup
Q∈Q

exp (𝛾𝑚(Eh∼Qℓ(h;D) − Eh∼Qℓ(h;S)) − KL(Q||Pλ)) ≤
exp (𝑚𝛾2𝐾 (λ))

𝛿

⇒𝛾𝑚(Eh∼Qℓ(h;D) − Eh∼Qℓ(h;S)) − KL(Q||Pλ) ≤ log
1
𝛿
+ 𝑚𝛾2𝐾 (λ),∀Q

⇒Eh∼Qℓ(h;D) ≤ Eh∼Qℓ(h;S) + 1
𝛾𝑚
(log

1
𝛿
+ KL(Q||Pλ)) + 𝛾𝐾 (λ), ∀Q. (A.9)

The bound A.9 is exactly the statement of the Theorem.

□

A.1.2 Proof of Theorem 2.2.10

Theorem A.1.2. Let 𝑛(𝜀) := N(Λ, ∥ · ∥, 𝜀) be the covering number of the set of the prior parameters.

Under Assumption 2.2.8 and Assumption 2.2.9, the following inequality holds for the minimizer

(ĥ, �̂�, σ̂, λ̂) of upper bound in (A.1) with probability as least 1 − 𝜖:

Eh∼Qσ̂ (ĥ)ℓ(h;D) ≤ Eh∼Qσ̂ (ĥ)ℓ(h;S) + 1
�̂�𝑚

[
log

𝑛(𝜀) + 𝛾2−𝛾1
𝜀

𝜖
+ KL(Qσ̂ (ĥ) | |Pλ̂)

]
+ �̂�𝐾 (λ̂) + 𝜂

= 𝐿𝑃𝐴𝐶 (ĥ, �̂�, σ̂, λ̂) + 𝜂 (A.10)

holds for any 𝜖, 𝜀 > 0, where 𝜂 = 𝐵𝜀 + 𝐶 (𝜂1(𝜀) + 𝜂2(𝜀)) +
log(𝑛(𝜀)+ 𝛾2−𝛾1

𝜀
)

𝛾1𝑚
, with 𝐶 = 1

𝛾1𝑚
+ 𝛾2, and

𝐵 := supλ∈Λ 1
𝑚𝛾2

1
(KL(Qσ̂ (ĥ) | |Pλ) + log 1

𝛿
) + 𝐾 (λ).

Proof: In this proof, we extend our PAC-Bayes bound with data-independent priors to data-

dependent ones that accommodate the error when the prior distribution is parameterized and

optimized over a finite set of parameters 𝔓 = {𝑃λ,λ ∈ Λ ⊆ R𝑘 } with a much smaller dimension
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than the model itself. Let T(Λ, ∥ · ∥, 𝜀) be an 𝜀-cover of the set Λ, which states that for any λ ∈ Λ,

there exists a λ̃ ∈ T(Λ, ∥ · ∥, 𝜀) , such that | |λ − λ̃| | ≤ 𝜀.

Now we select the posterior distribution as Qσ (h), parameterized by h and σ ∈ R𝑑 , where h

represents the mean of the posterior, and σ accounts for the variations in each model parameter

from this mean. Assuming the prior P is parameterized by λ ∈ R𝑘 (𝑘 ≪ 𝑑).

Then the PAC-Bayes bound A.1 holds already for any (ĥ, 𝛾, σ̂,λ), with fixed λ ∈ Λ and

𝛾 ∈ [𝛾1, 𝛾2], i.e.,

Eh̃∼Qσ̂ (ĥ)ℓ(h̃;D) ≤ Eh̃∼Qσ̂ (ĥ)ℓ(h̃;S) + 1
𝛾𝑚
(log

1
𝛿
+ KL(Qσ̂ (ĥ) | |Pλ)) + 𝛾𝐾 (λ) (A.11)

with probability over 1 − 𝛿.

Now, for the collection of λs in the 𝜀-net T(Λ, ∥ · ∥, 𝜀), by the union bound, the PAC-Bayes

bound uniformly holds on the 𝜀-net with probability at least 1 − |T|𝛿 = 1 − 𝑛(𝜀)𝛿. For an arbitrary

λ ∈ Λ, its distance to the 𝜀-net is at most 𝜀. Then under Assumption 2.2.8 and Assumption 2.2.9,

we have:

min
λ̃∈T
|KL(Q||Pλ) − KL(Q||Pλ̃) | ≤ 𝜂1(∥λ − λ̃∥) ≤ 𝜂1(𝜀),

and

min
λ̃∈T
|𝐾 (λ) − 𝐾 (λ̃) | ≤ 𝜂2(∥λ − λ̃∥) ≤ 𝜂2(𝜀).

Similarly, for 𝛾, a 𝜀-net on its range 𝛾1 ≤ 𝛾 ≤ 𝛾2 is the uniform grid with a grid separation 𝜀, so

the net contains 𝛾2−𝛾1
𝜀

points. By the union bound, requiring the PAC-Bayes bound to uniformly

hold for all the 𝛾 within this 𝜀-net induces an extra probability of failure of 𝛾2−𝛾1
𝜀
𝛿. So, the total

probability of failure is 𝑛(𝜀)𝛿 + 𝛾2−𝛾1
𝜀
𝛿.

For an arbitrary 𝛾 ∈ Γ, and Γ := {𝛾 ∈ [𝛾1, 𝛾2]}, its distance to the 𝜀-net T′ is at most 𝜀, we have:

min
�̃�∈T′
|𝐿𝑃𝐴𝐶 (ĥ, 𝛾, σ̂,λ) − 𝐿𝑃𝐴𝐶 (ĥ, �̃�, σ̂,λ) | =

1
𝑚

(
KL(Qσ̂ (ĥ) | |Pλ) + log

1
𝛿

) ����1𝛾 − 1
�̃�

���� + |𝛾 − �̃� |𝐾 (λ)
=

(
1

𝑚𝛾�̃�
(KL(Qσ̂ (ĥ) | |Pλ) + log

1
𝛿
) + 𝐾 (λ)

)
|𝛾 − �̃� |

≤
(

1
𝑚𝛾2

1
(KL(Qσ̂ (ĥ) | |Pλ) + log

1
𝛿
) + 𝐾 (λ)

)
𝜀

≤ 𝐵𝜀,
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where 𝐵 := supλ∈Λ 1
𝑚𝛾2

1
(KL(Qσ̂ (ĥ) | |Pλ) + log 1

𝛿
) + 𝐾 (λ), clearly, 𝐵 is a constant depending on the

range of the parameters.

With the three inequalities above, we can control the PAC-Bayes loss at the given λ and 𝛾 as

follows:

min
λ̃∈T,�̃�∈T′

|𝐿𝑃𝐴𝐶 (ĥ, 𝛾, σ̂,λ) − 𝐿𝑃𝐴𝐶 (ĥ, �̃�, σ̂, λ̃) |

≤ min
�̃�∈T′
|𝐿𝑃𝐴𝐶 (ĥ, 𝛾, σ̂,λ) − 𝐿𝑃𝐴𝐶 (ĥ, �̃�, σ̂,λ) | +min

λ̃∈T
|𝐿𝑃𝐴𝐶 (ĥ, �̃�, σ̂,λ) − 𝐿𝑃𝐴𝐶 (ĥ, �̃�, σ̂, λ̃) |

≤ 𝐵𝜀 + 1
�̃�𝑚

𝜂1(𝜀) + �̃�𝜂2(𝜀)

≤ 𝐵𝜀 + 1
𝛾1𝑚

𝜂1(𝜀) + 𝛾2𝜂2(𝜀)

≤ 𝐵𝜀 + 𝐶 (𝜂1(𝜀) + 𝜂2(𝜀))

where 𝐶 = 1
𝛾1
+ 𝛾2 and 𝛾1 ≤ 𝛾 ≤ 𝛾2. Since this inequality holds for any λ ∈ Λ and 𝛾 ∈ Γ, it

certainly holds for the optima λ̂ and �̂�. Combining this with (A.11), we have

Eh∼Qσ̂ (ĥ)ℓ(h;D) ≤ 𝐿𝑃𝐴𝐶 (ĥ, �̂�, σ̂, λ̂) + 𝐵𝜀 + 𝐶 (𝜂1(𝜀) + 𝜂2(𝜀)),

where 𝐵 := supλ∈Λ 1
𝑚𝛾2

1
(KL(Qσ̂ (ĥ) | |Pλ) + log 1

𝛿
) + 𝐾 (λ).

Now taking 𝜖 := (𝑛(𝜀) + 𝛾2−𝛾1
𝜀
)𝛿 to be the previously calculated probability of failure, we get,

with probability 1 − 𝜖 , it holds that

Eh∼Qσ̂ (ĥ)ℓ(h;D) ≤ Eh∼Qσ̂ (ĥ)ℓ(h;S) + 1
�̂�𝑚

[
log

𝑛(𝜀) + 𝛾2−𝛾1
𝜀

𝜖
+ KL(Qσ̂ (ĥ) | |Pλ̂)

]
(A.12)

+ �̂�𝐾 (λ̂) + 𝐵𝜀 + 𝐶 (𝜂1(𝜀) + 𝜂2(𝜀))

≤ 𝐿𝑃𝐴𝐶 (ĥ, �̂�, σ̂, λ̂) + 𝜂 (A.13)

and the proof is completed. □

A.1.3 KL divergence of the Gaussian prior and posterior

For a 𝑘-layer network, the prior is written as Pλ(θ0), where θ0 is the random initialized model

parameterized by θ0 and λ ∈ R𝑘+ is the vector containing the variance for each layer. The set of
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all such priors is denoted by 𝔓 := {Pλ(θ0),λ ∈ Λ ⊆ R𝑘 , θ0 ∈ Θ}. In the PAC-Bayes training,

we select the posterior distribution to be centered around the trained model parameterized by θ,

with independent anisotropic variance. Specifically, for a network with 𝑑 trainable parameters,

the posterior is Qσ (θ) := N(θ, diag(σ)), where θ (the current model) is the mean and σ ∈ R𝑑+
is the vector containing the variance for each trainable parameter. The set of all posteriors is

𝔔 := {Qσ (θ),σ ∈ Σ, θ ∈ Θ}, and the KL divergence between all such prior and posterior in 𝔓 and

𝔔 is:

KL(Qσ (θ) | |Pλ(θ0)) =
1
2

𝑘∑︁
𝑖=1

[
−1⊤𝑑𝑖 log(σ𝑖) + 𝑑𝑖 (log(λ𝑖) − 1) +

∥σ𝑖∥1 + ∥(θ − θ0)𝑖∥22)
λ𝑖

]
, (A.14)

where σ𝑖, (θ − θ0)𝑖 are vectors denoting the variances and weights for the 𝑖-th layer, respectively,

and 𝜆𝑖 is the scalar variance for the 𝑖-th layer. 𝑑𝑖 = dim(σ𝑖), and 1𝑑𝑖 denotes an all-ones vector of

length 𝑑𝑖 1.

Scalar prior is a special case of the layerwise prior by setting all entries of λ to be equal, for

which the KL divergence reduces to

KL(Qσ (θ) | |P𝜆 (θ0)) =
1
2

[
−1⊤𝑑 log(σ) + 𝑑 (log(𝜆) − 1) + 1

𝜆
(∥σ∥1 + ∥θ − θ0∥22)

]
. (A.15)

A.1.4 Proof of Corollary 2.2.11

Recall for the training, we proposed to optimize over all four variables: θ, 𝛾, σ, and λ.

(θ̂, �̂�, σ̂, λ̂) = arg min
θ,λ,σ,
𝛾∈[𝛾1,𝛾2]

Eθ̃∼Qσ (θ)ℓ( 𝑓θ̃;S) + 1
𝛾𝑚
(log

1
𝛿
+ KL(Qσ (θ) | |Pλ)) + 𝛾𝐾 (λ)︸                                                                           ︷︷                                                                           ︸

≡𝐿𝑃𝐴𝐶 (θ,𝛾,σ,λ)

. (A.16)

Corollary A.1.3. Assume all parameters for the prior and posterior are bounded, i.e., we restrict the

model parameter θ, the posterior variance σ and the prior variance λ, and the exponential moment

𝐾 (λ) all to be searched over bounded sets, Θ := {θ ∈ R𝑑 : ∥θ∥2 ≤
√
𝑑𝑀}, Σ := {σ ∈ R𝑑+ : ∥σ∥1 ≤

𝑑𝑇}, Λ =: {λ ∈ [𝑒−𝑎, 𝑒𝑏]𝑘 }, Γ := {𝛾 ∈ [𝛾1, 𝛾2]}, respectively, with fixed 𝑀,𝑇, 𝑎, 𝑏 > 0. Then,

• Assumption 2.2.8 holds with 𝜂1(𝑥) = 𝐿1𝑥, where 𝐿1 = 1
2 max{𝑑, 𝑒𝑎 (2

√
𝑑𝑀 + 𝑑𝑇)}

1Note that with a little ambiguity, the λ𝑖 here has a different meaning from that in (A.20) and Algorithm A.1, here
λ𝑖 means the 𝑖th element in λ, whereas in (A.20) and Algorithm A.1, λ𝑖 means the 𝑖th element in the discrete set.
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• Assumption 2.2.9 holds with 𝜂2(𝑥) = 𝐿2𝑥, where 𝐿2 = 1
𝛾2

1

(
2𝑑𝑀2𝑒2𝑎 + 𝑑 (𝑎+𝑏)

2

)
• With high probability, the PAC-Bayes bound for the minimizer of (P) has the form

Eθ∼Qσ̂ (ĥ)ℓ( 𝑓θ;D) ≤ 𝐿𝑃𝐴𝐶 (θ̂, �̂�, σ̂, λ̂) + 𝜂,

where 𝜂 = 𝑘
𝛾1𝑚

(
1 + log 2(𝐶𝐿+𝐵)Δ𝛾1𝑚

𝑘

)
, 𝐿 = 𝐿1 + 𝐿2, Δ := max{𝑏 + 𝑎, 2(𝛾2 − 𝛾1)}, 𝐵 =

supλ∈Λ 1
𝑚𝛾2

1
(KL(Qσ̂ (θ̂) | |Pλ) + log 1

𝛿
) + 𝐾 (λ), and 𝐶 = 1

𝛾1𝑚
+ 𝛾2.

Proof: We first prove the two assumptions are satisfied by the Gaussian family with bounded

parameter spaces. To prove Assumption 2.2.8 is satisfied, let 𝑣𝑖 = log 1/𝜆𝑖, 𝑖 = 1, ..., 𝑘 and perform

a change of variable from 𝜆𝑖 to 𝑣𝑖. The weight of prior for the 𝑖th layer now becomesN(0, 𝑒−𝑣𝑖I𝑑𝑖 )),

where 𝑑𝑖 is the number of trainable parameters in the 𝑖th layer. It is straightforward to compute

𝜕KL(Qσ | |P̃v)
𝜕𝑣𝑖

=
1
2
[−𝑑𝑖 + 𝑒𝑣𝑖 (∥σ𝑖∥1 + ∥θ𝑖 − θ0,𝑖∥22)],

where σ𝑖, θ𝑖, θ0,𝑖 are the blocks of σ, θ, θ0, containing the parameters associated with the 𝑖th layer,

respectively. Now, given the assumptions on the boundedness of the parameters, we have:

∥∇vKL(Qσ | |P̃v)∥2 ≤ ∥∇vKL(Qσ | |P̃v)∥1 ≤
1
2

max{𝑑, 𝑒𝑎 (2
√
𝑑𝑀 + 𝑑𝑇)} ≡ 𝐿1(𝑑, 𝑀,𝑇, 𝑎),

(A.17)

where we used the assumption ∥σ∥1 ≤ 𝑑𝑇 and ∥θ0∥2, ∥θ∥2 ≤
√
𝑑𝑀 .

Equation A.17 says 𝐿1(𝑑, 𝑀,𝑇, 𝑎) is a valid Lipschitz bound on the KL divergence and therefore

Assumption 2.2.8 is satisfied by setting 𝜂1(𝑥) = 𝐿1(𝑑, 𝑀,𝑇, 𝑎)𝑥.

Next, we prove Assumption 2.2.9 is satisfied. We use 𝐾min(λ) defined in Definition 2.2.5 as the
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𝐾 (λ) in the PAC-Bayes training, and verify that it makes Assumption 2.2.9 hold.

|𝐾min(λ1) − 𝐾min(λ2) |

=

����� sup
𝛾∈[𝛾1,𝛾2]

1
𝛾2 log(Eθ∼Pλ1

E𝑧∼D [exp (𝛾ℓ( 𝑓θ; 𝑧))]) − sup
𝛾∈[𝛾1,𝛾2]

1
𝛾2 log(Eθ∼Pλ2

E𝑧∼D [exp (𝛾ℓ( 𝑓θ; 𝑧))])
�����

≤ sup
𝛾∈[𝛾1,𝛾2]

1
𝛾2

���log(Eθ∼Pλ1
E𝑧∼D [exp (𝛾ℓ( 𝑓θ; 𝑧))]) − log(Eθ∼Pλ2

E𝑧∼D [exp (𝛾ℓ( 𝑓θ; 𝑧))])
���

= sup
𝛾∈[𝛾1,𝛾2]

1
𝛾2

����log(Eθ∼Pλ2
E𝑧∼D [exp (𝛾ℓ( 𝑓θ; 𝑧))]

𝑝λ1 (θ)
𝑝λ2 (θ)

) − log(Eθ∼Pλ2
E𝑧∼D [exp (𝛾ℓ( 𝑓θ; 𝑧))])

����
≤ sup
𝛾∈[𝛾1,𝛾2]

1
𝛾2 sup

θ∈Θ

����log
𝑝λ1 (θ)
𝑝λ2 (θ)

����
≤ 1
𝛾2

1
sup
h∈H

����log
𝑝λ1 (θ)
𝑝λ2 (θ)

����
≤ 1
𝛾2

1

(
2𝑑𝑀2𝑒2𝑎 + 𝑑 (𝑎 + 𝑏)

2

)
∥λ1 − λ2∥2,

where the first inequality used the property of the supremum, the 𝑝𝜆1 (θ), 𝑝𝜆2 (θ) in the fourth line

denote the probability density function of Gaussian with mean θ and variance parametrized by λ1,

λ2 (i.e., λ1,𝑖, λ2,𝑖 are the variances for the 𝑖th layer), the second inequality use the fact that if 𝑋 (h)

is a non-negative function of h and 𝑌 (h) is a bounded function of h, then

|Eh(𝑋 (h)𝑌 (h)) | ≤ ( sup
h∈H
|𝑌 (h) |) · Eh𝑋 (h).

The last inequality used the formula of the Gaussian density

𝑝(𝑥; 𝜇, Σ) = 1
(2𝜋)𝑑/2 |Σ |1/2

exp
(
−1

2
(𝑥 − 𝜇)𝑇Σ−1(𝑥 − 𝜇)

)
and the boundedness of the parameters. Therefore, Assumption 2.2.9 is satisfied by setting

𝜂2(𝑥) = 𝐿2(𝑑, 𝑀, 𝛾1, 𝑎)𝑥, where 𝐿2(𝑑, 𝑀, 𝛾1, 𝑎) = 1
𝛾2

1

(
2𝑑𝑀2𝑒2𝑎 + 𝑑 (𝑎+𝑏)

2

)
.

Let 𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎) = 𝐿1(𝑑, 𝑀,𝑇, 𝑎) + 𝐿2(𝑑, 𝑀, 𝛾1, 𝑎). Then we can apply Theorem 2.2.10,

to get with probability 1 − 𝜖 ,

Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;D)

≤ Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;S) + 1
�̂�𝑚

[
log

𝑛(𝜀) + 𝛾2−𝛾1
2𝜀

𝜖
+ KL(Qσ̂ (θ̂) | |Pλ)

]
+ �̂�𝐾min(λ̂)+

(𝐶𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎)) + 𝐵)𝜀.

(A.18)
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Here, we used 𝜂1(𝑥) = 𝐿1𝑥 and 𝜂2(𝑥) = 𝐿2𝑥. Note that for the set [−𝑏, 𝑎]𝑘 , the covering number

𝑛(𝜀) = N([−𝑏, 𝑎]𝑘 , | · |, 𝜀) is
(
𝑏+𝑎
2𝜀

) 𝑘
, and the covering number 𝛾2−𝛾1

2𝜀 for 𝛾 ∈ [𝛾1, 𝛾2].

We introduce a new variable 𝜌 > 0, letting 𝜀 =
𝜌

2(𝐶𝐿 (𝑑,𝑀,𝑇,𝛾1,𝑎)+𝐵) and inserting it into equation

(A.18), we obtain with probability 1 − 𝜖 :

Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;D)

≤ Eθ∼Q�̂� (θ̂)ℓ( 𝑓θ;S) + 1
�̂�𝑚

[
log

1
𝜖
+ KL(Qσ̂ (θ̂) | |Pλ)

]
+ �̂�𝐾min(λ̂) + 𝜌 +

𝑘

𝛾1𝑚
log

2(𝐶𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎) + 𝐵)Δ
𝜌

.

where Δ := max{𝑏 + 𝑎, 2(𝛾2 − 𝛾1)}.

Optimizing over 𝜌, we obtain:

Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;D)

≤ Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;S) + 1
�̂�𝑚

[
log

1
𝜖
+ KL(Qσ̂ (θ̂) | |Pλ)

]
+ �̂�𝐾min(λ̂) +

𝑘

𝛾1𝑚

(
1 + log

2(𝐶𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎) + 𝐵)Δ𝛾1𝑚

𝑘

)
= 𝐿𝑃𝐴𝐶 (θ̂, �̂�, σ̂, λ̂) +

𝑘

𝛾1𝑚

(
1 + log

2(𝐶𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎) + 𝐵)Δ𝛾1𝑚

𝑘

)
.

Hence we have

Eθ∼Qσ̂ (θ̂)ℓ( 𝑓θ;D) ≤ 𝐿𝑃𝐴𝐶 (θ̂, �̂�, σ̂, λ̂) + 𝜂,

where

𝜂 = max( 1
𝛾1𝑚
(1 + log(2(𝐶𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎) + 𝐵) (𝛾2 − 𝛾1)𝛾1𝑚)),

𝑘

𝛾1𝑚

(
1 + log

2(𝐶𝐿 (𝑑, 𝑀,𝑇, 𝛾1, 𝑎) + 𝐵)Δ𝛾1𝑚

𝑘

)
).

□

Remark A.1.4. In defining the boundedness of the domain Θ of θ in Corollary 2.2.11, we used
√
𝑑𝑀 as the bound. Here, the factor

√
𝑑 (where 𝑑 denotes the dimension of h) is used to encapsulate

the idea that if on average, the components of the weight are bounded by 𝑀 , then the ℓ2 norm would

naturally be bounded by
√
𝑑𝑀 . The same idea applies to the definition of Σ.
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Remark A.1.5. Due to the above remark, 𝑀, 𝑇 , 𝑎, 𝑏 can be treated as dimension-independent

constants that do not grow with the network size 𝑑. As a result, the constants 𝐿1, 𝐿2, 𝐿 in Corollary

2.2.11, are dominated by 𝑑, and 𝐿1, 𝐿2, 𝐿 = 𝑂 (𝑑). This then implies the logarithm term in 𝜂 scales

as 𝑂 (log 𝑑), which grows very mildly with the size. Therefore, Corollary 2.2.11 can be used as the

generalization guarantee for large neural networks.

A.2 Algorithm Details

A.2.1 Algorithms to estimate 𝐾 (λ)

In this section, we explain the algorithm to compute 𝐾 (𝜆). In previous literature, the moment

bound 𝐾 or its analog term in the PAC-Bayes bounds was often assumed to be a constant. One of

our contributions is to allow 𝐾 to vary with the variance 𝜆 of the prior, so if a small prior variance is

found by PAC-Bayes training, then the corresponding 𝐾 would also be small. We perform linear

interpolation to approximate the function 𝐾min(𝜆) defined in (2) of the main text. When 𝜆 is 1D,

We first compute 𝐾min(𝜆) on a finite grid of the domain of 𝜆, by solving (A.19) below. With the

computed function values on the grid {𝐾min(𝜆𝑖)}𝑖 , we can construct a piecewise linear function as

the approximation of 𝐾min(𝜆).

𝐾min(𝜆𝑖) = arg min
𝐾>0

𝐾

s.t. exp (𝛾2𝐾) ≥ 1
𝑛𝑚

𝑛∑︁
𝑙=1

𝑚∑︁
𝑗=1

exp(𝛾(ℓ( 𝑓θ𝑙 ;S) − ℓ( 𝑓θ𝑙 ; 𝑧 𝑗 ))),

∀ 𝛾 ∈ [𝛾1, 𝛾2], θ𝑙 ∼ N(θ0, 𝜆𝑖), 𝜆min ≤ 𝜆𝑖 ≤ 𝜆max

(A.19)

where θ𝑙 ∼ P𝜆𝑖 (θ0), 𝑙 = 1, ..., 𝑛, are samples from the prior distribution and are fixed when solving

(A.19) for 𝐾min(λ𝑖). (A.19) is the discrete version of the formula (2) in the main text. This

optimization problem is 1-dimensional, and the function in the constraint is monotonic in 𝐾 , so it

can be solved efficiently by the bisection method.

When extending this procedure to high dimension, where λ is a 𝑘-dimension vector, we need

to set up a grid for the domain of λ in 𝑘-dimensional space and estimate 𝐾min on each grid point,

which is time-consuming when 𝑘 is large. To address this issue, we propose to use the following
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approximation:

�̂� (max(λ𝑖)) = arg min
𝐾>0

𝐾

s.t. exp (𝛾2𝐾) ≥ 1
𝑛𝑚

𝑛∑︁
𝑙=1

𝑚∑︁
𝑗=1

exp(𝛾(ℓ( 𝑓θ𝑙 ;S) − ℓ( 𝑓θ𝑙 ; 𝑧 𝑗 ))),

∀ 𝛾 ∈ [𝛾1, 𝛾2], θ𝑙 ∼ N(θ0,max(λ𝑖)), 𝜆min ≤ max(λ𝑖) ≤ 𝜆max, 𝑖 = 1, ..., 𝑠

(A.20)

where λ𝑖 is a random sample from the domain Λ of λ. Since each λi is k-dimensional, max(λi)

represents the maximum of the 𝑘 coordinates.

The idea of this formulation A.20 is as follows, we use the 1D function �̂� (max(λ𝑖)) as a

surrogate function of the original 𝑘-dimension function 𝐾min(λ) (i.e. 𝐾min(λ) ≤ �̂� (max(λ𝑖))).

Then estimating this 1D surrogate function is easy by using the bisection method. This procedure will

certainly overestimate the true 𝐾min(λ) but since the surrogate function is also a valid exponential

moment bound, it is safe to be used as a replacement for the 𝐾 (λ) in our PAC-Bayes bound for

training. In practice, we tried to use mean(λ𝑖) to replace max(λ𝑖) to mitigate the over-estimation,

but the final performance stays the same. The details of the whole procedure are presented in

Algorithm A.1.

Algorithm A.1 Compute 𝐾 (λ) given a set of query priors
Input: 𝛾1 and 𝛾2, sampling time 𝑠 of prior variances, the initial neural network weight θ0, the
training dataset S = {𝑧𝑖}𝑚𝑖=1, model sampling time 𝑛 = 10
Output: the piece-wise linear interpolation �̃� (λ) for 𝐾min(λ)
Draw 𝑠 random samples for the prior variancesV = {λ𝑖 ∈ Λ ⊆ R𝑘 , 𝑖 = 1, ..., 𝑠}
Set up a discrete grid Γ for the interval [𝛾1, 𝛾2] of 𝛾.
for λ𝑖 ∈ V do

for 𝑙 = 1 : 𝑛 do
Sampling weights from the Gaussian distribution θ𝑙 ∼ N(θ0,λ𝑖)
Use θ𝑙 , Γ and S to compute one term in the sum in (A.20)

end for
Solve �̂� (max(λ𝑖)) using (A.20)

end for
Fit a piece-wise linear function �̃� (λ) to the data {(λ𝑖, �̂� (max(λ𝑖))}𝑠𝑖=1
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A.2.2 PAC-Bayes Training with layerwise prior

Similar to Algorithm 2.1, our PAC-Bayes training with a layerwise prior is stated here in

Algorithm A.2.

Algorithm A.2 PAC-Bayes training (layerwise prior)
Input: initial weight θ0 ∈ R𝑑 , the number of layers 𝑘 , 𝑇1, 𝜆1 = 𝑒−12, 𝜆2 = 𝑒2, 𝛾1 = 0.5, 𝛾2 = 10,
// 𝑇1, 𝜆1, 𝜆2, 𝛾1, 𝛾2 can be fixed in all experiments of Sec2.2.8.
Output: trained model θ̂, posterior noise level σ̂
θ ← θ0, v← 1𝑑 · log( 1

𝑑

∑𝑑
𝑖=1 |θ0,𝑖 |), b← 1𝑘 · log( 1

𝑑

∑𝑑
𝑖=1 |θ0,𝑖 |) // Initialization

Obtain the estimated �̃� (λ̄) with Λ = [𝜆1, 𝜆2]𝑘 using (A.20) and Appendix A.2.1
// Stage 1
for epoch = 1 : 𝑇1 do

for sampling one batch 𝑠 from S do
λ← exp(b), σ ← exp(v) // Ensure non-negative variances
Construct the covariance of Pλ from λ // Setting the variance of the weights in layer-𝑖 all to
the scalar λ(𝑖)
Draw one θ̃ ∼ Qσ (θ) and evaluate ℓ( 𝑓θ̃;S), // Stochastic version of Eθ̃∼Qσ (θ)ℓ( 𝑓θ̃;S)
Compute the KL-divergence as (A.14)
Compute 𝛾 as (2.10)
Compute the loss function L as 𝐿𝑃𝐴𝐶 in (P)
b← b + 𝜂 𝜕L

𝜕b , v← v + 𝜂 𝜕L
𝜕v , θ ← θ + 𝜂 𝜕L

𝜕θ // Update all parameters
end for

end for
σ̂ ← exp(v) // Fix the noise level from now on
// Stage 2
while not converge do

for sampling one batch 𝑠 from S do
Draw one sample θ̃ ∼ Qσ̂ (θ) and evaluate ℓ( 𝑓θ̃;S) as L̃, // Noise injection
θ ← θ + 𝜂 𝜕L̃

𝜕θ // Update model parameters
end for

end while
θ̂ ← θ

A.2.3 Regularizations in PAC-Bayes bound

Only noise injection and weight decay are essential from our derived PAC-Bayes bound. Since

many factors in normal training, such as mini-batch and dropout, enhance generalization by some

sort of noise injection, it is unsurprising that they can be substituted by the well-calibrated noise

injection in PAC-Bayes training. Like most commonly used implicit regularizations (large lr,

momentum, small batch size), dropout and batch-norm are also known to penalize the loss function’s
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sharpness indirectly. Wei et al. (2020) studies that dropout introduces an explicit regularization that

penalizes sharpness and an implicit regularization that is analogous to the effect of stochasticity

in small mini-batch stochastic gradient descent. Similarly, it is well-studied that batch-norm Luo

et al. (2018) allows the use of a large learning rate by reducing the variance in the layer batches,

and large allowable learning rates regularize sharpness through the edge of stability Cohen et al.

(2020). As shown in the equation below, the first term (noise-injection) in our PAC-Bayes bound

explicitly penalizes the Trace of the Hessian of the loss, which directly relates to sharpness and is

quite similar to the regularization effect of batch-norm and dropout. During training, suppose the

current posterior is Qσ̂ (θ̂) = N(θ̂, diag(σ̂)), then the training loss expectation over the posterior is:

Eθ∼Q�̂� (θ̂)ℓ( 𝑓θ;D) = EΔθ∼Qσ̂ (0)ℓ( 𝑓θ̂+Δθ;D)

≈ ℓ( 𝑓θ̂,D) + EΔθ∼Qσ̂ (0) (ℓ( 𝑓θ̂;D)Δθ + 1
2
Δθ⊤∇2ℓ( 𝑓θ̂;D)Δθ)

= ℓ( 𝑓θ;D) + 1
2

Tr(diag(σ̂)∇2ℓ( 𝑓θ̂;D)).

The second regularization term (weight decay) in the bound additionally ensures that the

minimizer found is close to initialization. Although the relation of this regularizer to sharpness is

not very clear, empirical results suggest that weight decay may have a separate regularization effect

from sharpness. In brief, we state that the effect of sharpness regularization from dropout and batch

norm can also be well emulated by noise injection with the additional effect of weight decay.

A.2.4 Deterministic Prediction

Recall that for any θ ∈ R𝑑 and σ ∈ R𝑑+, we used Qσ (θ) to denote the multivariate normal

distribition with mean θ and covariance matrix diag(σ). If we rewrite the left-hand side of the

PAC-Bayes bound by Taylor expansion, we have:

Eθ∼Q�̂� (θ̂)ℓ( 𝑓θ;D) = EΔθ∼Qσ̂ (0)ℓ( 𝑓θ̂+Δθ;D)

≈ ℓ( 𝑓θ̂,D) + EΔθ∼Qσ̂ (0) (∇ℓ( 𝑓θ̂;D)𝑇Δθ + 1
2
Δθ⊤∇2ℓ( 𝑓θ̂;D)Δθ)

= ℓ( 𝑓θ;D) + 1
2

Tr(diag(σ̂)∇2ℓ( 𝑓θ̂;D)) ≥ ℓ( 𝑓θ̂;D).

(A.21)

Recall here θ̂ and σ̂ are the minimizers of the PAC-Bayes loss, obtained by solving the

optimization problem (P). Equation (A.21) states that the deterministic predictor has a smaller
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prediction error than the Bayesian predictor. However, note that the last inequality in (A.21) is

derived under the assumption that the term ∇2ℓ( 𝑓θ;D) is positive-semidefinite. This is a reasonable

assumption as θ̂ is the local minimizer of the PAC-Bayes loss, and the PAC-Bayes loss is close to

the population loss when the number of samples is large. Nevertheless, since this property only

approximately holds, the presented argument can only serve as an intuition that shows the potential

benefits of using the deterministic predictor.

A.3 Extended Experimental Details

We conducted experiments using eight A5000 GPUs with four AMD EPYC 7543 32-core

Processors. To speed up the training process for posterior and prior variance, we utilized a warmup

method that involved updating the noise level in the posterior of each layer as a scalar for the first

50 epochs and then proceeding with normal updates after the warmup period. This method only

affects the convergence speed, not the generalization, and it was only used for large models in image

classification.

A.3.1 Parameter Settings

Recall that the exponential momentum bound 𝐾 (λ) is estimated over a range [𝛾1, 𝛾2] of 𝛾 as

per Definition 2.2.5. It means that we need the inequality

Eh∼PλE[exp (𝛾(E[𝑋 (h)] − 𝑋 (h)))] ≤ exp (𝛾2𝐾 (λ))

to hold for any 𝛾 in this range. One needs to be a little cautious when choosing the upper bound 𝛾2,

because if it is too large, then the empirical estimate of Eh∼PλE[exp (𝛾(E[𝑋 (h)] − 𝑋 (h)))] would

have too large of a variance. Therefore, we recommended 𝛾2 to be set to no more than 10 or 20. The

choice of 𝛾1 also does not seem to be very crucial, so we have fixed it to 0.5 throughout.

For large datasets (like in MNIST or CIFAR10), 𝑚 is large. Then, according to Theorem 2.2.10,

we can set the range 𝑀,𝑇, 𝑎, 𝑏 of the trainable parameters to be very large with only a little increase

of the bound (as 𝑀,𝑇, 𝑎, 𝑏 are inside the logarithm), and then during training, the parameters would

not exceed these bounds even if we don’t clip them. Hence, no clipping is needed for very large

networks or with small networks with proper initializations. But when the dataset size 𝑚 is small, or

147



the initialization is not good enough, then the correction term could be large, and clipping will be

needed.

The clipping is also needed from the usual numerical stability point of view. As 𝜆 is in the

denominator of the KL-divergence, it cannot be too close to 0. Because of this, in the numerical

experiments on GNN and CNN13/CNN15, we clip the domain of 𝜆 at a lower bound of 0.1 and

5𝑒 − 3, respectively. For the VGG and Resnet experiments, the clipping 𝜆 is optional.

A.3.2 Baseline PAC-Bayes bounds for unbounded loss functions

We compared two baseline PAC-Bayes bounds when training CNNs with our layerwise PAC-

Bayes bound. The bounds are expressed in our notation.

• SubGaussian (Corollary 4 of Germain et al. (2016)):

Eθ∼Qσ (θ)ℓ( 𝑓θ;D) ≤ Eθ∼Qσ (θ)ℓ( 𝑓θ;S) + 1
𝑚
(log

1
𝛿
+ KL(Qσ (θ) | |P)) +

1
2
𝑠2, (A.22)

where 𝑠2 is the variance factor by assuming the loss function ℓ is sub-Gaussian as defined

below:

Eθ∼PES∼D exp [𝛾(ℓ( 𝑓θ;D) − ℓ( 𝑓θ;S))] ≤ exp (𝛾
2𝑠2

2
),∀𝛾 ∈ R+.

• CGF (Theorem 9 of Rodríguez-Gálvez et al. (2023)):

Eθ∼Qσ (θ)ℓ( 𝑓θ;D) ≤ Eθ∼Qσ (θ)ℓ( 𝑓θ;S) + 1
𝛾

(
(log

1
𝛿
+ KL(Qσ (θ) | |P)) + 𝜓(𝛾)

)
, (A.23)

where 𝜓(𝛾) is a convex and continuously differentiable function defined on [0, 𝑏) for some 𝑏 ∈

R+ such that 𝜓(𝛾) = 𝜓′(𝛾) = 0 and Eθ∼PES∼D [exp(𝛾(ℓ( 𝑓θ;D) − ℓ( 𝑓θ;S)))] ≤ exp (𝜓(𝛾))

for all 𝛾 ∈ [0, 𝑏). There is no specific form of 𝜓(𝛾) provided in the original paper, so we

set 𝜓(𝛾) = 𝐾𝛾2. Moreover, 𝛾 is on the denominator of the bound, so we optimized 𝛾 when

evaluating this bound and clipped 𝛾 to the same range [0.5, 10) as we did to our algorithm.

A.3.3 Image classification

There is no data augmentation in the experiment results reported in the main text. The ones

with data augmentation can be found below. For the layerwise prior, we treated each parameter in
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the PyTorch object model.parameters() as an independent layer, i.e., the weights and bias of one

convolution/batch-norm layer were treated as two different layers. The number of training epochs of

Stage 1 is 500 epochs for PAC-Bayes training. Moreover, a learning rate scheduler was added to

both our method and the baseline to make the training fully converge. Specifically, the learning

rate will be reduced by 0.1 whenever the training accuracy does not increase for 20 epochs. For

PAC-Bayes training, the scheduler is only activated in Stage 2. The training will be terminated when

the training accuracy is above 99.9% for 20 epochs or when the learning rate decreases to below

1𝑒−5. We also add label smoothing (0.1) (Szegedy et al., 2016) to neural networks when comparing

SGD/Adam with our method on image classification tasks to enhance the final test accuracy for all

training methods.

The detailed searched values of hyperparameters include momentum for SGD (0.3, 0.6, 0.9),

learning rates (1𝑒−3, 5𝑒−3, 1𝑒−2, 5𝑒−2, 1𝑒−1, 2𝑒−1), weight decay (1𝑒−4, 5𝑒−4, 1𝑒−3, 5𝑒−3, 1𝑒−2),

and noise injection (5𝑒−4, 1𝑒−3, 5𝑒−3, 1𝑒−2). The best learning rate for Adam and AdamW is

the same since weight decay is the only difference between the two optimizers. We adjusted one

hyper-parameter at a time while keeping the others fixed to accelerate the search. To determine

the optimal hyper-parameter for a variable, we compared the mean test accuracy of the last five

epochs. We then used this selected hyper-parameter to tune the next one. We used an extensive

grid search as a baseline to ensure the best achievable test accuracy in the literature (Table 4 of

Geiping et al. (2021)). The noise injection is only applied to Adam/AdamW, as it sometimes causes

instability to SGD and does not seem to increase the test performance. We compared the mean

test accuracy of the last five epochs to determine each optimal hyper-parameter. The test accuracy

from all experiments with batch size 128 with the learning rate 1𝑒−4 is shown in Figure A.1 and

Figure A.2.

To best demonstrate the sensitivity of the hyper-parameter selection of baselines and motivate

our PAC-Bayes training, we organized the test accuracy below for ResNet18. Considering the search

efficiency, we searched the hyperparameter one by one. For SGD, we first searched the learning

rate, set the momentum and the weight decay as 0 (both are default values for SGD), and then used
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the best learning rate to search for the momentum. At last, the best-searched learning rate and

momentum are used to search for weight decay. For Adam, we searched the learning rate, weight

decay, and noise injection in an order similar to SGD. Since AdamW and Adam are the same when

setting the weight decay as 0, we searched for the best weight decay based on the best learning rate

obtained from searching on Adam.

A.3.4 Compatibility with Data Augmentation

We didn’t include data augmentation in the experiments in the main text. Because with data

augmentation, there is no rigorous way of choosing the sample size 𝑚 that appears in the PAC-Bayes

bound. More specifically, for the PAC-Bayes bound to be valid, the training data has to be i.i.d.

samples from some underlying distribution. However, most data augmentation techniques would

break the i.i.d. assumption. As a result, if we have 10 times more samples after augmentation, the

new information they bring in would be much less than those from 10 times i.i.d. samples. In this

case, how to determine the effective sample size 𝑚 to be used in the PAC-Bayes bound is a problem.

Since knowing whether a training method can work well with data augmentation is important,

we carried out the PAC-Bayes training with an ad-hoc choice of 𝑚, that is, we set 𝑚 to be the size

of the augmented data. We compared the grid-search result of SGD and Adam versus PAC-Bayes

training on CIFAR10 with ResNet18. The augmentation is achieved by random flipping and random

cropping. The data augmentation increased the size of the training sample by 128 times. The test

accuracy for SGD is 95.2%, it is 94.3% for Adam, it is 94.4% for AdamW, and it is 94.3% for

PAC-Bayes training with the layerwise prior. In contrast, the test accuracy without data augmentation

is lower than 90% for all methods. It suggests that data augmentation does not conflict with the

PAC-Bayes training in practice.

A.3.5 Model analysis

We examined the learning process of PAC-Bayes training by analyzing the posterior variance σ

for different layers in models trained by Algorithm A.2. Typically, batch norm layers have smaller

σ values than convolution layers. Additionally, shadow convolution and the last few layers have

smaller σ values than the middle layers. We also found that skip-connections in ResNet18 have
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smaller σ values than nearby layers, suggesting that important layers with a greater impact on the

output have smaller σ values.

In Stage 1, the training loss is higher than the testing loss, which means the adopted PAC-

Bayes bound is able to bound the generalization error throughout the PAC-Bayes training stage.

Additionally, we observed that the final value of 𝐾 is usually very close to the minimum of the

sampled function values. The average value of σ experienced a rapid update during the initial 50

warmup epochs but later progressed slowly until Stage 2. The details can be found in Figure A.9 and

A.13. Based on the figures, shadow convolution, and the last few layers have smaller σ values than

the middle layers for all models. We also found that skip-connections in ResNet18 and ResNet34

have smaller σ values than nearby layers on both datasets, suggesting that important layers with a

greater impact on the output have smaller σ values.

Computational cost: In PAC-Bayes training, we have four parameters θ,λ,σ, 𝛾. Among these

variables, 𝛾 can be computed on the fly or whenever needed, so there is no need to store them. We

need to store θ,λ,σ, where σ has the same size as θ and the size of λ is the same as the number

of layers which is much smaller. Hence the total storage is approximately doubled. Likewise,

when computing the gradient for θ,λ,σ, the cost of automatic differentiation in each iteration is

also approximately doubled. In the inference stage, the complexity is the same as in conventional

training.

Effect of two stages: We have tested the effect of the two stages. Without the first stage, the

algorithm cannot automatically learn the noise level and weight decay to be used in the second

stage. If the first stage is there but too short (10 epochs for example), then the final performance of

VGG13 on CIFAR100 will reduce to 64.0% . Without Stage 2, the final performance is not as good

as reported either. The test accuracy of models like VGG13 and ResNet18 on CIFAR10 would be

10% lower as in Figure A.9 and A.13.

A.3.6 Node classification by GNNs

We test the PAC-Bayes training algorithm on the following popular GNN models, tun-

ing the learning rate (1𝑒−3, 5𝑒−3, 1𝑒−2), weight decay (0, 1𝑒−4, 1𝑒−3, 1𝑒−2), noise injection
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(0, 1𝑒−3, 5𝑒−3, 1𝑒−2), and dropout (0, 0.4, 0.8). The number of filters per layer is 32 in GCN (Kipf

and Welling, 2016) and SAGE (Hamilton et al., 2017). For GAT (Veličković et al., 2018), the number

of filters is 8 per layer, the number of heads is 8, and the dropout rate of the attention coefficient

is 0.6. Fpr APPNP (Gasteiger et al., 2018), the number of filters is 32, 𝐾 = 10 and 𝛼 = 0.1. We

set the number of layers to 2, achieving the best baseline performance. A ReLU activation and a

dropout layer are added between the convolution layers for baseline training only. Since GNNs are

faster to train than convolutional neural networks, we tested all possible combinations of the above

parameters for the baseline, conducting 144 searches per model on one dataset. We use Adam as the

optimizer with the learning rate as 1𝑒−2 for all models using both training and validation nodes for

PAC-Bayes training.

We also did a separate experiment using both training and validation nodes for training. For

baselines, we need first to train the model to detect the best hyperparameters as before and then

train the model again on the combined data. Our PAC-Bayes training can also match the best

generalization of baselines in this setting.

All results are visualized in Figure A.5-A.8. The AdamW+val and scalar+val record the

performances of the baseline and the PAC-Bayes training, respectively, with both training and

validation datasets for training. We can see that test accuracy after adding validation nodes increased

significantly for both methods but still, the results of our algorithm match the best test accuracy of

baselines. Our proposed PAC-Bayes training with the scalar prior is better than most of the settings

during searching and achieved comparable test accuracy when adding validation nodes to training.

A.3.7 Few-shot text classification with transformers

The proposed method is also observed to work on transformer networks. We conducted

experiments on two text classification tasks of the GLUE benchmark as shown in Table A.1. SST is

the sentiment analysis task, whose performance is evaluated as the classification accuracy. Sentiment

analysis is the process of analyzing the sentiment of a given text to determine if the emotional tone

of the text is positive, negative, or neutral. QNLI (Question-answering Natural Language Inference)

focuses on determining the logical relationship between a given question and a corresponding
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sentence. The objective of QNLI is to determine whether the sentence contradicts, entails, or is

neutral with respect to the question.

We use classification accuracy as the evaluation metric. The baseline method uses grid

search over the hyper-parameter choices of the learning rate (1𝑒−1, 1𝑒−2, 1𝑒−3), batch size

(2, 8, 16, 32, 80), dropout ratio (0, 0.5), optimization algorithms (SGD, AdamW), noise injection

(0, 1𝑒−5, 1𝑒−4, 1𝑒−3, 1𝑒−2, 1𝑒−1), and weight decay (0, 1𝑒−1, 1𝑒−2, 1𝑒−3, 1𝑒−4). The learning

rate and batch size of our method are set to 1𝑒−3 and 100 (i.e., full-batch), respectively. In this task,

the number of training samples is small (80). As a result, the preset 𝛾2 = 10 is a bit large and thus

prevents the model from achieving the best performance with PAC-Bayes training.

We adopt BERT (Devlin et al., 2018) as our backbone and added one fully connected layer as

the classification layer. Only the added classification layer is trainable, and the pre-trained model

is frozen without gradient update. To simulate a few-shot learning scenario, we randomly sample

100 instances from the original training set and take the whole development set to evaluate the

classification performance. We split the training set into 5 splits, taking one split as the validation

data and the rest as the training set. Each experiment was conducted five times, and we report the

average performance. We used the PAC-Bayes training with the scalar prior in this experiment.

According to Table A.1, our method is competitive to the baseline method on the SST task, and the

performance gap is only 0.4 points. On the QNLI task, our method outperforms the baseline by a

large margin, and the variance of our proposed method is less than that of the baseline method.

Table A.1 Test accuracy on the development sets of 2 GLUE benchmarks.

SST QNLI

baseline 72.9±0.99 62.6±0.10
scalar 72.5±0.99 64.2±0.02

A.3.8 Additional experiments stability

We conducted extra experiments to showcase the robustness of the proposed PAC-Bayes training

algorithm. Specifically, we tested the effect of different learning rates on ResNet18 and VGG13
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models trained with layerwise prior. Learning rate has long been known as an important impact

factor of the generalization for baseline training. Within the stability range of gradient descent, the

larger the learning rate is, the better the generalization has been observed (Lewkowycz et al., 2020).

In contrast, the generalization of the PAC-Bayes trained model is less sensitive to the learning rate.

We do observe that due to the newly introduced noise parameters, the stability of the optimization

gets worse, which in turn requires a lower learning rate to achieve stable training. But as long as the

stability is guaranteed by setting the learning rate low enough, our results, as Table A.2, indicated

that the test accuracy remained stable across various learning rates for VGG13 and Resnet18. The

dash in the table means that the learning rate for that particular setting is too large to maintain the

training stability. For learning rates below 1𝑒−4, we trained the model in Stage 1 for more epochs

(700) to fully update the prior and posterior variance.

We also demonstrate that the warmup iterations (as discussed at the beginning of this section) do

not affect generalization. As shown in Table A.4, the test accuracy is insensitive to different numbers

of warmup iterations. Furthermore, additional evaluations of the effects of batch size (Table A.5),

optimizer (Tables A.6), and 𝛾1 and 𝛾2 (Table A.7)

We further visualize the sorted test accuracy of baselines and our proposed PAC-Bayes training

with large batch sizes and a fixed learning rate 5𝑒−4 in Figure A.3 and Figure A.4. These figures

demonstrate that our PAC-Bayes training algorithm achieves better test accuracy than most searched

settings. For models VGG13 and ResNet18, the large batch size is 2048, and for large models

VGG19 and ResNet34, the large batch size is set to 1280 due to the GPU memory limitation.

Table A.2 Test accuracy of ResNet18 trained with different learning rates.

lr 3𝑒−5 5𝑒−5 1𝑒−4 2𝑒−4 3𝑒−4 5𝑒−4

CIFAR10 88.4 88.8 89.3 88.6 88.3 89.2
CIFAR100 69.2 69.0 68.9 69.1 69.1 69.6
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Table A.3 Test accuracy of VGG13 trained with different learning rates.

lr 3𝑒−5 5𝑒−5 1𝑒−4 2𝑒−4 3𝑒−4 5𝑒−4

CIFAR10 88.6 88.9 89.7 89.6 89.6 89.5
CIFAR100 67.7 68.0 67.1 - - -

Table A.4 Test accuracy of ResNet18 trained with warmup epochs of 𝜎.

10 20 50 80 100 150

CIFAR10 88.5 88.5 89.3 89.5 89.5 88.9
CIFAR100 69.4 69.6 68.9 69.1 69.0 68.1

Table A.5 Test accuracy of VGG13 with different batch sizes.

Batch Size 128 256 1024 2048 2500

Test Acc 89.7 89.7 88.7 89.4 88.3

Table A.6 Test accuracy of ResNet18 using SGD: Effects of different momentum values (with
learning rate 1 × 10−3) and different learning rates (with momentum 0.9).

Momentum Learning Rate

0.3 0.6 0.9 1 × 10−4 3 × 10−4 1 × 10−3

Test Acc 88.6 88.8 89.2 88.3 88.8 89.2

Table A.7 Test accuracy of ResNet18 with different settings for 𝛾1 (with 𝛾2 = 20) and 𝛾2 (with
𝛾1 = 0.1).

𝛾1 𝛾2

0.1 0.5 1.0 10 15 20

Test Acc 88.8 89.3 88.8 89.3 89.4 89.4
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(a) VGG13 (b) VGG19

(c) ResNet18 (d) ResNet34

(e) Desnse121

Figure A.1 Sorted test accuracy of CIFAR10. The x-axis represents the experiment index.
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(a) VGG13 (b) VGG19

(c) ResNet18 (d) ResNet34

(e) Desnse121

Figure A.2 Sorted test accuracy of CIFAR100. The x-axis represents the experiment index.
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(a) VGG13 (batch: 2048) (b) ResNet18 (batch: 2048)

(c) VGG19 (batch: 1280) (d) ResNet34 (batch: 1280)

Figure A.3 Sorted test accuracy of CIFAR10 with large batch sizes. The x-axis represents the
experiment index.
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(a) VGG13 (batch: 2048) (b) ResNet18 (batch: 2048)

(c) VGG19 (batch: 1280) (d) ResNet34 (batch: 1280)

Figure A.4 Sorted test accuracy of CIFAR100 with large batch sizes. The x-axis represents the
experiment index.
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(a) CoraML (b) Citeseer (c) CoraFull

(d) DBLP (e) DBLP

Figure A.5 Test accuracy of GCN. The first and third quartiles construct the interval over the ten
random splits. {+val} denotes the performance with both training and validation datasets for training.
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(a) CoraML (b) Citeseer (c) CoraFull

(d) DBLP (e) DBLP

Figure A.6 Test accuracy of SAGE. The first and third quartiles construct the interval over the
ten random splits. {+val} denotes the performance with both training and validation datasets for
training.
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(a) CoraML (b) Citeseer (c) CoraFull

(d) DBLP (e) DBLP

Figure A.7 Test accuracy of GAT. The first and third quartiles construct the interval over the ten
random splits. {+val} denotes the performance with both training and validation datasets for training.
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(a) CoraML (b) Citeseer (c) CoraFull

(d) DBLP (e) DBLP

Figure A.8 Test accuracy of APPNP. The first and third quartiles construct the interval over the
ten random splits. {+val} denotes the performance with both training and validation datasets for
training.
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(a) mean(σ) of batch-norm layers. (b) mean(σ) of convolution layers. (c) mean(σ) in training.

(d) Function �̃� (λ̄). (e) Training and testing process.

Figure A.9 Training details of ResNet18 on CIFAR10. The red star denotes the final 𝐾 .

(a) mean(σ) of batch-norm layers. (b) mean(σ) of convolution layers. (c) mean(σ) in training.

(d) Function �̃� (λ̄). (e) Training and testing process.

Figure A.10 Training details of ResNet18 on CIFAR100. The red star denotes the final 𝐾 .
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(a) mean(σ) of batch-norm layers. (b) mean(σ) of convolution layers. (c) mean(σ) in training.

(d) Function �̃� (λ̄). (e) Training and testing process.

Figure A.11 Training details of ResNet34 on CIFAR10. The red star denotes the final 𝐾 .

(a) mean(σ) of batch-norm layers. (b) mean(σ) of convolution layers. (c) mean(σ) in training.

(d) Function �̃� (λ̄). (e) Training and testing process.

Figure A.12 Training details of ResNet34 on CIFAR100. The red star denotes the final 𝐾 .
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(a) mean(σ) of batch-norm layers. (b) mean(σ) of convolution layers. (c) mean(σ) in training.

(d) Function �̃� (λ̄). (e) Training and testing process.

Figure A.13 Training details of VGG13 on CIFAR10. The red star denotes the final 𝐾 .

166



APPENDIX B

MAGNET: A NEURAL NETWORK FOR DIRECTED GRAPHS

B.1 List of method abbreviations

• MagNet (this paper)

• ChebNet Defferrard et al. (2016)

• GCN Kipf and Welling (2016)

• APPNP Klicpera et al. (2019a)

• GAT Veličković et al. (2018)

• SAGE Hamilton et al. (2017)

• GIN Xu et al. (2018)

• DGCN Tong et al. (2020b)

• DiGraph Tong et al. (2020a)

• DiGraphIB Tong et al. (2020a): DiGraph

with inception blocks

• BiGCN: applying GCN on the original ad-

jacency matrix and its transpose matrix

separately

• BiSAGE: applying SAGE on the original

adjacency matrix and its transpose matrix

separately

• BiGAT: applying GAT on the original ad-

jacency matrix and its transpose matrix

separately

• KNN: K-nearest neighbors based on the

eigenvectors with the smallest eigenvalues

of magnetic Laplacian Fanuel et al. (2017).

B.2 Further implementation details

We set the parameter 𝐾 = 1 in our implementation of both ChebNet and MagNet, except for

synthetic noisy cylcic graphs with random input features. For sythetic noisy cylcic graphs with

random input features, we also tried 𝐾 = 2 for MagNet. We train all models with a maximum of

3000 epochs and stop early if the validation error doesn’t decrease after 500 epochs for both node

classification and link prediction tasks. One dropout layer with a probability of 0.5 is created before

the last linear layer. The model is picked with the best validation accuracy during training for testing.

We tune the number of filters in [16, 32, 48] for the graph convolutional layers for all models, except

DigraphIB, since the inception block has more trainable parameters. For node classification, we

tune the learning rate in [1𝑒−3, 5𝑒−3, 1𝑒−2] for all models. Compared with node classification, the
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number of available samples for link prediction is much larger. Thus, we set a relatively small

learning rate of 1𝑒−3.

We use Adam as the optimizer and ℓ2 regularization with the hyperparameter set as 5𝑒−4 to avoid

overfitting. We post the best testing performance by grid-searching based on validation accuracy. For

node classification on the synthetic datasets, we generate a one-dimensional node feature sampled

from the standard normal distribution. We use the original features for the other node classification

datasets. For link prediction, we use the in-degree and out-degree as the node features for all datasets

instead the original features. This allows all models to learn directed information from the adjacency

matrix. Our experiments were conducted on 8 compute nodes each with 1 Nvidia Tesla V100 GPU,

120G RAM, and 32 Intel Xeon E5-2660 v3 CPUs; as well as on a compute node with 8 Nvidia RTX

8000 GPUs, 1000GB RAM, and 48 Intel Xeon Silver 4116 CPUs.

Here are implementation details specific to certain methods:

• We set the parameter 𝜖 to 0 in GIN for both tasks.

• For GAT and BiGAT, the number of heads tuned is in [2, 4, 8].

• For APPNP, we set 𝐾 = 10 for node classification (following the original paper Klicpera et al.

(2019a)), and search K in [1, 5, 10] for link prediction.

• The coefficient𝛼 for PageRank-based models (APPNP, DiGraph) is searched in [0.05, 0.1, 0.15, 0.2].

• For DiGraph, the model includes graph convolutional layers without the high-order approxi-

mation and inception module. The high order Laplacian and the inception module is included

in DigraphIB.

• DigraphIB is a bit different than other networks because it requires generating a three-channel

Laplacian tensor. For this network, the number of filters for each channel is searched in

[6, 11, 21] for node classification and link prediction.

• For GCN, the out-degree normalized, directed adjacency matrix, including self-loops is also

tried in addition to the symmetrized adjacency matrix for node classification tasks, except for

synthetic datasets since symmetrization will break the cluster pattern.
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• For other spatial methods, including APPNP, GAT, SAGE, and GIN, we tried both the

symmetrized adjacency matrices and the original directed adjacency matrices for node

classification tasks except for synthetic datasets.

• For KNN, we set 𝑞 = 0.25 and 𝐾 = 5.

B.3 Datasets

B.4 Node classification

We use six real datasets for node classification. A directed edge is defined as follows. If the edge

(𝑢, 𝑣) ∈ 𝐸 but (𝑣, 𝑢) ∉ 𝐸 , then (𝑢, 𝑣) is a directed edge. If (𝑢, 𝑣) ∈ 𝐸 and (𝑣, 𝑢) ∈ 𝐸 , then (𝑢, 𝑣)

and (𝑣, 𝑢) are undirected edges (in other words, undirected edges that are not self-loops are counted

twice). For the citation datasets, Cora-ML and Citeseer, we randomly select 20 nodes in each class

for training, 500 nodes for validation, and the rest for testing following Tong et al. (2020a). For the

synthetic datasets (ordered DSBM graphs, cyclic DSBM graphs, noisy cyclic DSBM graphs), we

generate a one-dimensional node feature sampled from the standard normal distribution.

Ten folds are generated randomly for each dataset, except for Cornell, Texas and Wisconsin. For

Cornell, Texas, and Wisconsin, we use the same training, validation, and testing folds as Pei et al.

(2020). For Telegram, we treat it as a directed, unweighted graph and randomly generate 10 splits

for training/validation/testing with 60%/20%/20% of the nodes. The node features are sampled from

the normal distribution.

B.5 Link prediction

We use eight real datasets in link prediction. Instead of using the original features, we use

the in-degree and out-degree as the node features in order to allow the models to learn structural

information from the adjacency matrix directly. The connectivity is maintained by getting the

undirected minimum spanning tree before removing edges for validation and testing. For the results

in the main text, undirected edges and, if they exist, pairs of vertices with multiple edges between

them, may be placed in the training/validation/testing sets. However, labels that indicate the direction

of such edges are not well defined, and therefore can be considered as noisy labels from the machine
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learning perspective. In order to obtain a full set of well-defined, noiseless labels, in the supplement

we also run experiments in which undirected edges and pairs of vertices with multiple edges between

them are ignored when sampling edges for training/validation/testing (in other words, only directed

edges, and the absence of an edge, are included). We evaluated all models on four prediction tasks,

which we now describe.

To construct the datasets that we use for training, validation and testing, which consist of pairs

of vertices in the graph, we do the following. (1) Existence prediction. If (𝑢, 𝑣) ∈ 𝐸 , we give (𝑢, 𝑣)

the label 0, otherwise its label is 1. The proportion of the two classes of edges is 25% and 75%,

respectively, when undirected edges and multi-edges are included, and 50% and 50%, respectively,

when only directed edges are included. (2) Direction prediction. Given an ordered node pair

(𝑢, 𝑣), we give the label 0 if (𝑢, 𝑣) ∈ 𝐸 and the label 1 if (𝑣, 𝑢) ∈ 𝐸 , conditioning on (𝑢, 𝑣) ∈ 𝐸 or

(𝑣, 𝑢) ∈ 𝐸 . The proportion of the two types of edges is 50% and 50%. We randomly generated ten

folds for all datasets. We used 15% and 5% of edges for testing and validation for all datasets.

B.6 Eigenvalues of the magnetic Laplacian

In this section we state and prove three theorems. Theorem B.6.1, which shows that both the

normalized and unnormalized magnetic Laplacian a postive semidefinite, is well known (see e.g.

Fanuel et al. (2018)). Theorem B.6.2, which shows that the eigenvalues of the normalized magnetic

Laplacian lie in the interval [0, 2], is a straightforward adaption of the corresponding result for

the traditional normalized graph Laplacian. Finally, Theorem B.6.4 proves the un-normalized

magnetic Laplacian may be factored in terms of a complex valued incidence matrix, analogous to

the well-known result for the standard graph Laplacian. We give full proofs of all three results for

completeness.

Theorem B.6.1. Let 𝐺 = (𝑉, 𝐸) be a directed graph where 𝑉 is a set of 𝑁 vertices and 𝐸 ⊆ 𝑉 ×𝑉

is a set of directed edges. Then, for all 𝑞 ≥ 0, both the unnormalized magnetic Laplacian L(𝑞)
𝑈

and

its normalized counterpart L(𝑞)
𝑁

are positive semidefinite.

Proof. Let x ∈ C𝑁 . We first note that since L(𝑞)
𝑈

is Hermitian we have Imag(x†L(𝑞)
𝑈

x) = 0. Next,
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we use the definition of D𝑠 and the fact that A𝑠 is symmetric to observe that

2Real
(
x†L(𝑞)

𝑈
x
)

=2
𝑁∑︁

𝑢,𝑣=1
D𝑠 (𝑢, 𝑣)x(𝑢)x(𝑣) − 2

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣)x(𝑢)x(𝑣) cos(𝑖𝚯(𝑞) (𝑢, 𝑣))

=2
𝑁∑︁
𝑢=1

D𝑠 (𝑢, 𝑢)x(𝑢)x(𝑢) − 2
𝑁∑︁

𝑢,𝑣=1
A𝑠 (𝑢, 𝑣)x(𝑢)x(𝑣) cos(𝑖𝚯(𝑞) (𝑢, 𝑣))

=2
𝑁∑︁

𝑢,𝑣=1
A𝑠 (𝑢, 𝑣) |x(𝑢) |2 − 2

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣)x(𝑢)x(𝑣) cos(𝑖𝚯(𝑞) (𝑢, 𝑣))

=

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣) |x(𝑢) |2 +
𝑁∑︁

𝑢,𝑣=1
A𝑠 (𝑣, 𝑢) |x(𝑣) |2 − 2

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣)x(𝑢)x(𝑣) cos(𝑖𝚯(𝑞) (𝑢, 𝑣))

=

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣)
(
|x(𝑢) |2 + |x(𝑣) |2 − 2x(𝑢)x(𝑣) cos(𝑖𝚯(𝑞) (𝑢, 𝑣))

)
(B.1)

≥
𝑁∑︁

𝑢,𝑣=1
A𝑠 (𝑢, 𝑣)

(
|x(𝑢) |2 + |x(𝑣) |2 − 2|x(𝑢) | |x(𝑣) |

)
=

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣) ( |x(𝑢) | − |x(𝑣) |)2

≥0.

Thus, L(𝑞)
𝑈

is positive semidefinite. For the normalized magnetic Laplacian, we note that(
D−1/2
𝑠 A𝑠D−1/2

𝑠

)
⊙ exp(𝑖𝚯(𝑞)) = D−1/2

𝑠

(
A𝑠 ⊙ exp(𝑖𝚯(𝑞))

)
D−1/2
𝑠 ,

and therefore

L(𝑞)
𝑁

= D−1/2
𝑠 L(𝑞)

𝑈
D−1/2
𝑠 . (B.2)

Thus, letting y = D−1/2
𝑠 x, the fact that D𝑠 is diagonal implies

x†L(𝑞)
𝑁

x = x†D−1/2
𝑠 L(𝑞)

𝑈
D−1/2
𝑠 x = y†L(𝑞)

𝑈
y ≥ 0.

□

Theorem B.6.2. Let 𝐺 = (𝑉, 𝐸) be a directed graph where 𝑉 is a set of 𝑁 vertices and 𝐸 ⊆ 𝑉 ×𝑉

is a set of directed edges. Then, for all 𝑞 ≥ 0, the eigenvalues of the normalized magnetic Laplacian

L(𝑞)
𝑁

are contained in the interval [0, 2].
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Proof. By Theorem B.6.1, we know that L(𝑞)
𝑁

has real, nonnegative eigenvalues. Therefore, we need

to show that the lead eigenvalue, 𝜆𝑁 , is less than or equal to 2. The Courant-Fischer theorem shows

that

𝜆𝑁 = max
x≠0

x†L(𝑞)
𝑁

x
x†x

.

Therefore, using (B.2) and setting y = D−1/2
𝑠 x, we have

𝜆𝑁 = max
x≠0

x†D−1/2
𝑠 L(𝑞)

𝑈
D−1/2
𝑠 x

x†x
= max

y≠0

y†L(𝑞)
𝑈

y
y†D𝑠y

.

First, we observe that since D𝑠 is diagonal, we have

y†D𝑠y =

𝑁∑︁
𝑢,𝑣=1

D𝑠 (𝑢, 𝑣)y(𝑢)y(𝑣) =
𝑁∑︁
𝑢=1

D𝑠 (𝑢, 𝑢) |y(𝑢) |2

Next, we note that by (B.1), we have

y†L(𝑞)
𝑈

y =
1
2

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣)
(
|x(𝑢) |2 + |x(𝑣) |2 − 2x(𝑢)x(𝑣) cos(𝑖𝚯(𝑞) (𝑢, 𝑣))

)
≤ 1

2

𝑁∑︁
𝑢,𝑣=1

A𝑠 (𝑢, 𝑣) ( |x(𝑢) | + |x(𝑣) |)2

≤
𝑁∑︁

𝑢,𝑣=1
A𝑠 (𝑢, 𝑣) ( |x(𝑢) |2 + |x(𝑣) |2).

Therefore, since As is symmetric, we have

y†L(𝑞)
𝑈

y ≤ 2
𝑁∑︁

𝑢,𝑣=1
A𝑠 (𝑢, 𝑣) |x(𝑢) |2

= 2
𝑁∑︁
𝑢=1
|x(𝑢) |2

(
𝑁∑︁
𝑣=1

A𝑠 (𝑢, 𝑣)
)

= 2
𝑁∑︁
𝑢=1

D𝑠 (𝑢, 𝑢) |x(𝑢) |2

= 2y†D𝑠y.

□

Definition B.6.3. Let 𝐺 = (𝑉, 𝐸) be a directed graph where 𝑉 is a set of 𝑁 vertices and 𝐸 ⊆ 𝑉 ×𝑉

is a set of directed edges. We say that a link (𝑢, 𝑣) ∈ 𝐸 is bidirectional if the “reverse" link (𝑣, 𝑢) is

also also in 𝐸 . If a link is not bidirectional we say that it is unidirectional.
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Theorem B.6.4. Let 𝐺 = (𝑉, 𝐸) be a directed graph where 𝑉 is a set of 𝑁 vertices and 𝐸 ⊆ 𝑉 ×𝑉

is a set of directed edges. Then, for all 𝑞 ≥ 0, the unnormalized magnetic Laplacian may be factored

as L(𝑞)
𝑈

= B(𝑞) (B(𝑞))†, where B(𝑞) is a modified incidence matrix defined by

B(𝑞) ( 𝑗 , ℓ) =



1√
2
𝑒𝑖𝜋𝑞 if j is the source of link ℓ and ℓ is unidirectional

−1√
2
𝑒−𝑖𝜋𝑞 if j is the sink of the link ℓ and ℓ is unidirectional

1 if j is the source of the link ℓ and ℓ is bidirectional

1 if j is the sink of the link ℓ and ℓ is bidirectional

0 otherwise

.

Proof. Let B = B(𝑞) for the remainder of the proof. By definition we have,

(BB†) ( 𝑗 , 𝑘) =
∑︁
ℓ

B( 𝑗 , ℓ)B(𝑘, ℓ)

If 𝑗 = 𝑘, we have

(BB†) ( 𝑗 , 𝑗)

=
∑︁
ℓ

B( 𝑗 , ℓ)B( 𝑗 , ℓ)

=
∑︁

ℓ unidirectional
st. 𝑗 is a source

B( 𝑗 , ℓ)B( 𝑗 , ℓ) +
∑︁

ℓ unidirectional
st. 𝑗 is a sink

B( 𝑗 , ℓ)B( 𝑗 , ℓ)

+
∑︁

ℓ bidirectional
st. 𝑗 is a source

B( 𝑗 , ℓ)B( 𝑗 , ℓ) +
∑︁

ℓ bidirectional
st. 𝑗 is a sink

B( 𝑗 , ℓ)B( 𝑗 , ℓ)

=
∑︁

ℓ unidirectional
st. 𝑗 is a source

1
√

2
𝑒𝑖𝜋𝑞

1
√

2
𝑒𝑖𝜋𝑞 +

∑︁
ℓ unidirectional

st. 𝑗 is a sink

−1
√

2
𝑒−𝑖𝜋𝑞

(
−1
√

2
𝑒𝑖𝜋𝑞

)
+

∑︁
ℓ bidirectional
st. 𝑗 is a source

1 +
∑︁

ℓ bidirectional
st. 𝑗 is a sink

1

=
1
2
(𝑑𝑖𝑛 ( 𝑗) + 𝑑𝑜𝑢𝑡 ( 𝑗))

=𝑑𝑠 ( 𝑗).

If 𝑗 ≠ 𝑘 and there is a link from 𝑗 to 𝑘 but not from 𝑘 to 𝑗 , then

(BB†) ( 𝑗 , 𝑘) =
∑︁
ℓ

B( 𝑗 , ℓ)B(𝑘, ℓ) = 1
√

2
𝑒𝑖𝜋𝑞

(
−1
√

2
𝑒𝑖𝜋𝑞

)
=
−1
2
𝑒2𝜋𝑖𝑞 = −H(𝑞) ( 𝑗 , 𝑘)
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Likewise, if there is a link from 𝑘 to 𝑗 but not from 𝑗 to 𝑘 we have

(BB†) ( 𝑗 , 𝑘) =
∑︁
ℓ

B( 𝑗 , ℓ)B(𝑘, ℓ) =
(
−1
√

2
𝑒−𝑖𝜋𝑞

)
1
√

2
𝑒−𝑖𝜋𝑞 =

−1
2
𝑒−2𝜋𝑖𝑞 = −H(𝑞) ( 𝑗 , 𝑘).

Lastly, if there is neither a link from 𝑘 to 𝑗 or 𝑗 to 𝑘 we have (BB†) ( 𝑗 , 𝑘) = 0. □

B.7 The eigenvectors and eigenvalues of directed stars and cycles

In this section, we examine the eigenvectors and eigenvalues of the unnormalized magnetic

Laplacian on two example graphs. As alluded to in the main text, in the directed star graph directional

information is contained in the eigenvectors only. For the directed cycle, on the other hand, the

magnetic Laplacian encodes the directed nature of the graph only through the eigenvalues. Both

examples can be verified via direct pen and paper calculation.

Figure B.1 Directed stars (a) 𝐺 (in) , and (b) 𝐺 (out)

Example 1. Let 𝐺 (in) and 𝐺 (out) be the directed star graphs with vertices 𝑉 = {1, . . . , 𝑁} and edges

pointing in/out to the central vertex as shown in Figure B.1. Then the eigenvalues of L(𝑞,in)
𝑈

, the

unnormalized magnetic Laplacian on 𝐺 in, are given by

𝜆in
1 = 0, 𝜆in

𝑘 =
1
2

for 2 ≤ 𝑘 ≤ 𝑁 − 1, and 𝜆in
𝑁 =

𝑁

2
.

If we let 𝑣 = 1 be the central vertex, then the lead eigenvector is given by

uin
1 (1) = 𝑒

2𝜋𝑖𝑞, uin
1 (𝑛) = 1, 2 ≤ 𝑛 ≤ 𝑁.

For 2 ≤ 𝑘 ≤ 𝑁 − 1, the eigenvectors are

uin
𝑘 = δ𝑘 − δ𝑘+1,
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and the final eigenvector is given by

uin
𝑁 (1) = −𝑒

2𝜋𝑖𝑞, uin
𝑁 (𝑛) =

1
𝑁 − 1

, 2 ≤ 𝑛 ≤ 𝑁.

The phase matrices satisfies 𝚯(𝑞,in) = −𝚯(𝑞,out) . Therefore, the associated magnetic Laplacians

satisfy L(𝑞,in)
𝑈
(𝑢, 𝑣) = L(𝑞,out)

𝑈
(𝑢, 𝑣). Since these matrices are Hermitian, this implies that the

corresponding eigenvalue-eigenvector pairs satisfy 𝜆in
𝑘
= 𝜆out

𝑘
, and uin

𝑘
= uout

𝑘
. Hence, uin

1 and uout
1

identify the central vertex, and the sign of their imaginary parts at this vertex identifies whether it is

a source or a sink. On the other hand, the eigenvalues give no directional information.

Example 2. Let 𝐺 be the directed cycle. Then, then the eigenvalues of L(𝑞)
𝑈

is are the classical

Fourier modes u𝑘 (𝑛) = 𝑒(2𝜋𝑖𝑘𝑛/𝑁) , independent of 𝑞. The eigenvalues, however, do depend on 𝑞 and

are given by

𝜆𝑘 = 1 − cos
(
2𝜋

(
𝑘

𝑁
+ 𝑞

))
, 1 ≤ 𝑘 ≤ 𝑁.
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APPENDIX C

UNSUPERVISED LEARNING OF FULL-WAVEFORM INVERSION: CONNECTING CNN
AND PARTIAL DIFFERENTIAL EQUATION IN A LOOP

C.1 Network Architecture

Since the number of receivers 𝑅 and the number of timesteps 𝑇 in seismic measurements are

unbalanced (𝑇 ≫ 𝑅), we first stack a 7×1 and six 3×1 convolutional layers (with stride 2 every

the other layer to reduce dimension) to extract temporal features until the temporal dimension is

close to 𝑅. Then, six 3×3 convolutional layers are followed to extract spatial-temporal features. The

resolution is down-sampled every the other layer by using stride 2. Next, the feature map is flattened

and a fully connected layer is applied to generate the latent feature with dimension 512. The decoder

first repeats the latent vector by 25 times to generate a 5×5×512 tensor. Then it is followed by five

3×3 convolutional layers with nearest neighbor upsampling in between, resulting in a feature map

with size 80×80×32. Finally, we center-crop the feature map (70×70) and apply a 3×3 convolution

layer to output a single channel velocity map.

All the aforementioned convolutional and upsampling layers are followed by a batch nor-

malization (Ioffe and Szegedy, 2015) and a leaky ReLU (Nair and Hinton, 2010) as activation

function.

C.2 Derivation of Forward Modeling in Practice

Similar to the finite difference in time domain, in 2D situation, by applying the fourth-order

central finite difference in space, the Laplacian of 𝑝(r, 𝑡) can be discretized as

∇2𝑝(r, 𝑡) =𝜕
2𝑝

𝜕𝑥2 +
𝜕2𝑝

𝜕𝑧2 ,

≈ 1
(Δ𝑥)2

2∑︁
𝑖=−2

𝑐𝑖𝑝
𝑡
𝑥+𝑖,𝑧 +

1
(Δ𝑧)2

2∑︁
𝑖=−2

𝑐𝑖𝑝
𝑡
𝑥,𝑧+𝑖

+𝑂 [(Δ𝑥)4 + (Δ𝑧)4] ,

(C.1)

where 𝑐0 = −5
2 , 𝑐1 = 4

3 , 𝑐2 = − 1
12 , 𝑐𝑖 = 𝑐−𝑖, and 𝑥 and 𝑧 stand for the horizontal offset and the depth

of a 2D velocity map, respectively. For convenience, we assume that the vertical grid spacing Δ𝑧 is

identical to the horizontal grid spacing Δ𝑥.
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Given the approximation in Equations 3.21 and C.1, we can rewrite the Equation 3.14 as

𝑝𝑡+1𝑥,𝑧 = (2 − 5𝛼)𝑝𝑡𝑥,𝑧 − 𝑝𝑡−1
𝑥,𝑧 − (Δ𝑥)2𝛼𝑠𝑡𝑥,𝑧 + 𝛼

2∑︁
𝑖=−2
𝑖≠0

𝑐𝑖 (𝑝𝑡𝑥+𝑖,𝑧 + 𝑝𝑡𝑥,𝑧+𝑖) , (C.2)

where 𝛼 = ( 𝑣Δ𝑡
Δ𝑥
)2.

During the simulation of the forward modeling, the boundaries of the velocity maps should be

carefully handled because they may cause reflection artifacts that interfere with the desired waves.

One of the standard methods to reduce the boundary effects is to add absorbing layers around the

original velocity map. Waves are trapped and attenuated by a damping parameter when propagating

through those absorbing layers. Here, we follow Collino and Tsogka (2001) and implement the

damping parameter as

𝜅 = 𝑑 (𝑢) = 3𝑢𝑣
2𝐿2 𝑙𝑛(𝑅) , (C.3)

where 𝐿 denotes the overall thickness of absorbing layers, 𝑢 indicates the distance between the current

position and the closest boundary of the original velocity map, and 𝑅 is the theoretical reflection

coefficient chosen to be 10−7. With absorbing layers added, Equation 3.22 can be ultimately written

as

𝑝𝑡+1𝑥,𝑧 = (2 − 5𝛼 − 𝜅)𝑝𝑡𝑥,𝑧 − (1 − 𝜅)𝑝𝑡−1
𝑥,𝑧 − (Δ𝑥)2𝛼𝑠𝑡𝑥,𝑧 + 𝛼

2∑︁
𝑖=−2
𝑖≠0

𝑐𝑖 (𝑝𝑡𝑥+𝑖,𝑧 + 𝑝𝑡𝑥,𝑧+𝑖) . (C.4)

C.3 OpenFWI Examples and Inversion Results of Different Methods
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Velocity Channel 1 Channel 2 Channel 3 Channel 4 Channel 5

Figure C.1 More examples of velocity maps and their corresponding seismic measurements in
OpenFWI dataset.
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Ground Truth InversionNet VelocityGAN H-PGNN+
UPFWI-24K

(Ours)
UPFWI-48K

(Ours)

Figure C.2 Comparison of different methods on inverted velocity maps of FlatFault. The details
revealed by our UPFWI are highlighted.
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Ground Truth InversionNet VelocityGAN H-PGNN+
UPFWI-24K

(Ours)
UPFWI-48K

(Ours)

Figure C.3 Comparison of different methods on inverted velocity maps of CurvedFault. The details
revealed by our UPFWI are highlighted.
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C.4 Additional Experiment Results

Ground Truth Prediction Ground Truth Prediction

Figure C.4 Results of low-resolution Marmousi Dataset. This dataset contains low-resolution
velocity maps generated using style transfer with the Marmousi velocity map as the style images.
Our UPFWI model yields good results in shallow regions, and it also captures some geological
structures in deeper regions. Similar phenomenon is also observed in the prediction of the smoothed
Marmousi velocity map (bottom-right corner).

181



Figure C.5 Results of salt bodies dataset. This dataset contains more complicated velocity maps.
Our UPFWI model yields good velocity map prediction (bottom) on both salt bodies and background
geological structures compared to the ground truth (top).
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Ground Truth CNN MLP-Mixer ViT

Figure C.6 Results of UPFWI with different network architectures. We replace the CNN in our
model with Vision Transformer (ViT) and MLP-Mixer as the encoder and test them on the FlatFault
dataset. Both models yield reasonable velocity maps. This demonstrates that our proposed learning
paradigm is model-agnostic.
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Seismic Input

Velocity Map

Seismic Input

Velocity Map

Ground Truth Clean PSNR=61.60dB PSNR=58.70dB PSNR=51.58dB

Figure C.7 Results of adding Gaussian noise to FlatFault. The model is trained on the clean data
(without noise) and tested on different levels (PSNR) of Gaussian noises. Clearly, our method is
robust to the noise although slight degradation is observed when noise level increases.
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Seismic Input

Velocity Map

Seismic Input

Velocity Map

Ground Truth Clean PSNR=61.72dB PSNR=58.70dB PSNR=51.68dB

Figure C.8 Results of adding Gaussian noise to CurvedFault. The model is trained on the clean data
(without noise) and tested on different levels (PSNR) of Gaussian noises. Similar to the results of
FlatFault, our method is robust to the noise although slight degradation is observed when noise level
increases.
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Seismic Input

Velocity Map

Seismic Input

Velocity Map

Ground Truth Clean 7 Missing 10 Missing 17 Missing

Figure C.9 Results of randomly missing traces on FlatFault. The model is trained on the clean
data (without missing traces) and tested on multiple missing rates from 5% to 25%. Our method is
robust to the missing traces. Although the higher missing rate leads to shifts in velocity values, the
geological structures are well preserved.
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Seismic Input

Velocity Map

Seismic Input

Velocity Map

Ground Truth Clean 7 Missing 10 Missing 17 Missing

Figure C.10 Results of randomly missing traces on CurvedFault. The model is trained on the clean
data (without missing traces) and tested on multiple missing rates from 5% to 25%. Similar to the
results of FlatFault, our method is robust to the missing traces. Although the higher missing rate
leads to shifts in velocity values, the geological structures are well preserved.
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Additional experiments to investigate generalization. We conducted two additional exper-

iments: (1) training our model on the CurvedFault dataset and further testing on the FlatFault

dataset (visualization results are listed in Figure C.11, and quantitative results are shown in Table C.1);

(2) testing our model on time-lapse imaging problems (visualization results are listed in Figure C.12).

The results demonstrate that our proposed model yields generalization ability to a certain degree.

Table C.1 Quantitative results of our UPFWI models evaluated on FlatFault.

Training Dataset Test Dataset MAE↓ MSE↓ SSIM↑

FlatFault FlatFault 14.60 1146.09 0.9895

CurvedFault FlatFault 50.80 17627.65 0.9253

Ground Truth

Prediction

Figure C.11 Results on generalization across datasets. The test is performed on FlatFault by applying
a UPFWI model that is trained on CurvedFault dataset. Although the artifact is not negligible,
the fault structures and velocity values are well preserved. This demonstrates that our model has
generalizability to a certain degree.
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Ground Truth

Prediction

Ground Truth

Prediction

t = 0 t = 1 t = 2 t = 3

Figure C.12 Results on generalizability over geological anomalies. The test is performed on a
dataset where we add additional geological anomalies to simulate time-lapse imaging problems.
The velocity maps containing those anomalies are not included during training. However, our model
captures the spatial and temporal dynamics of anomalies in prediction. This demonstrates that our
model has generalizability to a certain degree.

189


