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ABSTRACT

Packaging evaluation is an important process to ensure the safety of packages. The process

involves evaluating the packaging of the product to make sure it reaches the customer in a good

condition. Packaging engineers evaluate the packaging design by using different methods such

as mechanical testing, computer simulations like FEM, and collecting data from participants to

simulate the real environment. Despite the value of data collection and mechanical tests in initial

design, there remains a need for a fast and inexpensive method to continuously evaluate packag-

ing designs post-implementation. While mechanical testing and computer simulations have been

implemented to fulfill this need, these methods have limitations in effectively evaluating packag-

ing performance. By increasing the abundance of data collections, data-driven approaches such

as artificial intelligence (AI) have gained more attention. In this work, an attempt was made to

implement AI in packaging evaluation. The implementation was examined in two phases:

1. A Novel Packaging Evaluation Method using Sentiment Analysis of Customer Reviews.

As mentioned, current approaches toward evaluating packaging design (test and FEM) have

their own limitations. These methods try to simulate the actual environment, but since these simu-

lations cannot yet perfectly replicate real-life scenarios, the question remains of whether they are

successful in this pursuit or not. Therefore, it is essential for the packaging engineers to evaluate

their packaging design even after it is implemented. To address these shortcomings, a method

was proposed to evaluate the packaging performance in an actual environment through customers’

reviews using natural language processing (NLP). NLP is a branch of AI that teaches computers

to understand and process human language, enabling tasks like translation and sentiment analy-

sis. Based on the results, engineers can identify potential sources of design failure. Moreover,

the percentage of failures over various months and years is examined to identify the potential ef-

fects of seasonal changes on packaging failure. In our work, we compared three different TVs,

labeled as A, B, and C. The percentage of packaging failure for each of them was 5.73%, 9.60%,

and 11.19%, respectively, which means TV C had the worst protection through distribution. By

using this method, the packaging performance can be evaluated from customer reviews instead of



physical testing which will save time and cost.

2. Machine Learning Modeling of Patients’ Attention of Over-the-counter Medication Label

Design.

Progress has been made toward creating a model that can be used to study the effects of differ-

ent parameters on label design and predict the patient’s behavior with respect to parameter changes.

In this respect, data provided by the Healthcare, Universal Design, Biomechanics (HUB) research

group at Michigan State University (MSU) was utilized. They implemented a new design for Over-

the-Counter (OTC) medication. They put a small box in front of the package (FOP), highlighting

important information for the patients to increase patients’ attention, and their likelihood to read

the label of OTC medication. The HUB research group gathered their results from ninety-two par-

ticipants by using a change detection method. The goal of this project was to predict the response

time of the participants with respect to changes. In this project, the impact of content change on

response trials with three classes (hit, miss, and time out) was studied using three ML approaches:

Decision Tree (DT), Random Forest (RF), and K-Nearest Neighbors (KNN), chosen for their ef-

fectiveness with categorical data. The models were trained and tested for accuracy and area under

the curve (AUC), which measures their ability to differentiate between response classes. Results

showed accuracies of 85% for DT, 88% for RF, and 90% for KNN, with corresponding AUC values

of 0.5, 0.54, and 0.5. Despite satisfactory accuracies, the AUC scores indicated that the models’

performances were not as effective as expected. Further analysis indicated that the models’ limi-

tation to predicting only in the ’hit’ class was due to imbalanced data. By applying SMOTE, the

dataset was balanced more effectively, resulting in a boost in model performance. Although the ac-

curacy decreases to 78% and 81% for RF and DT models, respectively, the AUC value increased to

0.81 and 0.79 for RF and DT, demonstrating SMOTE’s efficacy in managing imbalanced datasets.

The model significantly improved its classification of the ’hit,’ ’miss,’ and ’time out’ classes.
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CHAPTER 1

Introduction

1.1 Motivation

Packaging evaluation is an important process to ensure the safety of packages during distribution.

It is a systematic process of assessing and analyzing packaging materials, designs, and functions

to determine their effectiveness in achieving specific objectives and meeting predefined criteria.

The process involves a comprehensive examination of various aspects of packaging, such as its

visual appeal, structural integrity, sustainability, usability, and its ability to protect and preserve

the product it contains.

Packaging evaluation varies significantly across industries, each with specific focuses. Cos-

metics packaging combines product protection with aesthetic appeal [1]. The distribution and

logistics sector emphasizes durable and efficient packaging for safe product transit and storage [2].

In the medical field, especially for over-the-counter (OTC) medications, packaging ensures steril-

ity, safety, and efficacy with clear labeling. Finally, food packaging aims to maintain freshness,

prevent contamination, and offer consumer convenience [3], ensuring product quality and safety.

This research primarily focuses on two key industries: distribution and medical. It aims to

explore and compare the distinct challenges and methodologies in packaging evaluation within

these sectors.

Packages experience different hazards during distribution, like shocks, vibration, temperature

changes, and pressure change thus, packaging plays an important role in protecting products. Also,

every new package should undergo a series of physical tests, to ensure the protection of the pack-

age. These tests are designed to replicate real-world conditions, leading to the question: do they

accurately emulate actual scenarios? At this stage, it becomes essential for engineers to assess

the package design after it has been commercialized, emphasizing the critical nature of packaging
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evaluation.

Three prevalent methods for evaluating packaging are field testing, lab testing, and computer

simulation, such as finite element modeling (FEM). Each of these evaluation methods comes with

its own strengths and weaknesses. Field testing involves assessing packaging in real-world sce-

narios. This approach gives insights into how packaging holds up during transportation, storage,

and actual consumer use. Although field testing offers invaluable real-world insights, it can also

be time-consuming and expensive. Lab testing, by contrast, consists of controlled experiments

conducted in a laboratory environment. It aims to evaluate specific facets of packaging perfor-

mance. There are several standardized test methods available, including those from the interna-

tional organization for standardization (ISO), american society for testing and materials (ASTM),

and international safe transit association (ISTA). While lab testing ensures controlled conditions, it

might not always emulate real-world situations perfectly. Computer simulations like FEM employ

mathematical models to anticipate how packaging will behave under different conditions, negating

the need for physical prototypes. Such simulations are not only cost-effective but also aid in design

optimization. However, their success largely depends on the precision of the models used.

In the medical field, particularly for OTC medication, packaging evaluation is a critical process

that ensures consumer safety and compliance with regulatory standards. This evaluation focuses on

the clarity and accuracy of labeling, which is essential for guiding consumers in the correct usage

of the medication. Key elements of an OTC label include detailed information on active ingre-

dients, dosage instructions, intended use, warnings, potential side effects, and contraindications.

The design of the packaging also plays a role in ensuring the product’s integrity and preventing

tampering or misuse. Regulatory bodies like the U.S. Food and Drug Administration (FDA) set

stringent guidelines for OTC medication labeling to maintain high standards of public health and

safety [4].

Consequently, we are exploring methods that are cost-effective, capable of simulating real

environments, and easy to implement. Artificial intelligence (AI) can be considered as a solution

that encompasses all these factors. In recent years, the capabilities of AI have expanded and now
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offer solutions to various challenges. Among its diverse applications are machine learning (ML)

and natural language processing (NLP). NLP, in particular, has shown prowess in analyzing and

understanding human language. For instance, it can be effectively used to determine sentiments

from textual data. In our initial project, we leveraged NLP to probe the sentiment present in

customer reviews, especially those related to the packaging of products. On the other hand, ML

specializes in pattern recognition among vast sets of data. In a subsequent project, this research

employed ML to detect specific patterns within data related to OTC medications. By doing so, the

aim is to refine and potentially reduce the amount of data collection required when dealing with

new datasets.

1.2 Objective of the Study

The primary objective of this study is to integrate AI into the evaluation processes within the

packaging industry. To achieve this, AI methodologies were applied in two distinct projects.

Objective 1: The first project delves into the realm of NLP, aiming to gauge packaging per-

formance by analyzing customer reviews from online platforms. This approach offers a unique

perspective by capturing direct consumer feedback, potentially highlighting areas that traditional

assessment methods might overlook.

Objective 2: The second project utilizes machine learning techniques, specifically decision

trees (DT), random forest (RF), and k-nearest neighbors (KNN), to classify study models. This

classification can pave the way for optimized evaluation processes, thereby reducing the need for

resource-intensive in-person testing in the future.

1.3 Structure of the Thesis

The structure of this thesis is outlined as follows: The first chapter delves into the motivation and

objectives of the study. In the second chapter, the background and a literature review related to the

work are presented. The subsequent two chapters detail two projects that integrate packaging with

AI. Lastly, the final chapter offers a discussion on the findings and implications of this thesis.
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CHAPTER 2

Background and Literature Review

2.1 Packaging Distribution and Evaluation

To gain a clearer understanding of this section, begin with the definition of ’Packaging’. Packaging

involves the process of designing, evaluating, and producing packages. It can be described as

a coordinated system of preparing goods for transport, warehousing, distribution, logistics, sale,

and end use [5]. This part is divided into two sections: ’Packaging Distribution’ and ’Packaging

Evaluation’, each of which is explained in detail in the subsequent text.

2.1.1 Packaging Distribution

Packaging distribution refers to the entire process of storing, transporting, and delivering products

in their respective packaging to retailers or directly to end consumers. This process ensures that

products remain intact and retain their quality from the point of manufacture to the final destination.

During their journey through the distribution chain, packages encounter a variety of hazards [6, 7].

In this context, packaging assumes a critical function, acting as a shield to safeguard the products

within. It ensures that goods remain undamaged and intact with minimum cost, maintaining their

quality and value as they move through various stages of distribution [2].

Packaging is categorized into three types based on its function and objective: primary packag-

ing, secondary packaging, and tertiary packaging [8].

• Primary Packaging: This is the material that first envelops the product and holds it. It is in

direct contact with the product itself. Examples include a bottle containing liquid detergent

or a carton containing eggs.

• Secondary Packaging: This packaging groups several primary-packaged products together. It

is used to protect the product during transportation and handling. Examples include the
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cardboard box containing individual packs of crisps or the plastic rings holding together a

six-pack of soda.

• Tertiary Packaging: It is used for bulk handling, warehouse storage, and transport shipping.

The primary objective is to protect the product during transportation and storage. An exam-

ple would be the pallets on which goods are placed for transport or the shrink wrap used to

secure them. The figure 2.1 shows each of these types.

Figure 2.1. Primary-Secondary-Tertiary Packaging [9]

Although primary, secondary, and tertiary packaging provide substantial protection against

many distribution and handling challenges, some risks remain. These include manual and mechan-

ical handling challenges, as well as distribution risks such as compression, impacts, vibrations, and

environmental conditions. Each of these will be briefly explained below:

- Manual handling: It refers to the basic operations like folding, inserting, wrapping, sealing,

and labeling, which are part of the packaging process and are performed manually by workers[10].

- Mechanical handling: Refers to the use of machinery, such as forklifts, to handle and transport

materials, specifically focusing on how different types of forklifts, pallet designs, entry speeds, and
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loads impact the physical forces exerted during the process of moving pallets [11].

• Compression: In the context of packaging and distribution, refers to the force exerted on a

package or its contents due to external pressures. This can happen during storage (such as

when products are stacked on top of each other) or transportation (due to tight packing or

shifting cargo). Understanding and testing for compression resistance is crucial to ensure

product integrity and safety during handling and shipping [12].

• Impact: The impact refers to the effects that handling, storage, and transportation conditions

have on the integrity and stability of packaged goods. Throughout the distribution process,

packages are subject to various dynamic forces, like impacts resulting from loading, unload-

ing, and vehicle movements. Such forces can jeopardize the structural integrity of the pack-

aging and the safety of the product inside, especially for fragile items or those susceptible

to environmental conditions. As such, the impact in packaging distribution is a fundamen-

tal consideration, directly influencing product protection, distribution efficiency, and overall

customer satisfaction.

• Vibration: Typically involves a recurring pattern with a relatively mild intensity. During trans-

portation, the movement of the vehicle continuously produces a constant level of vibration.

To analyze this motion more easily, these vibrating systems are often simplified and depicted

as systems consisting of springs and masses [13].

• Environmental Conditions: Climatic hazards occur as a result of variations in temperature,

atmospheric pressure, and humidity. Exposure to low temperatures can lead to the freezing

of liquid solutions and the cracking of their containers. On the other hand, high temperatures

bring about several negative effects, including faster diffusion rates and the intrusion of water

vapor, which can result in contamination. Additionally, high temperatures can lead to the loss

of volatile substances in products, as well as chemical reactions like hydrolysis and oxidation

[14].
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Additionally, there are various types of transportation, such as rail, truck, and ship, each with

its own risks. In order to get the protection for these risks, a series of physical tests are being done

on new packaging. A few of these tests include shock, vibration, compression, and others [15].

Figure 2.2. Brick and Mortar vs E-Commerce[16]

Also, beyond the various modes of transportation, there are distinct distribution channels such

as e-commerce and brick-and-mortar retailing. Therefore, the different type of distribution need

different packaging. The packaging requirements for e-commerce differ significantly from those

for brick-and-mortar retail due to the increased complexity of the distribution process. Figure 2.2

showed the journey of a package from the manufacturer to the consumer in both brick-and-mortar

and e-commerce settings. It is clear that the e-commerce route involves a more extensive sequence

of touch points. Let’s delve into the detailed journey a package undergoes in both brick-and-mortar

retail and e-commerce.

Brick and mortar retail distribution chain is: the process starts with manufacturing the product,

which is then packaged and sent in pallets to a distribution center (DC). At the DC, these products

are then dispatched in cases to retail stores. It’s at the retail store where the products are finally
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unpacked from their protective cases, and placed on shelves for customers to buy and use. It’s the

consumers who browse the store aisles, choose the items they want, scan them at checkout, pack

them into bags, and then carry their purchases home.

The e-commerce approach is characterized as selling products directly to the consumer. In

e-commerce distribution chain, after the product is transported by truck, it goes to the inventory at

the DC. There, it is taken off the pallet, and some items are wrapped and prepared for shipping,

which involves additional handling. Orders may consist of single or multiple-item packages for

delivery. These then travel by plane or truck to various DCs, such as UPS, FedEx, or USPS. Upon

arrival at the DC, they are sorted and sent to local DCs before finally being dispatched for delivery

to customers [16]. As Sara [16] has demonstrated, packages in e-commerce are subject to three

times more touch points compared to those in traditional retail channels.

2.1.2 Packaging Evaluation

Packaging evaluation involves the comprehensive analysis and testing of packaging components

and systems to determine their efficacy in preserving product quality, ensuring user convenience,

complying with regulations, minimizing environmental impact, and achieving other desired objec-

tives [17]. According to Robertson[18], to fairly evaluate packaging, it is necessary to recognize

the various packaging functionality.

Packaging function based on Robertson [18] can be categorized into six main groups: contain-

ment, protection, apportionment, unitisation, convenience, and communication. Each of these will

be explained in detail.

- Containment: Packaging’s primary role, which many might overlook, is containment. Ex-

cept for large items, products need packaging to be transported. Whether it’s a milk bottle or a

cement wagon, the package needs to securely hold the product. If not contained properly, there

could be significant environmental pollution, like cement spilling from an open truck or chemicals

from a leaking drum. Effective containment through packaging is crucial in modern society to

prevent environmental damage as numerous products are moved daily. Poor packaging could lead

to substantial environmental pollution.
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- Protection: The main job of packaging is to shield its contents from external factors like

water, gases, bacteria, and physical damages, and also to safeguard the environment from poten-

tially harmful products like toxic chemicals. For many foods, packaging is vital for preservation.

For instance, juices and milk in aseptic cartons stay safe only while the package is intact; simi-

larly, vacuum-packed meat’s shelf life relies on the packaging being airtight. If the packaging is

compromised, the product’s preservation is lost.

- Apportionment: Packaging’s role in dividing large industrial quantities into consumer-friendly

sizes is often overlooked but crucial. For instance, a large vat of wine is divided into bottles, and

bulk butter is packaged into small portions. In essence, modern society’s mass production relies on

packaging to distribute products into manageable sizes for consumers. The affordability of many

products is due to large-scale production and its associated cost savings. As production scales up,

so does the importance of packaging to break down products into consumer-friendly amounts.

- Unitisation: Packaging streamlines the process of transporting goods both nationally and

internationally. Instead of handling each item separately, primary packages are grouped into sec-

ondary ones, like corrugated cases. These secondary packages are then combined into tertiary

packages, such as stretch-wrapped pallets. This can even extend to a fourth level, where multi-

ple pallets are placed in a container. Through this layered packaging approach, handling becomes

more efficient as fewer individual packages or loads need to be managed.

- Convenience: Modern lifestyles and societal shifts, such as changing family structures and

more women in the workforce, have influenced the packaging industry. Increases in single-person

households, changing eating habits like snacking on the go, a variety of food and drink needs at

outdoor events, and more free time, have spurred a demand for convenience in products. People

want pre-made foods that can be quickly prepared, easy-to-use cleaning products, organized med-

ication packs, and mess-free dispensers. Packaging has been crucial in meeting these needs by

making products user-friendly.

- Communication: The old saying "a package must protect what it sells and sell what it pro-

tects" holds true today. Packaging plays an important role in marketing, making products easily
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recognizable through branding and labels, which aids in efficient self-service shopping. Without

distinctive packaging, shopping would be tedious and confusing. Additionally, modern checkouts

use universal product codes (UPC) on packages for quick scanning. Packaging also communicates

essential details in warehouses and distribution centers; without proper labels, operations can be-

come chaotic. In international trade, clear symbols are crucial due to language differences, but

many packages still miss out on providing this vital information [18].

Now that there is familiarity with the various functions of packaging, it becomes important to

understand the methods of packaging evaluation, especially in the context of distribution. These

methods include field testing, lab testing, and computer simulations, each of which is explained in

detail.

In the realm of user experience, field testing refers to evaluating a product or system in the

user’s environment to understand its usability and the user’s interactions with it under real-world

conditions.

Field testing in distribution testing for packaging refers to evaluating the packaging’s perfor-

mance under real-world conditions. It involves testing the package during actual transportation

and handling processes to observe how well it protects its contents. This could include monitor-

ing the package through different transportation modes (like trucks, ships, or planes), handling at

warehouses, and exposure to various environmental conditions [13].

An example of field testing in packaging is using Lansmont sensors (Figure 2.3) which involves

placing these sensors inside or on a package to monitor real-world conditions during transit. Lans-

mont sensors are capable of recording data on impacts, vibrations, temperature, and humidity. For

instance, a company shipping fragile electronics might use Lansmont sensors in their packages

to track the conditions experienced during various transportation modes such as trucks, ships, or

planes. The collected data helps in analyzing how well the packaging protects its contents against

real-world stresses, enabling the company to make informed decisions on packaging design and

materials to enhance product safety during shipping.

One of the significant advantages of field testing is that it offers insights that reflect real-world
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Figure 2.3. Lansmore Sensors [19]

use and performance, providing a more genuine picture of how a product or system will function

in its intended environment. This real-world testing often facilitates direct interaction with end-

users, yielding valuable feedback that might not surface in lab settings. Additionally, field tests

can be adapted to a variety of environments, capturing the range of conditions a product might en-

counter. By accounting for unexpected variables, field testing can illuminate unforeseen challenges

or benefits[20].

However, field testing is not without challenges. Due to its real-world nature, there’s a distinct

lack of control, making it difficult to isolate specific variables and potentially introducing uncer-

tainties in results. Field tests, especially those conducted in diverse or remote locations, might

prove to be more time-consuming and costlier than their lab counterparts. Ensuring consistent test

conditions across multiple field tests can be a challenge, complicating comparisons between tests.

External factors such as weather conditions, human error, or other unpredictable elements can also

influence and potentially skew the outcomes [20].

Lab testing refers to the evaluation or examination of a product, material, or system in a con-
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trolled environment where conditions can be monitored and manipulated to assess various proper-

ties or functionalities [21].

Lab testing in packaging distribution typically involves a series of controlled experiments de-

signed to simulate the stresses that packaging might encounter during shipping and handling. This

includes vibration testing, where packaging is placed on a vibration table to mimic the effects of

transportation by truck or rail, assessing the structural integrity and the protection of contents. Drop

tests from various heights and angles are conducted to simulate potential falls during handling,

evaluating the packaging’s ability to withstand impact shocks. Additionally, compression testing

is performed to determine the maximum load the packaging can endure, simulating the pressures

of stacking during transit and storage. Environmental testing in climate-controlled chambers as-

sesses the packaging’s resilience to extreme temperatures and humidity changes, mirroring varying

weather conditions it might face (Figure 2.4). The results from these tests are crucial for identi-

fying weaknesses in the packaging design and making necessary improvements to ensure product

safety and integrity throughout the distribution process [22].

According to Kirk [26], lab testing offers several advantages, foremost being the ability to

conduct tests in a controlled environment. This controlled setting ensures the consistency of test

conditions, allowing for a higher degree of precision and accuracy in the results. Such an envi-

ronment is also beneficial for safety, especially when dealing with potential hazards or dangerous

materials. The isolation of specific variables in a lab setting makes it easier for researchers to de-

termine causal relationships, and labs typically house advanced equipment, providing the ability

to garner detailed insights.

However, lab testing is not without its drawbacks. One significant limitation is that results

from a lab might not always be applicable or directly translatable to real-world scenarios due

to the highly controlled conditions. Setting up and maintaining a lab, especially with advanced

equipment, can be quite costly.

In certain fields, such as medical research, lab testing can raise ethical concerns, particularly

when it involves testing on animals. The controlled nature of lab tests might mean that some
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Figure 2.4. Lab Testing: (a) Compression [23], (b) Vibration [24], (c) Enviromental Chamber, and
(d) Drop [25]

real-world variables get overlooked, potentially limiting the scope of the results. Additionally, the

entire process of designing, setting up, and conducting lab tests can be time-intensive[26].

A computer simulation is a method of using a computer to mimic a physical experiment. Es-

sentially, a simulation runs a model of the system to which you want to make inferences, in place

of performing a test on the real system, which may be hazardous, time-consuming, or expensive

[27].
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Computer simulation has different models; one of them is finite element method (FEM). FEM

is extensively used in structural engineering to predict and analyze the behavior of structures under

various loads. By breaking down a larger structure into smaller, simpler parts (finite elements),

engineers can simulate stress, strain, and deformation to ensure a structure’s safety and efficiency

before physical construction begins[28]. Fadiji et al. [29] utilizing finite element analysis (FEA) in

packaging distribution focuses on the structural performance of ventilated corrugated paperboard

packaging. It emphasizes how FEA can effectively model and predict the behavior of packaging

materials under various mechanical loads common in distribution scenarios.Their study particu-

larly examines how design elements such as vent holes and material thickness influence the overall

strength and integrity of packaging. It demonstrates the importance of FEM in optimizing packag-

ing design, enhancing durability and efficiency in distribution environments.

Louong et al.[30] employs FEA to model the strength of corrugated board boxes subjected to

impact dynamics. The researchers utilize finite element simulations to study the structural behavior

and mechanical properties of corrugated board packaging under various impact conditions (Figure

2.5). Through their analysis, they aim to better understand the factors influencing the strength and

durability of corrugated board boxes, providing insights into optimizing their design for improved

performance and protection of packaged goods during transportation and handling.

Figure 2.5. Finite element simulation of corrugated board box under impact dynamics [30]

The FEM is a renowned computational approach extensively used in fields like engineering and
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physics to solve complex equations on intricate geometries. Its major strength lies in its versatility,

aptly handling non-uniform shapes and varying material characteristics. This makes it instrumental

in areas like structural analysis, fluid movement, and heat transfer. FEM’s ability to detail localized

effects is particularly useful when addressing stress points or specific heat sources.

However, FEM does have its shortcomings. Its computational intensity, especially for detailed

three-dimensional models, often demands high-end computational equipment. The reliability of

the results is also dependent on the mesh’s quality and the selection of element types. Incorrect

choices can lead to discrepancies in outcomes. Moreover, for those unfamiliar with FEM, under-

standing its results requires a deep grasp of the method’s intricacies [31]. Therefore, a method for

packaging that relies on computer simulation and can be time-consuming is being sought, which

aims to be streamlined by using artificial intelligence.

2.2 Over the Counter (OTC) Drug Labeling

2.2.1 OTC medicines

Medications in the US in 1951, with the passage of the Durham-Humphrey Amendment to the Fed-

eral Food Drug and Cosmetic Act (FEDCA), were legislated into two categories, over-the-counter

(OTC) and prescriptions. Prescribed medications are those that supervision by a doctor and are

mandated to carry the label, "Caution: Federal law prohibits dispensing without a prescription."

This requirement is due to their habit-forming nature or the risk of harm that could arise from im-

proper use [32]. In contrast, OTC medications, also known as non-prescription drugs, are deemed

safe and effective for use by individuals without the need for a physician’s prescription or super-

vision [33]. For every dollar expended on OTC, the health care system saves approximately 7.20

dollars (Instead of using the healthcare system to get prescription medications), which is an esti-

mated total of 146 billion dollars savings annually [34]. Furthermore, OTC has other advantages

like privacy, convenience, flexibility, and quick access. Consequently, OTC found a vital role in

America’s health system [35]. A drug must typically undergo a comprehensive, data-focused pro-

cess called the "RX to OTC switch" to be classified as an OTC medication. In the United States,

the US Food and Drug Administration (FDA) regulates this process [36].
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In the U.S., the number of OTC drug products on the market is estimated to range from 100,000

to 300,000. A growing quantity of these products is being imported from international manufac-

turers and distributors. Annually, American consumers spend billions of dollars on these OTC

medications. Additionally, as healthcare costs continue to rise in the U.S., an increasing number

of consumers are turning to OTC drugs for self-medication [37].

The definition of self-medication is described as the act of using drugs, herbs, or home remedies

based on one’s own decision or following someone else’s suggestion, without seeking a doctor’s

guidance [38]. Successfull self-medication involves accurately identifying symptoms and choosing

a suitable medicine or product, along with the right dosage and timing. Additionally, it requires

knowledge of the individual’s previous medical history, any existing co-morbid conditions, and

any other medications being taken. A crucial part of this process is also regularly monitoring how

the treatment is working and watching out for any possible side effects [39].

Despite its popularity and advantages, self-medication with OTCs comes with risk. Simple,

and routine decisions about OTCs can have negative consequences [40]. Like negative effects or

adverse drug reaction (ADR) due to drug misuse. Drug misuse can be a consequence of drug-drug

interactions or drug diagnosis interactions. ADR can be defined as “an appreciably harmful and

unpleasant reaction resulting from an intervention related to the use of a medicinal product” [41].

A meta-analysis showed annually 106,000 US deaths occur because of ADRs[42].

These effects are more commonly seen in groups at higher risk, such as the elderly, individuals

with limited literacy, and those who speak languages other than the native one. Additionally,

people following complicated medication schedules are also more susceptible [40].

To reduce the chances of an ADR, various approaches are necessary. However, in the context of

OTC drugs, labeling is a key preventive strategy. While there are multiple sources of information

available for choosing and using OTCs, research indicates that often the label is the only source

consumers refer to [43]. Consequently, proper labeling plays a significant role in preventing ADRs,

including issues like overdosing, interactions between different drugs, or conflicts between a drug

and a specific medical diagnosis [44].
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2.2.2 Labeling

In Section 201(m) of the Federal Food, Drug, and Cosmetic Act (FFDCA), the concept of "label-

ing" is specifically defined:

"all labels and other written, printed, or graphic matter (1) upon any article of any of its con-

tainers or wrappers, or (2) accompanying such article"

The term "label" is included under the wider definition of "labeling," and it is described in

section 201(k) of FFDCA as:

"display of written, printed, or graphic matter upon the immediate container of any article..."

[45].

Labeling is widely recognized as an effective way to convey important information. Consumers

often prefer using OTC product labels as a reliable source of information for making healthcare

decisions [46]. For self-medication, labels on OTC medicines are important as they provide es-

sential details for the safe and effective use of the medication. This includes information about

active ingredients, how to use the medicine, safety warnings, and dosage instructions, all aimed

at helping patients make informed choices and correctly use the medicine [47]. Building on this

area of theoretical research, researchers have employed various versions of these models in efforts

to categorize and comprehend the way patients interpret and use labeling information on packag-

ing. This understanding assists in decision-making regarding medical products, focusing on how

consumers evaluate and utilize them [48, 49, 50].

Regulated information for OTC drugs consists of two main parts (that shows in Figure 2.6):

(1) the Principal Display Panel (PDP)(21 CFR 201.66), referred to as "the part of a label that is

most likely to be displayed, presented, shown, or examined under customary condition of display

for retail sale" and (2) the Drug Facts Labeling (DFL)(21 CFR 201.66) that contain "the active

ingredients" and their purpose the product’s uses, warnings, directions, other information, and

inactive ingredients.

Numerous studies have focused on enhancing patient attention through modifications in the

design of labels. These changes include using larger and more prominent font sizes, strategically
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Figure 2.6. Principal Display Panel and Drug Facts [40]

positioning crucial information on the front part of the packaging, and emphasizing warning in-

structions to ensure they stand out[51, 52]. One of these studies [40], the basis of this work is a

study which suggests the implementation of a small box on the Front of the Package (FOP) and

highlight important information.

In this work [40], researchers collected information from ninety-two participants through a

change detection technique. The study necessitated participants to come to Michigan State Uni-

versity for an initial assessment and the main test, involving a two-hour computer session where

they responded to a range of questions and shared their personal information. This method, how-

ever, is expensive and time-intensive for both participants and researchers. Moreover, each time

a new label design is introduced or different groups of participants are included, new in-person

testing is required. To address the challenges associated with in-person testing, this research in-

troduces the concept of employing machine learning models, a subset of artificial intelligence, for

modeling patients’ attention to label designs.The details of this study will be explained in Chapter

4.
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2.3 Overview of Artificial Intelligence (AI)

2.3.1 Introduction of AI

AI was first defined by Stanford Professor John McCarthy in 1955 as "the science and engineering

of making intelligent machines." In other words, it is related to understanding human intelligence

by using computers [53, 54]. AI has a rich and complex history that spans several decades [55].

The field of AI was officially established in 1956 during the Dartmouth Conference, where

researchers gathered to explore the possibility of creating machines that could simulate human

intelligence [56]. Early AI research focused on areas such as problem-solving, symbolic reason-

ing, and natural language processing. Key figures during this period include Alan Turing, John

McCarthy, Marvin Minsky, and Allen Newell, who laid the foundations of AI research [57].

However, the field faced significant challenges during the 1970s and 1980s, which became

known as the "AI Winter." High expectations for AI capabilities did not match the actual results,

leading to a decrease in funding and interest. Progress in AI was slower than anticipated, and

symbolic AI and expert systems dominated the field [58]. This period of reduced enthusiasm led

to a reassessment of goals and approaches in AI research.

The resurgence of AI came in the 1990s and beyond, driven by advancements in machine

learning (ML) and neural networks. ML gained prominence as a subfield of AI (Figure 2.7), em-

phasizing the development of algorithms that enable computers to learn from data. The availability

of large datasets and increased computing power propelled ML, leading to breakthroughs in areas

such as computer vision, speech recognition, and data mining [59, 60]. Furthermore, deep learning

(DL), a subset of ML (Figure 2.7) that utilizes neural networks with multiple layers, has revolu-

tionized AI applications, achieving remarkable results in image and speech recognition, natural

language processing, and autonomous systems [61].

AI systems, particularly those based on ML, work by utilizing algorithms and large datasets to

learn patterns and make predictions or take actions. A key aspect of ML is the training process,

where algorithms are exposed to labeled data and adjust their internal parameters to minimize the

difference between predicted outputs and true labels. This process allows the algorithm to learn
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Figure 2.7. AI, ML, and DL

complex representations and generalize from the training data to new, unseen examples. According

to Pedro Domingos, a professor of computer science, AI algorithms are designed to "learn from

experience and extract knowledge from data to make accurate predictions or take actions" [62].

2.3.2 Introduction of ML

ML a scientific discipline, focuses on developing algorithms and statistical models that allow com-

puter systems to perform tasks without explicit programming. Instead, the system learns to identify

patterns and make predictions based on data provided to it [63].

ML has a rich history that dates back several decades. In the 1950s and 1960s, early work on

neural networks and perceptrons laid the foundation for ML. Arthur Samuel’s development of a

program that could learn to play checkers in the 1950s is often cited as one of the first practical

applications of ML [64]. However, ML faced challenges in the 1970s as symbolic AI and expert

systems gained prominence [65]. The resurgence of ML came in the 1980s and 1990s with the

rediscovery of the backpropagation algorithm, enabling efficient training of neural networks [66].

This led to significant advancements in the field, including the development of support vector

machines (SVMs) and decision trees. The availability of large datasets and increased computing
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power in the 2000s further propelled ML, giving rise to data-driven approaches and the era of big

data [67]. Throughout its history, ML has evolved from early neural networks to sophisticated

data-driven approaches, thanks to key milestones and contributions from researchers.

ML has various algorithms like, supervised learning, unsupervised learning, semi-supervised

learning, reinforcement learning, multi-task learning, ensemble learning, neural network, instance

based learning [63].

2.3.2.1 Supervised Learning

In supervised learning, ML algorithms learn from labeled training data, where each example is

associated with a known output or label [68]. The goal is to develop a model that can accurately

predict the output for new, unseen inputs. Supervised learning is commonly used in tasks like

classification and regression. For example, in image classification, an algorithm can learn to clas-

sify images into different categories based on labeled training data [69]. Famous applications of

supervised learning is decision tree (DT), naive bayes, SVM [63], k-nearest neighbour (KNN), and

random fores (RF). Each of which is explained in detail in the following.

A DT is a ML approach that recursively partitions the input data into subsets based on the

values of input features. It uses a tree-like structure, where each internal node represents a feature

or attribute, each branch represents a possible value or outcome of that feature, and each leaf node

represents a decision or prediction. The tree is constructed by recursively splitting the data based

on feature values to optimize a criterion such as information gain or Gini Impurity [68, 70].

Gini impurity is a measure of impurity or uncertainty to evaluate the quality of a split at a

particular node. It quantifies the probability of misclassifying a randomly chosen element from the

dataset if it were randomly labeled according to the class distribution at that node. The formula for

calculating Gini Impurity is as follows:

Gini Impurity = 1−
∑

(pi)
2 (2.1)

where pi represents the probability of an element belonging to class i [71].

21



Naive Bayes is a supervised ML algorithm based on Bayes’ theorem and the assumption of fea-

ture independence. It is commonly used for classification tasks, particularly in NLP and document

categorization. Naive Bayes calculates the probability of a class label given a set of features by as-

suming that the features are conditionally independent of each other, given the class label [72, 73].

The Naive Bayes algorithm is efficient, simple, and particularly well-suited for text classification

tasks. Despite the assumption of feature independence, Naive Bayes can perform well in practice

and often provides fast and accurate predictions [72].

Support Vector Machine (SVM) is used for both classification and regression tasks. It works

by finding an optimal hyperplane in a high-dimensional feature space that best separates the data

points of different classes or predicts the target values. SVM is particularly effective in handling

high-dimensional data and datasets with clear class boundaries [69]. The SVM algorithm operates

as follows: given a labeled training dataset, SVM aims to find the best hyperplane that maximally

separates the data points of different classes. The hyperplane is defined as a decision boundary

that separates the data with the largest possible margin. SVM transforms the input data into a

higher-dimensional feature space using a kernel function. The kernel function computes the sim-

ilarity between data points in the original feature space [74]. In the transformed feature space,

SVM searches for the hyperplane that maximizes the margin, which is the distance between the

hyperplane and the nearest data points of each class. The data points closest to the hyperplane,

known as support vectors, play a crucial role in defining the decision boundary. For classification,

SVM assigns new data points to classes based on which side of the decision boundary they fall.

For regression, SVM predicts the target values based on their position relative to the hyperplane

[75].

K-nearest neighbors (KNN) is used for classification and regression tasks. It operates on the

principle of similarity, where the class or value of a new data point is determined by its proxim-

ity to the k nearest neighbors in the training dataset [68]. In KNN, the value of K represents the

number of neighbors considered and it works as given a labeled training dataset, where each data

point consists of a set of features and a corresponding class label (for classification) or value (for
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regression) [73]. When a new unlabeled data point needs to be classified or predicted, the algo-

rithm identifies the k nearest neighbors in the training dataset based on a distance metric (such

as Euclidean distance or Manhattan distance) that measures the similarity between feature vectors.

For classification, the class label of the new data point is determined by a majority vote among its k

nearest neighbors. The class label that occurs most frequently among the neighbors is assigned to

the new data point. For regression, the predicted value of the new data point is typically calculated

as the average or weighted average of the values of its k nearest neighbors [76, 77].

RF is an ensemble ML algorithm that combines multiple DT to create a more robust and ac-

curate model [78]. It is widely used for both classification and regression tasks. RF builds an

ensemble of DT by training each tree on a random subset of the training data and using a random

subset of features for each split [79]. The RF algorithm operates as follows: given a labeled train-

ing dataset, RF creates an ensemble of DT. The number of trees in the ensemble is a user-defined

parameter. For each tree in the ensemble, a random subset of the training data is selected with

replacement (known as bootstrap aggregating or "bagging"). This random sampling introduces

diversity in the training data for each tree [80]. Additionally, for each split in a DT, only a random

subset of features is considered. This further enhances the diversity among the trees. As mentioned

previously, each DT is trained using the selected data and features, typically using a criterion such

as information gain or Gini Impurity to determine the optimal splits at each internal node.

One of the differences between RF and DT is, RF is usually more accurate compared to DT.

RF is used in different industries such as banking, healthcare, and marketing. This is because of

its versatility, robustness, and ability to handle complex datasets with a mix of categorical and

numerical features [81].

2.3.2.2 Unsupervised Learning

Unsupervised learning is a ML paradigm where the goal is to discover underlying patterns, struc-

tures, or relationships within a dataset without the use of explicit labels or target outputs. Unlike

supervised learning, unsupervised learning algorithms work with unlabeled data, relying on in-

herent patterns or similarities present in the data to uncover meaningful information [82, 83]. In
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unsupervised learning, the algorithm explores the data and seeks to identify inherent structures or

clusters, capture dependencies, or reduce the dimensionality of the input space. It does so by lever-

aging techniques such as clustering, dimensionality reduction, anomaly detection, or generative

modeling [69].

Bishop [59] discusses unsupervised learning as a fundamental aspect of ML and pattern recog-

nition. It covers various unsupervised learning techniques, including clustering, dimensionality re-

duction, density estimation, and generative models. The book explores the theoretical foundations,

algorithmic approaches, and practical applications of unsupervised learning, providing valuable

insights into the field. In unsupervised learning, clustering algorithms group similar data points

together based on their proximity or similarity measures. Dimensionality reduction techniques

aim to reduce the dimensionality of the data while preserving its important characteristics [77].

Density estimation methods, estimate the probability distribution of the data, providing insights

into its underlying structure. Generative models learn the underlying data distribution and can

generate new samples from it. Unsupervised learning is widely used in various domains, including

data mining, computer vision, NLP, and anomaly detection. It plays a crucial role in exploratory

data analysis, data preprocessing, and feature learning [84]. Example of unsupervised learning

is customer segmentation, imagine a retail company that wants to understand its customer base

better for targeted marketing campaigns. They have a large dataset containing various customer

attributes such as age, income, purchase history, and browsing behavior. By applying unsupervised

learning techniques, such as clustering, the company can group similar customers together based

on their shared characteristics. Using clustering algorithms like k-means or hierarchical clustering,

the company can identify distinct segments within their customer base [85]. These segments may

represent different customer profiles, such as young professionals, families, or high-income indi-

viduals. The algorithm autonomously discovers these segments based on patterns and similarities

found in the data, without any predefined labels [68]. Once the customer segments are identified,

the company can tailor their marketing strategies to each segment’s specific needs and preferences.

For example, they can design targeted promotions or personalized recommendations for each cus-

24



tomer segment, maximizing the effectiveness of their marketing efforts. This real-life example

demonstrates how unsupervised learning can help businesses gain insights from unlabeled data.

By utilizing unsupervised learning techniques, companies can uncover hidden patterns and struc-

tures within their data, enabling them to make informed decisions and develop targeted strategies

in various domains, including marketing, customer analysis, and business intelligence [86].

One key distinction between supervised and unsupervised learning is the presence or absence

of labeled training data. Supervised learning relies on labeled examples to learn patterns and make

predictions, while unsupervised learning explores the data’s inherent structure without the need

for labels [87]. Supervised learning is suitable for tasks where the desired output is known and

requires accurate predictions, while unsupervised learning is beneficial when exploring and under-

standing the underlying patterns and relationships in the data. Additionally, supervised learning

often involves a clear optimization objective (minimizing prediction errors), whereas unsupervised

learning tasks may have more varied goals, such as clustering or dimensionality reduction [69, 59].

2.3.2.3 Semi-supervised Learning

Semi-supervised learning is a ML approach that utilizes both labeled and unlabeled data to im-

prove the performance of learning algorithms [88]. It aims to leverage the abundance of unlabeled

data in conjunction with a limited amount of labeled data to enhance the learning process and

achieve better predictive accuracy. In semi-supervised learning, the labeled data contains instances

with known class labels, while the unlabeled data consists of instances without any class labels.

The algorithm aims to exploit the underlying structure and patterns in the unlabeled data to make

more informed predictions on the labeled data [89]. One of the fundamental assumptions in semi-

supervised learning is the "cluster assumption". This assumption states that data points that are

close to each other in the input space are likely to share the same class label. By incorporating this

assumption, the algorithm can propagate labels from labeled instances to neighboring unlabeled in-

stances, effectively utilizing the unlabeled data to refine the decision boundaries. Semi-supervised

learning algorithms often employ techniques such as co-training, self-training, or generative mod-

els to leverage the unlabeled data. These methods iteratively update the model using the labeled
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data and then utilize the model to make predictions on the unlabeled data, incorporating the confi-

dent predictions back into the training process [90].

The example of semi-supervised learning is a social media platform that wants to detect and

classify toxic or offensive comments posted by users. The platform has a small labeled dataset

where certain comments are labeled as toxic or non-toxic. However, the volume of user-generated

content is massive, and it is not feasible to manually label every comment. In this case, semi-

supervised learning can be employed to improve the detection of toxic comments. The platform

can start by training a classifier on the initial labeled dataset using supervised learning techniques

[91]. This model learns from the labeled comments and can make predictions on new, unseen com-

ments. Next, the platform can leverage the unlabeled comments available on the platform. It can

use the predictions of the initial model on the unlabeled comments and identify a subset of com-

ments where the model is highly confident in its predictions, either as toxic or non-toxic. To obtain

labels for the subset of unlabeled comments, the platform can utilize user feedback mechanisms.

For example, it can ask users to report whether a comment is toxic or not. By collecting these

user reports, the platform can obtain pseudo-labels for the subset of unlabeled comments. With the

newly labeled subset of comments, the platform can retrain the model, incorporating the pseudo-

labeled instances alongside the initial labeled data [92]. This iterative process of using the model’s

predictions, collecting user feedback, and retraining the model can continue, gradually expanding

the labeled dataset and refining the model’s performance. By leveraging semi-supervised learning,

the social media platform can harness the collective intelligence of its user community to effec-

tively detect and classify toxic comments. The iterative process of model improvement ensures

that the system becomes more accurate over time, allowing for better moderation and maintaining

a healthier online environment. This example demonstrates how semi-supervised learning can be

applied in real-life scenarios where the volume of unlabeled data is extensive, and manual labeling

is challenging or impractical. By combining the power of labeled data with user feedback and iter-

ative learning, semi-supervised learning enables more effective and scalable solutions for content

moderation and user safety [89].
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2.3.2.4 Implement ML to the Packaging

ML has seen growth across various scientific fields, and packaging is no exception. ML has been

implemented in numerous packaging domains, such as food, delivery systems, medical supplies,

beverages, and supply chain management. Below, we explore some of these studies in detail:

The paper [93] titled "Machine Learning for Predicting Chemical Migration from Food Pack-

aging Materials to Foods" likely explores the application of ML techniques to predict the transfer

of chemicals from packaging materials into food products. This research is crucial for ensuring

food safety and compliance with health regulations. Typically, such a study would involve collect-

ing data on various types of packaging materials, the chemicals they contain, and the conditions

under which food is stored. ML models are then trained on this data to identify patterns and predict

the likelihood and extent of chemical migration under different scenarios. This predictive capa-

bility can help manufacturers and food safety authorities in assessing potential health risks and

in making informed decisions about the suitability of packaging materials for different types of

food products. The ML models would be particularly useful in simulating various conditions and

predicting outcomes without the need for extensive physical testing.

This study [94] addresses the challenge of ensuring fast and reliable delivery in online retail-

ing by developing, data-driven approach to estimate and promise real-time delivery times for new

customer orders. Recognizing the importance of accurate delivery time promises in managing cus-

tomer expectations and enhancing satisfaction, the research utilizes tree-based models to generate

distributional forecasts. These models account for the complex interplay between delivery time

and various operational factors. A key innovation of the study is the introduction of an asymmetric

loss function in quantile regression forests, tailored for cost-sensitive decision-making. The ef-

fectiveness of this approach is demonstrated through real-world data from JD.com, showing that

the proposed method not only improves forecasting accuracy but also has the potential to increase

sales volume by 6.1 percent compared to the existing policy. The study highlights the managerial

significance of accurately estimating delivery time distributions, thereby enabling online retailers

to strategically set promised times to maximize customer satisfaction and drive sales.
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The study by Ting [95], focuses on using DL to identify blister-packaged drugs to prevent

medication errors. It utilizes a DL drug identification (DLDI) model, which employs the you only

look once (YOLO) DL framework for image processing. The study trained the model with images

of drug blister packs, both front and back, to identify drugs accurately. The model significantly

outperformed traditional computer vision solutions in identifying drugs, demonstrating over 90

percent accuracy, and has the potential to assist pharmacists in correctly dispensing drugs and

reducing errors caused by look-alike packaging. This approach highlights the application of ML

in enhancing the safety and efficiency of medical packaging processes.

The paper [96] titled "Deep Learning-Based Bottle Caps Inspection in Beverage Manufactur-

ing and Packaging Process" likely focuses on the application of DL techniques to inspect bottle

caps during the manufacturing and packaging process in the beverage industry. In such a study,

a DL model, possibly a convolutional neural network (CNN), is trained on a large dataset of im-

ages capturing various states of bottle caps - both defective and non-defective. This model would

learn to identify and classify these caps accurately, ensuring quality control in real-time during the

production line. The DL system automates the inspection process, detecting issues like misalign-

ment, improper sealing, or physical damage, which are critical for maintaining product quality and

safety. The use of DL not only enhances the efficiency and accuracy of the inspection process but

also significantly reduces the reliance on manual quality checks, leading to cost and time savings

in the beverage manufacturing and packaging industry.

Knoll et al. [97] automate packaging planning by using different ML models. The manu-

facturing industry is significantly influenced by the growing trend of mass customization and the

rapidly changing life-cycles of products, leading to an extensive variety of part variants. This trend

necessitates an increased effort in logistics and, more specifically, in the planning of packaging.

The paper introduces a method to automate packaging selection for each part based on its unique

features, employing ML techniques. Historical data of product parts along with their respective

packaging details are used to develop and train a two-phase ML model. This model demonstrates

the capability to accurately recommend suitable packaging options, achieving an 84 percent accu-
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racy rate when benchmarked against actual data from the industry.

This research [98] delves into the application of ML in supply chain management (SCM). It

addresses the complexity of supply chains, which consist of various interconnected entities need-

ing to work in collaboration to reduce total costs. A key challenge within SCM is the gap between

theoretical and practical aspects, often exacerbated by unpredictable factors and difficulties in ac-

curately forecasting customer demand. This study reviews real-world cases where ML techniques

have been employed to optimize supply chain operations. By examining these examples, the re-

search aims to showcase how ML can enhance SCM, particularly in predicting customer demand

more accurately and improving overall operational efficiency. The ultimate objective is to leverage

ML to narrow the gap between the current and ideal states of supply chain networks.

Evidently, the important role of ML is demonstrated in various areas of packaging, and there

are even more sectors where ML can be implemented, such as language processing.

2.3.3 Introduction of NLP

NLP is a branch of AI that focuses on the interaction between computers and human language [99].

It involves the development of computational algorithms and models to understand, analyze, and

generate natural language in a way that is meaningful and useful [100]. NLP tools play a crucial

role in assisting companies in comprehending how their customers perceive them through various

communication channels, including emails, product reviews, social media posts, surveys, and more

[101]. These AI-powered tools not only facilitate the understanding of online conversations and

customer sentiments towards businesses but also offer the potential to automate repetitive and time-

consuming tasks. By leveraging NLP technology, companies can enhance operational efficiency,

allowing employees to devote their time and energy to more fulfilling and strategic responsibilities

[102].

2.3.3.1 Overview of NLP

NLP has a rich history dating back to the 1950s when researchers began exploring ways to enable

computers to understand and process human language. The field has evolved over the years, influ-

enced by advancements in linguistics, ML, and AI [103]. Early approaches focused on rule-based
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systems, while later developments incorporated statistical models and neural networks. Here is

a timeline highlighting key milestones: in 1950s-1960s the early years of NLP were marked by

foundational work. In 1950, Alan Turing proposed the "Turing Test" as a measure of machine

intelligence. In the late 1950s and early 1960s, researchers such as John McCarthy, Marvin Min-

sky, and Allen Newell explored the possibility of using computers to understand and generate

natural language. NLP focused on rule-based approaches, durig 1970s-1980s. Prominent systems

like SHRDLU (developed by Terry Winograd in 1970) showcased the ability to understand and

respond to simple English sentences in restricted domains. Statistical approaches gained promi-

nence in NLP in 1990 [104]. Researchers started using ML techniques, such as Hidden Markov

Models (HMMs) and Maximum Entropy Models, for tasks like part-of-speech tagging, parsing,

and machine translation. The availability of large text corpora and computational resources led to

significant progress in NLP in late 1990s-early 2000s. Researchers started exploring probabilis-

tic models, such as the Naive Bayes classifier and conditional random fields (CRFs), for various

NLP tasks. In 2010 deep learning revolutionized NLP with the use of neural networks. Recurrent

neural networks (RNNs) and especially long short-term memory (LSTM) networks gained popu-

larity for tasks like language modeling, machine translation, sentiment analysis, and more. NLP

encompasses a range of tasks, including language understanding, sentiment analysis (SA), ma-

chine translation, speech recognition, and text generation. It involves techniques such as parsing,

part-of-speech tagging, named entity recognition, and language modeling, among others [105].

NLP has different application like: SA, text classification, chatbots and virtual assistants, text

extraction, machine translation, text summarization, market intelligence, auto-correct, intent classi-

fication, Urgency detection, speech recognition [106, 107], and word co-occurrence. This overview

will explain about them.

2.3.3.2 Application of NLP

As mentioned earlier, NLP has other application which, it will explain briefly here. Text classi-

fication is task that involves categorizing or classifying text documents into predefined categories

or classes. The goal is to automatically assign relevant labels or tags to new, unseen documents
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based on their content and characteristics [108]. Text classification algorithms learn from a la-

beled dataset, where each document is associated with a known category. The algorithms extract

relevant features from the text, such as word frequencies, n-grams, or semantic representations,

and use them to build a model capable of predicting the appropriate category for unseen docu-

ments [109]. Chatbots and virtual assistants are computer programs designed to simulate human

conversation and provide automated assistance to users. They utilize NLP and AI techniques to

understand user inputs, interpret their intent, and generate appropriate responses. Chatbots are soft-

ware applications that interact with users through textual or spoken conversation [110]. They can

be rule-based or AI-powered. Virtual assistants, often referred to as voice assistants, are advanced

chatbots designed to provide more personalized and interactive experiences. They are typically in-

tegrated into devices or platforms and respond to voice commands or text inputs. Virtual assistants

leverage speech recognition, NLP, and AI algorithms to perform tasks, answer questions, and assist

users with various activities such as setting reminders, playing music, or controlling smart devices

[111]. Machine translation involves automatically translating text from one language to another.

NLP techniques enable the development of translation systems that facilitate cross-lingual com-

munication [112]. machine translation is defined as a task that entails converting one string of

text into another [113]. Text summarization involves condensing large amounts of text into shorter

summaries while preserving the main ideas and important information. It is used in news aggrega-

tion, document summarization, and information retrieval systems [114]. Market intelligence refers

to the use of AI algorithms, NLP technologies, and data mining techniques to extract valuable

insights from a wide range of unstructured data sources. This includes customer feedback, social

media content, websites, reports, and more. These tools are essential for analyzing large datasets

to uncover patterns and trends that inform strategic business decisions. Auto-correct is defined as a

type of software program that detects misspelled words, employs algorithms to determine the most

likely intended words, and then modifies the text accordingly. Intent classification is a process in

AI and ML where the intent of a user is determined by analyzing the language they use [115]. For

example, in a customer service context, a message like "How can I find my order status?" would be
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classified to understand that the customer is seeking information about their order status. Urgency

detection can be defined as the process of identifying urgent communication needs by analyzing

the speech acts and communicative intentions expressed in messages [116]. Speech recognition

can be defined as the technology that enables the recognition and translation of spoken language

into text by computers. It involves the development of algorithms and systems that can understand

human speech in various conditions, including noisy environments [117].

2.3.3.3 Sentiment Analysis

SA involves determining the sentiment or emotional tone expressed in text data, such as cus-

tomer reviews, social media posts, or survey responses. SA has numerous practical uses, including

brand monitoring, social media, customer feedback analysis and etc [118]. In brand monitoring,

companies can analyze customer sentiment towards their products or services to assess brand per-

ception and make informed decisions for marketing and customer satisfaction improvement [119].

In social media monitoring, NLP techniques can analyze social media posts to understand public

opinion on specific topics, track trends, and identify emerging issues [120]. In customer feedback

analysis, SA helps businesses to automatically classify customer feedback as positive, negative, or

neutral, enabling them to address concerns, improve product quality, or enhance customer support

[121]. Machines, face significant challenges in understanding natural language, particularly when

it comes to opinions, as humans often employ sarcasm and irony [122]. However, SA possesses

the ability to perceive delicate differences in emotions and opinions, precisely determining whether

they are positive or negative. SA serves as a valuable tool in the realm of social media, enabling

businesses to gain insights into customer opinions about their products [123].

By utilizing SA periodically, businesses can comprehend customer preferences and concerns

regarding specific aspects of their operations. For example, they can identify if customers are

enthusiastic about a new feature but dissatisfied with customer service. Such valuable insights

empower companies to make informed decisions, pinpointing areas for improvement and enabling

them to take smarter actions to enhance their offerings [124].
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2.3.3.4 Word Co-occurrence Network

A word co-occurrence network visualizes the connections between words in a text collection. In

this network, an edge is formed between two words when they appear together within a certain

range in a sentence, even if they are not next to each other. This graph illustrates how words are

associated within the language data of the corpus [125]. In graph-based methods for NLP, word

co-occurrence networks play a important role, particularly in applications such as extracting key

words [126]. Figure2.8 shows an example of a word co-occurrence network.

Figure 2.8. Word Co-occurrence Network

There are several studies that have utilized word co-occurrence networks like: The research by

Camilo et al. [127] focuses on using word co-occurrence networks, which link words based on

their occurrence within close range in a text, to identify text authorship. The study demonstrates

that these networks, which do not require extensive linguistic knowledge, can be effective in cap-

turing stylistic features of different authors, providing a robust method for authorship recognition.

This approach is particularly useful as it simplifies more complex syntactic networks and utilizes

dynamic fluctuations in network metrics to characterize authorship.

Mikaela et al. [128] explores the relationship between word co-occurrence and sentiment in
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political tweets. The study uses word co-occurrence networks, where nodes are words and edges

represent the frequency of two words appearing together in tweets. It focuses on tweets related

to Hillary Clinton’s 2016 presidential bid, using hashtags. The research aims to understand the

collective sentiment by analyzing how words in these tweets group together and their associated

sentiment scores. The study provides insights into the sentiment structure of political discourse

on Twitter through network science techniques. Therefore, the first study applied this technique to

explore the relationships between various words in packaging reviews, which will be explained in

detail in Chapter 3.

The writing demonstrates that AI is a promising solution for packaging evaluation. The re-

mainder of this dissertation will discuss two studies where AI is applied. Chapter 3 explores the

use of NLP in evaluating packaging through customer review sentiments. Chapter 4, ML models

are utilized to analyze the effectiveness of a newly designed label for OTC medications. Finally,

Chapter 5 summarizes the result of these two studies.
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CHAPTER 3

A novel packaging evaluation method using SA of customer reviews

3.1 Introduction

The growth of E-commerce is evident in many countries [129], and this growth is predicted to

increase up to 25 percents by 2026 [130]. During the Covid-19 pandemic, people clearly preferred

online shopping over traditional methods for their safety [131]. Therefore, it is important that

packaging designers should focus seriously on tackling any online shopping problems.

Packaging in E-commerce should be different than it is for brick-and-mortar retail stores. In

E-commerce, packaging has four major challenges to consider: supply chain, weight of the mate-

rial, product integrity, and safety and customisation. To clarify, a potentially longer supply chain

calls for more robust packaging [132]. Packages during the distribution process in E-commerce

have more touch points compared to brick-and-mortar distribution [133]. The weight of material

directly affects the cost for the freight. Also, more weight not only increases the distribution cost

but also the environmental impacts. Moreover, the package should be able to ensure product in-

tegrity and safety. Consumers expect to receive a product damage free, thus the packaging should

save the product from impacts, moisture, and excess air. Last but not least, a package needs to

convey a sense of customization during online shopping. Customers want an opening experience

to remember the product because no salesperson is there to promote the product. All in all, the

design of the package should be changed for the E-commerce [134]. All of these challenges show

the important role of packaging evolution in E-commerce.

Packaging evaluation is an important process to ensure the safety of packages during distribu-

tion. Packages experience different hazards [6, 7] and packaging plays an important role to protect

products through distribution. To ensure protection, a series of physical tests, such as shock, vi-

bration, and compression, are done on new packaging designs. For example, Dodds and Plummer
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[135] evaluated various laboratory road simulation technologies that have been developed over

the last decades. Rouillard [136] indicated that more realistic simulations of road-related package

vibrations could be obtained by using statistical models. Böröcz and Singh [137] measured the

vibration levels that occur during parcel shipment by small delivery vehicles over ground trans-

portation. Nygards et al. [138] conducted a series of drop and compression tests on gable top

packages, and concluded that loading history has a large impact on the compression properties.

Although these tests are as close as one can get to real conditions, they are costly and time con-

suming processes.

In recent decades, with the advancement of computers, researchers have started to use computer

models to simulate test conditions to improve them. Many researchers implemented the finite

element method (FEM) to simulate different stages that a package will face from producer till it

reaches the customer. For instance, the storage condition of packages has been modeled by using

a FEM to analyze the loads on pallets, packages and shelf life [139, 140, 141]. Furthermore,

shipping conditions have been simulated by various researchers [142, 143, 144]. For example,

commercial FEM packages were implemented to create an FEM model of a wheel [143]. Then,

experimental tests were used to measure the impact loads that would be applied on the wheel from

the road, and those loads were used to carry out FEM analyses [144]. These analyses are important

since the resultant load will be moved to the suspension system and after that to the package itself.

FEM has been used by other researchers to simulate the handling condition of packages after

shipping, such as for drop test simulations as a way to model the drops that might occur during

handling [145, 146, 147]. Additionally, the effect of environmental conditions on the mechanical

properties of paperboard packaging has been studied by using FEM models [148]. Although FEM

is a powerful method, it has its own limitations to simulate actual packaging behavior because of

the complexity of materials, large deformations, non-linear behaviors, and other issues.

Machine learning (ML) is an application of artificial intelligence (AI). The importance of ML

has become evident in different areas of science and engineering, such as disease discovery [149]

and language translation [150]. Packaging design has not been excluded from this growth in ML
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usage. Quanz et al. have used multiple ML techniques, to help designers produce creative designs

in packaging such as bottles [151]. Zhao et al. used a combination of ML and packaging to

demonstrate packaging sentiment analysis (SA) and ML models via the Acumos AI platform [152].

This work focuses on customer reviews to evaluate packaging performance. Customer reviews

are one of the available sources to express customers opinion regarding the goods and their pack-

aging [153]. Overall, a review has different components: name of the writer, title, star rating, date

of review, and text of review. These components convey invaluable information regarding their

respective product. Some researchers [154, 155] have demonstrated the importance of reviews on

the purchase rate of a product. Furthermore, by analyzing these reviews, packaging designers can

detect any possible issues with the product’s package in the beginning stages, which is of great

importance.

In this study, customer reviews regarding packaging performance for different items during

distribution have been evaluated using a natural language processing (NLP) model. NLP is an

application and field of research that determines how computers can manipulate and understand

human languages [156]. NLP contains various areas of study, such as spam filtering, speech recog-

nition, and machine translation [157]. This work used SA or opinion mining [158, 159] that is

mostly applied to the voice of the customer. By using SA, the sentiment of reviews is categorized

into positive or negative. Then, Pack-List, an in-house library containing package-related words, is

introduced to identify the packaging-related reviews. By reflecting the opinions of the customers,

the model is able to identify packaging failure without physical distribution testing, and it can be

used to improve the packaging design.

3.2 Method

A flowchart of the procedure used in this work is shown in Figure 3.1.The procedure starts by

selecting a product from the e-commerce platform. The next step is extracting all customer reviews

of the product in a text format by using the Scrapy.

Tokenization is then used to split an entire text, paragraph, phrase, or sentence into smaller

units, which are called tokens. Then, words are converted to the root form or base form by us-

37



Start

Select product from e-
commerce

Extract reviews

Tokenization

Lemmatization

Pack-List

Reduce data

Yes

Negative

Is SA
negative?

No

Positive

Percentage of -/+
reviews

End

Figure 3.1. Flow Chart of the Procedure
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ing lemmatization. To identify the package-related comments, a group of packaging words was

created, which is called Pack-List. The number of comments was reduced to the group of pack-

aging words by using Pack-List. Next, negative reviews were separated from positive reviews by

using SA. Then, the number of negative and positive reviews was identified. The percentage of

negative (failure) and positive reviews were calculated by using Equation 3.1. The percentage of

failure can extract valuable data for designers. For example, by comparing the percentage of fail-

ure between various brands, one can find which packaging design works better during distribution.

Furthermore, the assurance level can be checked in the real-word environment.

Percentage of Negative or Positive = (3.1)(
Number of Negative or Positive reviews

Total Number of reviews

)
× 100

Additional details regarding Scrapy, tokenization, lemmatization, Pack-List, and SA are pro-

vided in the following sections.

3.2.1 Scrapy

Scrapy is an open source web-crawling framework for extracting data from various sources [160].

Working with Scrapy is very easy and it does not need complete coding. The first step is to define

a website, like "amazon.com" which in Scrapy is allowed domains, then should enter start URL.

Each product has a specific URL or address, that refers to the page(s) containing data regarding

the product. Then, identify the pattern of product or HTML structure. To do this, we should go to

inspect by right clicking on the review page. Then, find the pattern of reviews.

For instance:the pattern for review title in this work is

”//div[@id = ”cm_cr − review_list”]//span[@class = ”a − profile − name”]/text()”,

so one should find patterns for names, star rating and review’s content. Finally, Scrapy will extract

all of this information from that specific website. Each product has a specific URL or address, that

refers to the page(s) containing data regarding the product. In Scrapy the address of the product’s
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website should be entered like https://www.amazon.com/. Next, by using inspect, we can

find the code regarding the product website.

3.2.2 Tokenization

Tokenization is the first step of text processing, and involves separating the text into smaller parts

or subunits, which are called tokens [161]. Tokens can be words, subwords, or characters. Tok-

enization can classify text into three different units: words, characters, and subwords. A subword

is a unit that can be equal or smaller than a word. For instance smaller can be "small" + "er". The

word tokenization algorithm is most common and splits text into individual words, while character

tokenization splits data into characters, and subword tokenization splits text into subwords. There

are several methods for tokenization like using Regular Expressions (RegEx), natural language

Toolkit (NLTK), spacy library and more. NLTK which is library for python language for statistical

Natural Language Processing and symbolic is implemented in this work. There is a module in

NLTK named tokenize() with two categories: sentence tokenize and word tokenize. At the begin-

ning, by using sentence tokenize, split document to the sentence. Usually, sentences end with ".",

therefore "." can be use for separating sentence. Then, it breaks sentence to words or terms, by

splitting the string after each space. For example, after the tokenization process, the sentence "The

package was damaged" is converted to: "The" "package" "was" "damaged".

3.2.3 Lemmatization

Usually, morphological analysis of words is done to reduce their inflectional forms or sometimes

derivationally related forms. This process is called lemmatization. In short, lemmatization re-

duces the complex form of the words to their common base form, which is known as the lemma.

The important role of lemmatization is obvious when reviews contain different forms of the same

word instead of the base form, such as "go","went" and "gone" rather than the base form: "go".

Therefore, lemmatization increases the efficiency of text data management. Two different python

packages, Wordnet and Spacy lemmatizer were tried in this study. Although both packages work

well, for the data provided in this paper, Wordnet performed better in identifying the number of

negative sentence; as shown in Table 3.1. In this study by using wordnet lemmatizer, each word
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convert to root form and than we replace the root form of words with their original.

Table 3.1. Number of Negative Sentences

Wordnet Spacy
Product A 22 15
Product B 18 15
Product C 0 1

3.2.4 Pack-List

A list or lexicon of package-related words, called Pack-List, was needed to identify the packaging-

related feedback. To create a Pack-List, the first step was choosing the lowest rating reviews (1-

and 2-star rating) for the targeted products, which can be multiple products in the same category.

Next, to find the frequency of each word, these reviews were put in a word count platform. Then,

these words have been ranked based on the frequency. The words related to packaging and the

possible cause of package damage were selected depending on the products. The reviews related

to packaging were collected by using Pack-List as the guide. Then, the sentiment of the reviews

was realized by using SA.

3.2.5 Sentiment Analysis (SA)

SA is a subset of NLP which helps in comprehending the sentiment in customer reviews. SA is one

of the tools usually used in social media to obtain knowledge regarding the opinion of customers

about a product. SA consists of different algorithms that can be used based on the circumstances.

The criteria for choosing the best algorithm lies in the accuracy of the work and the number of

available data. The automatic algorithm with Naïve Bayes classifier was implemented in this work.

Naïve Bayes uses statistical and probability methods which had been discovered by Thomas

Bayes (British scientist) to find the highest probability value to classify test data in its appropriate

category [162]. Due to its simplicity, the Naïve Bayes classifier is a famous learning algorithm for

data mining applications [163]. Furthermore, its efficiency has been proven in various applications,

such as medical diagnosis, system performance management, and text classification [164, 165,

166]. The Naïve Bayes method is rooted in Bayes theorem, which uses past experiences to predict

future opportunities [162]. The formula regarding Bayes Theorem can be shown as follows:
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Figure 3.2. Procedure for Pack-List

P (A|B) =
P (B|A)P (A)

P (B)
(3.2)

This means that the probability of A happening if B has occurred can be calculated based on the

probability of occurrence of B and A and occurrence of B if A has occurred. Instead of using
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the probability of a single feature like A, the Naïve Bayes algorithm has used a matrix of features

(X). Moreover, it uses a vector of response (y), rather than using an output (B). There are two

important hypotheses in Naïve Bayes: I. independency, and II. equality of the probability of the

features. Therefore, Equation 3.3 shows that y is a class variable and X is its dependent vector of

features, which is a row from the features matrix (X):

P (y|X) =
P (X|y)P (y)

P (X)
where X = (x1, x2, x3, ..., xn) (3.3)

Then, through the assumption of independency [72], the probability is calculated:

P (X|y) =
n∏

i=1

P (xi|y) (3.4)

For instance, a classifier is created to decide whether a product review is negative or positive.

The algorithm performs in the following manner: first, a certain number of tagged reviews are

produced by a training data set. The data set is formed from a series of tagged reviews, each one

has a positive or negative tag attached to it. Now, the question is in case of a new untagged review,

which tag should the classifier attach to it? For example, consider the sentence in a review that says

"The package was received broken.". To classify this sentence, the probability of both (positive or

negative) should be calculated. Subsequently, the correct tag is the largest probability value. To

put it mathematically, P(Negative | The package was received broken) means the probability that

the tag of a sentence is negative, given that the sentence is "The package was received broken.".

The next vital step in the algorithm is feature selection. Features are the pieces of information

that the algorithm needs to perform. Therefore, it took them out of the text. The feature that was

selected by the Naïve Bayes algorithm is word frequencies. Therefore, it treats every document as

a set of words that it contains and ignores word order and sentence construction. The features will

be the counts of each of these words. Although the process seems simple, it works great.
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The final step is shown in Equation 3.5, which calculates the probability of each word in the

sentence.

P("The package was received broken") = (3.5)

P (The)P (package)P (was)P (received)P (broken)

In order to calculate the probability, the data set containing the list of tagged words was used.

Next, by using Equations 3.6 and 3.7, the probability of sentences in positive and negative classifier

will be calculated.

P(Positive | The package was received broken) = (3.6)

P (The|+)× P (package|+)× P (was|+)

× P (received|+)× P (broken|+)

P(Negative | The package was received broken) = (3.7)

P (The|−)× P (package|−)× P (was|−)

× P (received|−)× P (broken|−)

To calculate the first term on the right-hand side of Equation 3.6, the algorithm only counts the

frequency of the word "package" in positive reviews divided by the total number of words that are

available in positive reviews. This process should be done for all the words in the sentence. Lastly,

the probability of the sentence being positive or negative will be calculated. The equation with the

higher value shows the sentiment of the sentence.

The training data set has positive and negative reviews. To calculate the terms in Equation
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3.6, the first step is to calculate the probability of each word by using training positive reviews.

Therefore, to calculate the first term on the right-hand side of Equation 3.6, the algorithm only

counts the frequency of the word "the" in positive reviews divided by the total number of words

that are available in positive reviews. This process should be done for all the words in the sentence.

Lastly, the probability of the sentence being positive or negative will be calculated by Equations

3.6 and 3.7, respectively. The equation with the higher value shows the sentiment of the sentence.

A question come into the mind, if we have words that are not in the training data set? then, the

probability will be zero and multiply to other probability will be zero. To prevent this problem,

we add 1 to all of the words and then add the value to the total. For instance, if the frequency of

the word "the" in positive training is 15 and the total number of words in training positive review

is 150 the value of P(The| positive) is 15+1/150+4 (+4 is for total number of words in the specific

sentence). Based on the data from table 3.2 for "package", "was", and "broken" will be 21/154,

6/154, and 2/154, respectively. Therefore, the value of Equation 3.8 will be 45/154 and should

compare to the value of Equation 3.9 which is 44/104. At the end, the value of Equation 3.9 is

higher so the sentence is considered as negative.

Table 3.2. Frequency of the words in positive and negative training

Positive Negative
The 15+1 10+1

Package 20+1 15+1
Was 5+1 7+1

Broken 1+1 8+1

P (word|positive) = P (The|positive) ∗ P (Package|positive)∗ (3.8)

P (Was|positive) ∗ P (Broken|positive) =
16

154
∗ 21

154
∗ 6

154
∗ 2

154
=

45

154
= 0.292
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P (word|negative) = P (The|negative) ∗ P (Package|negative)∗ (3.9)

P (Was|negative) ∗ P (Broken|negative) =
11

104
∗ 16

104
∗ 8

104
∗ 9

104
=

44

104
= 0.423

3.3 Result

A mirror, a TV, and a comparison of three TVs from different brands have been selected in this

paper to demonstrate the effectiveness of the proposed method. Mirror is a fragile product and can

be damaged easily if the packaging is not suitable. Moreover, TVs are high demand products that

gravely suffer from packaging problems like delivery with shattered screens. Hence, three famous

TV brands with similar size and price have been chosen to compare packaging properties of the

same product.

The result of this study is divided into four categories: percentage of negative and positive

reviews, tracking percentage of failure over time, word clouds, and word co-occurrence.

3.3.1 Mirror

A rectangular wall mirror with 319 total number of reviews was selected. The product is 5.55

pounds and its dimensions are 11.5*11.5*0.51 inches. It has free shipping and free return features.

Table 3.3 shows the final Pack-List of the mirror. First, words frequency of low star (1-and 2

star) rating of negative sentences related to mirror were collected. Then, some words relevant to

packaging of mirrors were added to this list to create the final Pack-List.

Table 3.3. Pack-List for Mirror

Pack-List for Mirror
Break Fail Scratch

Damage Failure Protect
Crack Defect Protective

Deliver Defective Shatter
Delivery Distort Fragile
Destroy
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Figure 3.3 shows the percentage of negative and positive reviews. It shows 11.15% of negative

reviews were regarding the packaging of the mirror and only 7.0% of customers wrote positive

opinions about the packaging. This data can further be used to compare the assurance level of

the mirror. Assurance levels use experimental tests’ results to give a sense of safety in using a

design. However, laboratory conditions seldom match real-world conditions. On the other hand,

SA results from the reviews can be representative of the assurance level of the package in real-

world condition. Therefore, the designer can compare these two results to make sure that the

product meets all the requirements.

Figure 3.3. Percentage of Negative and Positive for Mirror in 2019, 2020, and mid 2021

Figure 3.4 shows the percentage of negative reviews in various months through the years in the

study. This figure clearly shows an increase in failure percentage after May. Therefore, one can

check for any changes that might have happened in the design, handling method or etc. after this

period. Hence, the designer can find the cause and solve the issue immediately. Next, Figure 3.5

shows negative words from the review as a word cloud form. With word cloud figures, packaging

designers can find that most of the negative reviews are regarding the break of a mirror, which

happens during shipping.
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Figure 3.4. Percentage of Failure for Mirror Overtime(2020 and mid 2021)

Figure 3.5. Word Cloud for Mirror

3.3.2 Television

Another example used in this study is a TV, which is a fragile product during shipping and requires

careful packaging to protect it during handling. The selected TV, which has 991 reviews, is 75
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inches (191 cm) and has free shipping and returns features. Table 3.4 displays the Pack-list for this

TV.

Table 3.4. Pack-List of TV

Pack-List of TV
Break Damage Crack

Delivery Deliver Destroy
Fail Failure Defective

Distort

Figure 3.6 illustrates the percentages of negative and positive packaging reviews for TV A. It

shows that approximately 6% of the packaging reviews are negative, while around 3% are positive.

Additionally, Figure 3.7 presents a word cloud for this example. As demonstrated, terms such as

’damage’, ’box’, ’screen’, ’crack’, ’fail’, and ’break’ appear frequently in the packaging reviews,

indicating these are common concerns among packaging reviewers.

-5.73%

3%

Figure 3.6. Percentage of Negative and Positive for TV A

In next example, the aim was to compare three brands within a single product category. Unlike

previous examples that focused on a single product, this case aims to demonstrate the strength
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Figure 3.7. Word Cloud for TV A

of the method in comparison, highlighting its effectiveness. Three televisions (TVs)(as shown in

Figure 3.8) were selected to demonstrate a comparison of different packaging performances. The

three TVs have similar sizes and prices, have a free shipping feature, and have different number

of reviews: TV A has 991 reviews, TV B has 1270, and TV C has 820. Once the reviews were

collected, Pack-List was constructed, as shown in Figure 3.9. In the packaging evaluation words,

words with the highest frequency are collected from 1 and 2 star rating reviews. This step is done

for each targeted product. For each new product, new words might be added to the list that are

shown in bold format. For these three TVs, these words are collected and are shown in the middle

section of Figure 3.9. Therefore, the final Pack-List can be seen in the right side of the Figure 3.9.

Figure 3.10 shows the percentage of failure and percentage of positive reviews with the Pack-

List of three different TV brands (A, B, and C). Also, the package related reviews are identified

and SA is implemented to identify negative and positive reviews. The results show that TV C has

the highest percentage of failure which is 11.19 percent, meaning packaging of TV C provides the

worst protection during distribution as compared to TV A and TV B. By comparing the results,

TV A shows the best protection performance during the distribution. Furthermore, Figure 3.10

provides a criterion for evaluating assurance level. By comparing the assurance level of the product
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Figure 3.8. Images of Three TVs

Figure 3.9. Pack-List for Three TVs

and percentage of failure, designers can examine whether the product meets all the requirements.

By comparing the percentage of positive reviews with the pack-list, it is evident that TV B has

more positive reviews compared to TVs A and C.
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Figure 3.10. Percentage of Negative and Positive Reviews for Three TVs

Next, Figure 3.11 shows the percentage of failure of negative reviews of three TV brands during

different months and years. By analyzing this chart for 2 years, the chart shows that the percentage

of failure was higher in 2020 as compared to 2019. Furthermore, the highest peak of negative

reviews in both years can be seen during May through October. Therefore, packaging designers

can use this data to identify the cause of the increasing packaging failure at the moment.

The word cloud is the visualization method to demonstrate data. Figure 3.12 shows word

clouds of three TV brands, which identifies the part of the TV’s package has the problem dur-

ing distribution. The word cloud of three TVs indicates that the most frequent problem is dam-

age/crack/break/defect screen, which means the cushioning part of the package is not protecting

the product as expected. Furthermore, these results display that the screen part of TV has the

highest possibility of problem.

Word cloud results can also be shown in the format of a bar chart for better comparison. Figure

3.13 shows such a chart. As it can be seen from this figure, now the results for these three TVs
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Figure 3.11. Percent of Failure of Negative Reviews for Three TVs Overtime(2019, and 2020)

Figure 3.12. Word Cloud for Three TVs

can be easily compared and the TV with the better performance in each category can be detected.

In the word cloud, it is possible to identify the words with the highest frequency in the reviews.

However, it does not reveal the relationships between these words. To uncover these relationships,

we should utilize word co-occurrence analysis.

The analysis of feedback on packaging was represented using a word co-occurrence network,
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Figure 3.13. Words Frequency of Pack-List for Three TVs

as shown in Figures 3.14,3.15, and 3.16 . This network is essentially an undirected graph where

each node symbolizes a unique word from the given vocabulary, and the edges indicate how of-

ten these words appear together within a document [167]. In Figures 3.14,3.15, and 3.16 nodes

that correspond to words occurring more frequently are depicted as larger and colored in yellow,

whereas those representing less common words are smaller and shown in blue. The thickness of

the lines between nodes indicates the rate at which two keywords appear together.

For TV A, the term "damage" is significantly connected with "box," "come," "tv," and "screen"

in the analysis. This implies, as per the reviews, that damage to the box during delivery is a major

issue, often leading to screen damage. In the case of TV B and TV C, the term "screen" shows a

strong link with words like "crack," "damage," and "break." While there are no specific remarks

about box damage for TV B and TV C, this pattern suggests that screen damage is a common

problem in e-commerce distribution.
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Figure 3.14. Word Co-occurrence for TV A

one

Amazonbreak

screen

arrive

damage

defective

TV

get delivery

crack

fall
10-20
20-30
30-40
40-50
50-60
60-70
70-80

Figure 3.15. Word Co-occurrence for TV B
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3.4 Conclusion

This study introduced a packaging evaluation method by analyzing customer reviews in an e-

commerce platform. For the purpose of analyzing the reviews, SA, a subset of NLP and Pack-List,

a packaging keywords library, were implemented in this paper. With the proposed method, the

package performance can be evaluated from the customer reviews instead of physical testing. As

a result, the evaluation process can be more efficient in comparison to using laboratory tests. In

addition, this analysis can provide meaningful data to the packaging designers. Overall percentage

of failure can be used to ensure the assurance level of the current design. The percentage of

failure over time helps to identify any seasonal issues. Moreover, word cloud of negative reviews

is an indicator of the most problematic packaging areas, which reduces the need for laboratory

tests tremendously. Lastly, analyzing the word co-occurrence of negative reviews offers valuable

insights into the relationships between specific words used by customers. By examining how

frequently certain words appear together in these reviews, we can identify common issues that

customers are experiencing.
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In conclusion, this paper proposed a novel method for packaging evaluation using customer

reviews. It should be noted that the aim of the proposed model is evaluating packaging performance

and based on the available data, there is a limitation to the in-depth qualitative analysis that it

can provide. However, with more data gathering it is possible to enhance the capabilities of its

predictions. As a result, it contributes to enhancing the efficiency of the packaging evaluation

process.

In this study, customer reviews regarding packaging performance for different items during

distribution have been evaluated using a natural language processing (NLP) model. NLP is an

application and field of research that determines how computers can manipulate and understand

human languages [156]. NLP contains various areas of study, such as spam filtering, speech recog-

nition, and machine translation [157]. This work used SA or opinion mining [158, 159] that is

mostly applied to the voice of the customer. By using SA, the sentiment of reviews is categorized

into positive or negative. Then, Pack-List, an in-house library containing package-related words, is

introduced to identify the packaging-related reviews. By reflecting the opinions of the customers,

the model is able to identify packaging failure without physical distribution testing, and it can be

used to improve the packaging design.
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CHAPTER 4

ML modeling of patients’ attention of OTC medication label design

4.1 Introduction

Medications in the US in 1951, with the passage of the Durham-Humphrey Amendment to the

Federal Food Drug and Cosmetic Act (FEDCA), were legislated into two categories, over-the-

counter (OTC) and prescriptions [153, 168]. OTC medication, or non-prescription medications,

refers to a safe and effective drug that does not need physician’s oversight or prescription [33].

Moreover, for every dollar expended on OTC, the health care system saves approximately 7.20

dollars, which is an estimated total of 146 billion dollars savings annually [34]. Furthermore, OTC

has other advantages like privacy, convenience, flexibility, and quick access. Consequently, OTC

found a vital role in America’s health system [35].

Beside all of these advantages, OTC medication has its own risks. Like negative effects or

Adverse Drug Reaction (ADR) due to drug misuse. Drug misuse can be a consequence of drug-

drug interactions or drug diagnosis interactions. ADR can be defined as “an appreciably harmful

and unpleasant reaction resulting from an intervention related to the use of a medicinal product”

[41]. A meta-analysis showed annually 106,000 US deaths occur because of ADRs[42]. One

way to prevent ADR is to read the label of medication. Obviously, the label of OTC medication

has an important role, and it is important for patients to read it before purchasing. Therefore, it is

imperative to increase the patients’ attention to the label of OTC drugs. There are many studies that

have tried to increase patients’ attention by changing the label’s design. For example, bigger and

bolder fonts, placement of vital information on the front of the package, and highlighting warning

instructions [51, 52]. One of these studies, which is the basis of our paper, suggests putting a

small box on Front of the Package (FOP) and highlighting important information. In that study,

the researchers collected data from ninety-two participants by using a change detection method.
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Participants should come to Michigan State University and do the pre-test (containing demographic

information of the participant), which involves sitting in front of a computer for two hours and

answering some questions. This process is very costly and time consuming for both participants

and researchers. On top of that, new in-person tests are required whenever new label design is

proposed, or new groups of participation are required. To overcome the disadvantages of in-person

tests, this paper proposed a Machine Learning (ML) modeling of patients’ attention of label design.

ML is a branch of artificial intelligence (AI), and is the analysis of computational algorithms [169].

The crucial role of ML is obvious in various areas of engineering and science [150, 151, 170, 171,

172], especially in medical science like disease discovery [149], medical diagnosis [173], and

medical imaging [174]. Packaging design is not excluded from this growth. For instance, Knoll et

al. automate packaging planning by using different ML models. The researchers use a combination

of regression and classification models to find the fill rate based on packaging characteristics [97].

This paper focuses on the effectiveness of different ML model implementation on the data from

previous labeling design. The chosen models for this study are random forest (RF), decision tree

(DT) and k-nearest neighbors (KNN) as they are most commonly used for classification modeling.

These methods will be explained in section 4.2. As a result, the accuracy, and area under the curve

(AUC) in section 4.3.1, and confusion matrix of these three models are compared with each other

in section 4.3.2.

The remainder of this paper is organized as follows. Section 4.2 explains the method of differ-

ent models on the data. Sections 4.3 and 4.4 present the results and conclusion, respectively.

4.2 Method

The objective of the proposed method is to evaluate and predict the accuracy of medical packaging

for OTC drugs by using different ML models. The procedure of this work is demonstrated in

Figure 4.1. At the beginning, the data is filtered to include only those records with the features

’critical/FOP/Highlight/IBU/PDP’. Then, 70% of this data is used for training the model, and the

remaining 30% for testing. Three ML models - DT, RF, and KNN - are implemented. To compare

the results of these three models, metrics such as accuracy, AUC, and the confusion matrix are
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utilized.

All Data from HUB Study
Separate 

Critical/FOP/Highlight/IB
U/PDP from All Data

Separate 70% of data for 
Training and 30% for 

Testing

Find Confusion Matrix of 
Prediction

Calculate AUC Value of 
each ML Model

Calculate Accuracy of 
each ML Model

Apply Three ML models
(DT, RF, and KNN)

Figure 4.1. Procedure of ML Modeling

4.2.1 Review of label recognition in-person test

In this study, data collected by the Healthcare, Universal Design, Biomechanics (HUB) research

group at Michigan State University (MSU) was used for training and testing the models. The data

was collected through an in-person test. To be eligible to participate in this study, participants must

met the following criteria:

• Be at least 18 years old

• Not be legally blind

• Have used OTC drugs during the past 6 months

• Have No history of seizure

• Are willing to come to the HUB lab at the MSU, where the research was conducted.
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Each participant came to MSU and completed the consent form and pre-test. The consent

form contains questions regarding the participant’s demographic information; sex, age, ethnicity,

education, and language. Participants should then complete a pre-test containing three assessments

regarding their visual acuity, literacy, and color differentiation ability. Each of these participants

should answer 168 different trials. At the beginning, researchers explain and demonstrate the

procedure. A total of 92 participants, participated in this study using the label change detection

method. This study has been used E-prim 3.0 version for run and built change detection. Also,

the test designed based on Rensink’s change detection timing [175]. In change detection, or the

flicker task, two images (original and modified) along with a grey one are shown to participants

intermittently, as demonstrated in Figure 4.2. This loop of images will be displayed for eighteen

seconds. During this time, if the participants identify the difference between the original and the

modified image, they can click on the difference using a mouse. Otherwise, the computer will

automatically proceed to the next trial.

Figure 4.2. Change Detection Process

There are three mock brands used in the designing of this study. Hexidvil (pain relief/fever

reducer), Circussin (antitussive), and Recantan (acid reducer), with their three different active

ingredients being Ibuprofen (IBU), Dextromethorphan (DEX) and Ranitidine (RAN), respectively

(Table 4.1).

Each of these brands have 56 trials in the test which, in total is 168 trials (3 × 56 =168). Each of

these brands are divided into front of package (FOP), which means a small box in front of package
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Table 4.1. Active Ingredient and Drug Category and Mock Brand Information for labeling test

Active Ingredient Drug Category Mock Brand
Ibuprofen (IBU) Pain reliever Hexidvil

Dextromethorphan (DEX) Cough and cold Circussin
Ranitidine (RAN) Anti-diarrhea Recantac

or standard (STD) without box. Then, depending on the change that occurs in the front or side of

the package, these label designs are further divided into principal display panel (PDP) or a drug fact

label (DFL), respectively. If the changes in information are related to the safety and effectiveness

of the products, then they will be classified as critical. Also, each label can be highlighted or

none highlighted. Final classification depends on change in content and are as follows: AI has any

change in active ingredient, DD1 means drug-drug interaction and DD2 means drug- diagnosis.

Each brand was created in four treatments: FOP present/ highlight, FOP present / non highlight,

STD (FOP absent)/ highlight, and STD (FOP absent)/non highlight (Figure 4.3).

(a) (b)

(c) (d)

Figure 4.3. Image (a) FOP/non-highlight, (b) FOP/highlight, (c) STD/non-highlight, and (d)
STD/highlight [176]

This study focuses on the first treatment, FOP, and presents highlights with these features;
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critical, IBU, and PDP. This work only considers change on one of trial features which is change

content because it focuses on participants demographic information with response trial as a target.

Therefore, the machine predicts the response trial without collecting new data from in person

participants. Various ML models such as DT, RF, and KNN were utilized for training, as explained

in sections 4.2.2, 4.2.3, and 4.2.4, respectively. To apply these models to the dataset, Python

version 3.10 was employed. Python is a versatile programming language, highly favored in data

science for its readability and efficiency. Among the numerous libraries available for implementing

ML algorithms, ’scikit-learn’ and ’pandas’ were chosen for this study due to their comprehensive

features and user-friendly nature. Scikit-learn is widely acknowledged in the ML community for

its extensive set of tools for data mining and analysis. Pandas, renowned for its data manipulation

capabilities, was utilized for preprocessing the data, including the important step of splitting it into

training and testing sets. The combination of these libraries ensured a streamlined and effective

workflow for this multi-class classification problem.

4.2.2 Decision Tree

DT is a supervised ML method for regression and classification. It is a classification algorithm that

makes a model in the shape of a tree [169]. The aim of this model is training the machine based on

data features to predict the value of the target [177]. The tree contains different parts as root node,

branches and leaf node. As you can see in Figure 4.4 root node is the top-level that represents a

big decision or objective.

Branches are used to show different options and mostly represented by an arrow. Finally, the

leaf node is the result of the decision [178]. DT is dividing a node to different sub nodes and at the

end to leaf nodes. To find the root node, the first step is to measure the impurity of each feature.

There are different methods for the measurement like entropy and Gini index/ Gini impurity [179].

Entropy is the first step of the decision tree to find randomness in data. The formula of entropy is

as follow:

Entropy = −Σn
(i=1)pi × log(pi) (4.1)
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Figure 4.4. Demonstration of DT

Which i is the total number of samples, and p is the probability of i. At the beginning the

entropy for the entire data set should be calculated. Then, the information gain should be calculated

based on Equation 4.2 [180].

InformationGain(T,X) = Entropy(T )− Entropy(T,X) (4.2)

T is the target variable and X is the feature and Entropy (T, X) is entropy after the data point is

split on feature X. At the end, the feature with highest information gain is the root node [180]. The

advantage of DT is that it is suitable for large data sets and works for continuous and categorical

data. There are some disadvantages with DT such as, usually it has an overfitting problem, and

although it works well in training data, it has a low accuracy on new data leadings [181].

The DT created from this dataset is both detailed and extensive (Figure 4.5). Initially, a dataset
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is imported using pandas and divided into features (inputs) and a target (the predicted outcome).

For compatibility in a multi-class context, the target labels are binarized, and the dataset is split

into training and testing subsets. The resulting DT consists of 79 nodes, indicating the points of

decision, and 40 leaves, denoting the possible outcomes or categories the model predicts. The de-

cision tree begins with a root node or primary decision point, where the feature "Change Content"

is evaluated against a threshold of 1.5. This criterion divides the dataset into two distinct paths,

depending on whether the "Change Content" value is less than or equal to 1.5. The node’s impurity

is quantified by the Gini index, a metric where 0 indicates a perfectly homogeneous node. Here,

a Gini index of 0.18 suggests a moderate level of impurity. The node processes 193 samples, as

indicated before the split. The value array, noted as [13, 6, 174], shows the distribution across the

classes: 13 samples in class 0, 6 samples in class 1, and a majority of 174 in class 2. Consequently,

class 2 is the majority label at this node. The decision tree then continues to branch into two

nodes, to the left and right, with similar processes occurring at each node until the end of the tree

is reached. After training the model with the training data, its efficacy is evaluated on the test set

through pivotal metrics such as accuracy, confusion matrix, and ROC AUC score. These metrics

are crucial as they illuminate the model’s accuracy and its proficiency in distinguishing between

various classes. The results of this prediction will be explained in the section 4.3.
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Figure 4.5. Demonstration of the DT Model in the Dataset
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4.2.3 Random Forest

RF algorithm is one of the ML algorithms which can be used for different tasks, like classification

and regression. RF is a combination of multiple different DTs. One of the differences between RF

and DT is, RF is usually more accurate compared to DT. RF is used in different industries such as

banking, healthcare, and marketing. As shown in Figure 4.6, it gets prediction results from each

tree and the majority of the prediction is the final prediction of RF [182]. RF uses Bagging or

Bootstrap Aggregation as ensemble technique [183]. The procedure is: choosing random samples

from original data with replacement, then each model (DT) created based on samples (generate

DT based on entropy or Gini impurity). At the end, each model has its own result and final output

comes from the majority voting of samples [180]. The advantage of RF is having low risk of

overfitting and its ability to handle large data sets. The downsides of using RF are that it is very

slow in training the data and sometimes working with biased categorical variables [181].

Figure 4.6. Demonstration of RF Model

After applying the RF model to the dataset, the ensemble comprises 200 individual trees (One

of these is demonstrated in Figure 4.7 ), each characterized by a varying number of nodes and

leaves (refer to Table 4.2). This diversity among the trees contributes significantly to the robust-
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ness of the RF model. Each tree independently makes predictions, and their collective decisions

lead to a more comprehensive and reliable final prediction. The workflow commences with the

importation of the dataset using pandas, followed by the division into features (inputs) and a target

variable (outcome to predict). The target labels are binarized to suit a multi-class context. Sub-

sequently, the dataset undergoes a 70-30 partitioning into training and testing sets. Post-training,

the model’s performance on the test set is meticulously evaluated using pivotal metrics such as

accuracy, confusion matrix, and AUC value, offering profound insights into the model’s predictive

capabilities and its proficiency in distinguishing between various classes. The detailed results and

performance analysis of this model will be presented in section 4.3.

Table 4.2. Random Forest Trees with Number of Nodes and Leaves (Entire table in the Table A1)

Trees Number of Nodes Number of Leaves

1 59 30

2 59 30

3 55 28

: : :

198 67 34

199 57 29

200 81 41
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Figure 4.7. Demonstration of One of the Trees in the RF Model within the Dataset
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4.2.4 K-Nearest Neighbours

KNN is a supervised ML algorithm used for both regression and classification prediction issues.

But it is more used for classification problems. KNN algorithm works by estimating the likelihood

that a data point will become a member of one group, or another based on what group the data

points is closest to. In essence KNN works on the assumption that similar data points are close

to each other [184]. The first step is to find the K value, which does not have any role, mostly

chosen as 5. Second, the similarity among all data points and new data should be calculated by

using the Euclidean distance (Equation 4.3 [185]). Equation 4.3 measures the distance between

two points of p and q. Then, by using this equation the nearest K amount is selected in training

data [185]. At the end, the nearest point to the new data is the prediction. If we have two classes

of data represented as stars and triangles, and the k nearest points to a given point are illustrated

in Figure 4.8, then for k=4, the result is determined by a majority vote. In this case, as shown in

Figure 4.8, the majority class among the nearest points is ’stars’, hence the prediction for the query

point would be ’stars’.

d(p, q) =
√

((q1 − p1)2 + (q2 − p2)2 + ... + (qn − pn)2) (4.3)

=
√

(Σn
i=1(qi − pi)2

As you can see it is very easy to work with KNN, but this algorithm is slow and does not work

very well on imbalanced data [186].

The data, preprocessed with pandas, is split into training and testing sets. A key component of

this implementation is GridSearchCV , which determines the optimal ’k’ (number of neighbors)

by conducting a thorough search over a specified parameter range (in this case, ′n_neighbors′

from 1 to 30) and employing cross-validation for robust model validation. The KNN model, once

configured with the optimal ’k’ determined to be 5, is then trained and evaluated on the test data.

Performance metrics such as accuracy, confusion matrix, and AUC score are used to assess the
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Figure 4.8. Demonstration of KNN

model’s predictive accuracy and its ability to distinguish between classes. The results of this

analysis will be presented in section 4.3.

In this study, patients’ attention has been classified and predicted using the three methods of

DT, RF, and KNN. The comparison between these methods is done by using the accuracy, AUC,

and the confusion matrix of each of them. The AUC is a measure of the classifier’s capability

to differentiate between classes [187]. The confusion matrix indicates a summary of results of

prediction with their values for each model. The results of this study are presented in the next

section.

4.3 Result

The labeling design study has 14 different features. Eight of features refer to the participants’

demographic information in terms of, age, color differentiation, education, ethnicity, language,

literacy, visual acuity, and sex. Remaining 6 are dependent on the trial features. The way that

the model is trained is as follows, 5 features (critical, FOP, highlight, IBU, PDP) are considered

as constant and the remaining one (change of content) is able to alternate. Note that change of

content by itself consists of AI, DD1, and DD2. So, the number of data points with these features

are 92 × 3 = 276. The model is trained over 70% of these data points (193 trials) and tested over
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the remaining 30% (83 trials). Furthermore, the target of this study is a response trial, which has

three answers, hit (correct response), miss (wrong response), and time-out (the time of trial finished

without an answer). The results are categorized into three sections: accuracy and AUC values in

section 4.3.1, Confusion matrix in section 4.3.2, and addressing the problem of imbalanced data in

section 4.3.3.

4.3.1 Accuracy and AUC Value

The accuracy of each model is calculated based on Equation 4.4. Additionally, the area under the

receiver operating characteristic (ROC) curve (AUC) of each model is determined by plotting the

true positive rate (TPR) versus false positive rate (FPR) at various threshold settings. TPR and

FPR are calculated based on Equation 4.5 and 4.6, respectively. In these equations, TP represents

true positives, FN represents false negatives, FP represents false positives, and TN represents true

negatives [188]. The AUC is a common metric used to evaluate the performance of classification

models, particularly in binary classification tasks [189]. The ROC curve illustrates the trade-off

between sensitivity (true positive rate) and specificity (1 - false positive rate) for different threshold

values. A perfect classifier would have an ROC curve that hugs the top left corner, indicating high

sensitivity and low false positive rate across all threshold settings. A high AUC value (closer

to 1) indicates good model performance, while a low AUC value (closer to 0.5) suggests poor

performance [77].

Accuracy =
Number of Correct Predictions

Total Number of Predictions
(4.4)

TPR =
TP

TP+FN
(4.5)
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FPR =
FP

FP+TN
(4.6)

The first model used is the DT. The tree of this data is very large, as it has 79 nodes and 40

leaves. The classification accuracy of this model is 85% with AUC of 0.5. The second model is

RF, which is a combination of different DTs. The number of trees in this model are 200 and each

of these trees has a different number of nodes and leaves. The classification accuracy of RF is 88%

with AUC of 0.54. The last model that is discussed here is KNN with the number of neighbors

of 5. The classification accuracy for this model is 90% with AUC of 0.5. Figure 4.9 shows the

accuracy and AUC comparison of three models.

Figure 4.9. Accuracy and AUC of Three Models

It should be mentioned here that although the accuracy of the three models is good, the AUC

value is not satisfactory. The lower AUC indicates that there is a problem in the dataset, so it is

better to examine the confusion matrix to delve deeper into it.
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4.3.2 Confusion Matrix

To better understand the low AUC results, the confusion matrix has been utilized. Figure 4.9

indicates the classification accuracy and AUC value, but it does not indicate the results of the

prediction. As mentioned in the previous section, the confusion matrix is used to summarize the

prediction results [190]. Figure 4.10 shows the comparison of the confusion matrix between these

three models.

As seen in Figure 4.10, all three models accurately predict ’hit’ but struggle with ’time out’

and ’miss.’ Out of 75 ’hit’ cases, RF and KNN correctly predicted all, while DT predicted 72. For

’time out,’ only KNN successfully predicted one instance, and for ’miss,’ DT correctly predicted

only one out of the total three.

Figure 4.10. Confusion Matrix of Three Models

As can be seen from the confusion matrices of these models, all three models demonstrate

high accuracy in predicting hits for the dataset. However, they fail to correctly predict time-outs

or misses. This discrepancy arises because accuracy, as defined by Equation 4.4, reflects the pro-
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portion of correct predictions out of the total number of predictions made. The predominance of

hit data within the overall dataset significantly influences this measure of predictive accuracy, as

observed in this case. To illustrate in detail, accurate predictions of hits substantially boost overall

accuracy, while predictions for the other two categories—time-outs and misses—remain unreli-

able. This issue is indicative of an imbalanced dataset, where the number of hits (175 out of 195

trials) far exceeds the instances of the other two outcomes (20 trials), thus heavily influencing the

outcome. Consequently, an additional criterion, such as the AUC value, is necessary to provide a

more balanced comparison of the models. It is worth noting that a low AUC value further under-

scores the imbalance issue. The following subsection 4.3.3 addresses the problem of imbalanced

data and how to resolve this issue.

4.3.3 Addressing the Imbalanced Data Problem

There are several methods to address imbalanced data, such as resampling, which includes upsam-

pling the minority classes and downsampling the majority class, as well as the synthetic minority

over-sampling technique (SMOTE).

Resampling techniques for imbalanced datasets involve adjusting the class distribution either

by increasing the instances in the minority class, known as oversampling, or by decreasing the

instances in the majority class, referred to as downsampling. Oversampling aims to equalize the

minority class size to that of the majority, while downsampling reduces the majority class size to

align with the minority [191].

SMOTE is a technique in data analysis that addresses the imbalance in datasets by creating

synthetic examples in the minority class. SMOTE works by taking samples from the minority class

and generating new, synthetic samples that are similar yet slightly different, thereby increasing the

size of the minority class in the dataset. This approach helps in balancing the dataset, improving

the performance of ML models on imbalanced datasets [192, 193].

The SMOTE offers a significant advantage over traditional resampling methods for handling

imbalanced datasets. Unlike simple duplication of minority class instances in resampling, SMOTE

synthesizes new examples from the minority class. This approach is effective as it creates syn-
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thetic examples that are close in feature space to existing minority class examples. As a result, it

augments the representation of the minority class without simply duplicating existing examples,

contributing to a more effective learning of the decision boundary for the model [192, 193]. There-

fore, in this study, the SMOTE technique was used to address the problem of imbalanced data. It

should be noted that ’hit’ is the majority class in this study, while ’miss’ and ’time out’ are the

minority classes.

4.3.3.1 Effect of SMOTE on Outcome

After applying SMOTE, the number of data points in the minority classes increases. SMOTE raises

the count of these minority data points to match that of the majority class. In this specific case, the

number of data points for both the ’miss’ and ’time out’ classes has increased to 249, aligning with

the ’hit’ class, which originally had the most data points.

The process of implementing SMOTE in this code involves several steps. Initially, 30% of

the ’hit’(75 trials) data along with all the original data for ’miss’ and ’time out’ (18+9=27 trials)

are selected. Then, SMOTE is applied to the entire dataset. Subsequently, the same 30% portion

of ’hit’ data and the original ’miss’ and ’time out’ data are removed to form the testing set. The

model is subsequently trained with the remaining data, which comprises both the original and the

SMOTE-augmented data. With this methodology, the RF model achieved an accuracy of 78%.

Furthermore, it recorded an AUC value of 0.81. Detailed performance metrics of accuracy and

AUC are provided in Figure 4.11. DT and RF exhibit similar accuracy values, approximately 81%

and 78% respectively, while KNN demonstrates a lower accuracy compared to these two models,

at 61%. It’s worth mentioning that the AUC values of all three models have increased, with DT,

RF, and KNN showing AUC values of 0.79, 0.81, and 0.74 respectively.
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Figure 4.11. Accuracy and AUC of Three Models after SMOTE

Figure 4.12. Confusion Matrix of Three Models After SMOTE

Although there is a slight decrease in accuracy, the AUC values and confusion matrix in Figure

4.12 indicate that all three models perform better for the three target classes after applying SMOTE.

77



In the DT model, out of 75 data points classified as ’hit’, 65 were predicted correctly, 3 were

predicted as ’time out’, and 7 were predicted as ’miss’. For the 18 data points classified as ’time

out’, 13 were predicted correctly, 5 were incorrectly predicted as ’hit’, and none were predicted as

’miss’. In the last row of the confusion matrix for DT, out of 9 data points classified as ’miss’, 5

were predicted correctly, 3 were incorrectly predicted as ’hit’, and one was incorrectly predicted

as ’time out’. As observed in the confusion matrices for DT, RF, and KNN, there is a notable

decrease in the number of ’hit’ predictions compared to the initial predictions. However, despite

this reduction in ’hit’ predictions, the overall performance of the models has improved across all

three classes: ’hit’, ’time out’, and ’miss’. This improvement can be attributed to the models

achieving better balance and accuracy in their predictions for all classes, leading to a more robust

and reliable classification outcome.

This result demonstrates that SMOTE effectively resolves the data imbalance issue present

in the dataset, allowing all three models to predict the results of all three classes. This marked

improvement in performance underscores the efficacy of SMOTE in effectively addressing the

data imbalance issue prevalent in the dataset. Prior to the implementation of SMOTE, the models

faced challenges in predicting beyond a single class (hit). However, post-SMOTE implementation,

they exhibit the capability to predict the results for all three classes, indicative of the successful

resolution of the previously encountered limitation.

4.4 Conclusion

This paper introduces three distinct Machine Learning (ML) algorithm models—Decision Tree

(DT), Random Forest (RF), and K-Nearest Neighbors (KNN)—applied to Over-The-Counter (OTC)

labeling design data. The implementation of ML in this study is aimed at predicting patterns in

newly introduced features without the necessity of collecting additional data. While the models

demonstrated satisfactory classification accuracies of 85%, 88%, and 90% for DT, RF, and KNN

respectively, their lower AUC values suggest limitations in accurately predicting when one target

category (’hit’) is predominant over the others (’time-out’ and ’miss’). This is a common challenge

in scenarios where data is imbalanced, with one class significantly outnumbering the others.
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To mitigate this imbalance, various strategies are explored, including resampling, which in-

cludes upsampling the minority classes and downsampling the majority class. One effective tech-

nique for dealing with such imbalances is synthetic minority over-sampling technique (SMOTE),

which this study utilized. By applying SMOTE, the imbalance in the dataset was effectively

addressed, enabling the model to be trained on a more balanced mix of original and SMOTE-

generated data. This revised training methodology significantly enhanced the model’s perfor-

mance. The improvements indicate a substantially increased capability of the model to effectively

classify all three target classes: ’hit,’ ’miss,’ and ’time out’. The enhancement of the confusion

matrix in ’time out’ and ’miss’ underscores the effectiveness of SMOTE in managing imbalanced

datasets, as clearly evidenced by the results.
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CHAPTER 5

Discussion

5.1 Summary

The aim of these two studies was to apply AI and ML technologies in the field of packaging.

Evaluating packaging is essential as it prevents potential damage and ensures the package meets

key functions such as protection, containment, apportionment, unitization, communication, and

convenience. With the rise of global e-commerce, distribution risks are increasing, driven by

factors such as manual and mechanical handling, transport vehicle impacts and vibrations, and

environmental hazards. To assess packaging, various methods including field tests, laboratory

evaluations, and numerical solutions have been utilized. However, due to certain limitations in

these traditional methods, an alternative approach using AI has been proposed.

In recent years, the use of AI has spread across many areas of science, including engineering

fields, medicine, and more, demonstrating its adaptability and transformative impact. The realm

of packaging is no exception to this technological growth and innovation. AI’s integration into

packaging offers novel solutions for design, efficiency, and sustainability challenges. This study

implements AI and ML in two areas of packaging: evaluating customer feedback and modeling

patient attention towards OTC medications.

5.1.1 A Novel Packaging Evaluation Method Using Sentiment Analysis of Customer Re-

views

This research develops a new approach to assess packaging by examining customer feedback on

an e-commerce platform. Utilizing Sentiment Analysis (SA), a component of Natural Language

Processing (NLP), and Pack-List, a library of terms related to packaging, the study analyzes these

reviews. This innovative method allows for the assessment of packaging effectiveness through cus-

tomer insights, presenting an efficient alternative to conventional physical testing. This technique
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not only streamlines the evaluation process compared to lab tests but also yields valuable infor-

mation for packaging designers. Analyzing the overall failure rate informs the reliability of the

current packaging design, and tracking failure rates over time pinpoints potential seasonal prob-

lems. Additionally, a word cloud generated from negative feedback highlights critical areas in

packaging, significantly reducing the dependence on physical testing. Furthermore, studying word

co-occurrence in negative reviews uncovers patterns and common issues highlighted by customers.

In conclusion, this paper introduces an innovative approach for assessing packaging effective-

ness by leveraging customer reviews. This method signifies a shift from traditional evaluation tech-

niques, focusing on the analysis of real-world user feedback for a more practical understanding of

packaging performance. While the model effectively evaluates packaging quality, it’s important to

acknowledge that its depth in qualitative analysis is somewhat restricted by the scope of currently

available data. This limitation highlights the potential for even more detailed and refined insights

with the collection of additional data. Expanding the dataset would not only refine the model’s

predictive accuracy but also enable a more comprehensive analysis of customer sentiments and

preferences. Ultimately, this approach stands to greatly improve the efficiency and effectiveness

of the packaging evaluation process, providing valuable insights that can inform future packaging

design and enhancements.

5.1.2 Machine Learning Modeling of Patients’ Attention of Over-the-Counter Medication

Label Design

This research presents the application of three ML models—Decision Tree (DT), Random For-

est (RF), and K-Nearest Neighbors (KNN)—to analyze Over-The-Counter (OTC) labeling design

data. The goal of utilizing ML in this context is to identify trends in new features without the

need for additional data collection. The models achieved classification accuracies of 85%, 88%,

and 90% for DT, RF, and KNN, respectively. However, their lower Area Under the Curve (AUC)

values highlight a challenge in predicting accurately when one class (’hit’) dominates the others

(’time-out’ and ’miss’), a typical issue in datasets with an imbalance of classes.

To address this imbalance, the study explores several methods, such as increasing the rep-
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resentation of minority classes (upsampling), reducing the representation of the majority class

(downsampling), and synthetic minority over-sampling technique (SMOTE). The study specifi-

cally employs the SMOTE to counter this issue. The application of SMOTE effectively corrects

the imbalance, allowing for the training of the model on a dataset that includes both original and

synthetically generated data. This approach markedly improves the model’s performance, elevat-

ing its accuracy to 78%, 81% for RF and DT and the AUC to 0.81 and 0.79, respectively. The

improved results in the ’time out’ and ’miss’ categories within the confusion matrix highlight

SMOTE’s success in handling imbalanced datasets, as the outcomes clearly demonstrate.

5.2 Challenges

While this dissertation presents valuable insights, it is important to acknowledge that, as with any

research, it comes with its own limitations.

In the evaluation of customer feedback, the analysis is limited to reviews written only in En-

glish. This presents a limitation as there are some reviews that are written in languages other

than English, which are not included in the analysis. Consequently, important insights from non-

English feedback could be missed, potentially affecting the comprehensiveness of the evaluation.

Including multiple languages in future analyses could provide a more holistic understanding of

customer sentiments and enhance the accuracy of the findings.

This research utilized online data sources to evaluate customer feedback, as these were the

only available resources for assessment in this study. However, it should be noted that there are

other forms of feedback which were not accessible for inclusion in this analysis, such as feedback

received via telephone, email, or in-person interactions. The incorporation of these additional

feedback channels could potentially provide a more comprehensive view of customer sentiments

and experiences. Including a broader range of feedback sources in future studies might offer more

detailed insights and a more thorough understanding of customer perspectives, thereby enriching

the data analysis and enhancing the overall findings of the research.

Additionally, in the ML modeling of patient behavior, the dataset size was limited. This study

utilized data collected from Lanqing Liu’s research [40] in the Healthcare, Universal Design,
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Biomechanics lab (HUB) at Michigan State University, where this research was conducted. The

relatively small dataset size presents a challenge, particularly in achieving a balanced dataset, as

the limited number of data points contributes to the issue of data imbalance. More comprehensive

data would be beneficial, as it could provide a broader understanding of patient behavior patterns

and lead to more accurate and reliable ML model predictions. Expanding the dataset could also

help in addressing the imbalance issue by offering a more representative sample of the various

behavioral patterns, thereby enhancing the overall effectiveness of the study.

5.3 Suggestion for the Future Study

For future studies, an important enhancement would be to include multiple languages in the anal-

ysis, not just English. Expanding the scope to encompass different languages would allow for a

richer, more diverse collection of customer feedback, providing a broader perspective on consumer

sentiments across various cultural and linguistic backgrounds. This multilingual approach could

uncover unique insights that are specific to different regions and demographics.

Additionally, implementing a spell-checking algorithm for all words in customer reviews be-

fore analysis could significantly improve the accuracy of the findings. Customer reviews often

feature informal language and may contain various spelling errors or casual expressions. Correct-

ing these errors beforehand would ensure a more precise and reliable text analysis, leading to better

quality data.

Another key area for future research is the removal of stop words in text analysis. Stop words,

which are commonly used words that carry minimal meaningful information, can clutter and dilute

the significance of the analysis. Eliminating these words would sharpen the focus on more relevant

terms, enhancing the depth and clarity of the analytical results.

An additional aspect that could be explored is the integration of image processing with text

analysis. Often, customer reviews include images that can provide additional context or highlight

specific aspects of product packaging. By analyzing these images alongside the textual content,

researchers could gain a more comprehensive understanding of customer opinions and sentiments.

This dual approach of text and image analysis could lead to a more detailed and comprehensive
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evaluation of product packaging, offering a holistic view of consumer feedback and preferences.

In the second project, a range of ML models were considered for classification purposes.

Among these, three widely recognized and popular models were selected and implemented. How-

ever, it is worth exploring the potential of other ML models in this context. Different models may

offer varied strengths and could potentially lead to enhancements in key performance metrics. Ex-

ploring alternative models could yield improvements in accuracy, enhance the AUC values, and

produce more informative confusion matrices. These alternative models might pick up different

details in the data or fit better with the unique features of the dataset being used. Therefore, ex-

perimenting with a broader range of models could provide valuable insights and possibly optimize

the overall performance of the classification task in this project.
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APPENDIX

Table A1. Random Forest Trees with Number of Nodes and Leaves

Trees Number of Nodes Number of Leaves Trees Number of Nodes Number of Leaves
1 59 30 2 59 30
3 55 28 4 75 38
5 61 31 6 23 12
7 69 35 8 61 31
9 73 37 10 57 29

11 59 30 12 65 33
13 79 40 14 61 31
15 65 33 16 79 40
17 65 33 18 69 35
19 47 24 20 91 46
21 53 27 22 45 23
23 87 44 24 79 40
25 73 37 26 69 35
27 77 39 28 75 38
29 65 45 30 89 45
31 43 22 32 71 36
33 61 31 34 61 31
35 65 33 36 65 33
37 77 39 38 71 36
39 75 38 40 51 26
41 65 33 42 63 32
43 59 30 44 77 39
45 77 39 46 69 35
47 77 39 48 61 31
49 59 30 50 77 39
51 45 23 52 63 32
53 81 41 54 73 37
55 77 39 56 51 26
57 69 35 58 89 45
59 81 41 60 67 34
61 47 24 62 73 37
63 85 43 64 73 37
65 93 47 66 65 33
67 69 35 68 61 31
69 59 30 70 57 29
71 61 31 72 55 28
73 41 21 74 63 32
75 71 36 76 67 34
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Table A1 (cont’d)

77 69 35 78 73 37
79 59 30 80 71 36
81 69 35 82 75 38
83 61 31 84 69 35
85 69 35 86 55 28
87 69 35 88 63 32
89 65 33 90 57 29
91 81 41 92 63 32
93 65 33 94 45 23
95 41 21 96 49 25
97 49 25 98 63 32
99 47 24 100 75 38
101 71 36 102 67 34
103 61 31 104 75 38
105 71 36 106 41 21
107 53 27 108 57 29
109 57 29 110 75 38
111 77 39 112 57 29
113 73 37 114 71 36
115 67 34 116 51 26
117 63 32 118 59 30
119 67 34 120 55 28
121 47 24 122 73 37
123 71 36 124 71 36
125 63 32 126 69 35
127 63 32 128 55 28
129 59 30 130 69 35
131 53 27 132 71 36
133 71 36 134 69 35
135 60 35 136 71 36
137 71 36 138 59 30
139 55 28 140 65 33
141 73 37 142 63 32
143 73 37 144 67 34
145 75 38 146 63 32
147 59 30 148 59 25
149 73 37 150 75 38
151 53 27 152 89 45
153 53 27 154 73 37
155 63 32 156 57 29
157 49 25 158 43 22
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Table A1 (cont’d)

159 77 39 160 71 36
161 67 34 162 55 28
163 61 31 164 79 40
165 63 32 166 59 30
167 67 34 168 59 30
169 45 23 170 73 37
171 65 33 172 69 35
173 63 32 174 69 35
175 65 33 176 89 45
177 79 40 178 63 32
179 51 26 180 59 30
181 63 32 182 77 39
183 79 40 184 67 34
185 71 36 186 69 35
187 63 32 188 69 35
189 55 28 190 59 30
191 63 32 192 75 38
193 69 35 194 63 32
195 71 36 196 33 17
197 51 26 198 67 34
199 57 29 200 81 41
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