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ABSTRACT

Topological data analysis and deep learning are fields which have widely growing interest and
rapid research developments, each in their own right. However, at the intersection of these fields,
there is an opportunity to leverage the topological structure of data, incorporating the additional
information into deep learning algorithms and methods applied to deep learning tasks. The design
of deep learning architectures for various tasks on the domain of topological objects has seen quick
progress, fueled by the desire to model higher-order interactions that are often naturally occurring
in data.

The first focus area of this dissertation is an extension of pooling layers to simplicial complex
input data. For deep learning problems on graph-structured data, pooling layers are important for
down sampling, reducing computational cost, and to minimize overfitting in the model. We define a
pooling layer, NErvEPoOL, for data structured as simplicial complexes, which are generalizations of
graphs that include higher-dimensional simplices beyond vertices and edges; this structure allows
for greater flexibility in modeling higher-order relationships. The proposed simplicial coarsening
scheme is built upon partitions of vertices, which allow us to generate hierarchical representations
of simplicial complexes, collapsing information in a learned fashion. NervEPooL builds on the
learned vertex cluster assignments and extends to coarsening of higher dimensional simplices in a
deterministic fashion. While in practice, the pooling operations are computed via a series of matrix
operations, the topological motivation is a set-theoretic construction based on unions of stars of
simplices and the nerve complex.

The second focus of this dissertation is another input data type with topological structure, the
Euler Characteristic Transform (ECT). The ECT provides a summary of the topological shape
of data which is both simple to define and simple to compute for many different input data types,
including images, graphs, and embedded simplicial complexes. In contrast to alternative directional
transform methods in topological data analysis, the ECT is easier to compute and represent in a
format well-suited for machine learning tasks. To leverage the inherent structure of ECT data

on a cylinder for our input data types, we employ a particular choice of convolutional neural



network (CNN) architecture for the classification of ECT data. We prove that our ECT-CNN
pipeline produces equivariant representations of input data, which allows for the use of un-aligned
input data. We apply the ECT-CNN to two different leaf shape datasets and compare the model
performance against traditionally used methods which require data to be prealigned, and in doing

so we exhibit its efficacy in shape classification tasks.
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CHAPTER 1

INTRODUCTION

Topological Data Analysis (TDA) describes a suite of tools for quantifying shape in data, encom-
passing a wide range of methods derived from algebraic topology and computational geometry
and their use within the context of machine learning [30, 100]. The primary value of such tools
is that they can achieve robust, quantitative measures of shape that summarize the topological
features of data. Meanwhile, deep learning encompasses a vast class of machine learning algo-
rithms in which typically large neural networks are used for representation learning tasks. These
algorithms combine many simple affine (i.e. linear) functions with pointwise nonlinear functions
(i.e. activation functions) and pooling operations to approximate complex functions representing
a specific task. As deep learning algorithms are widely used in contexts ranging from healthcare
and computer vision to insurance and autonomous driving vehicles, it is increasingly important to
understand the underlying mathematics of these algorithms. While the empirical results of these
algorithms often show great success, there is much left unexplained in terms of mathematical jus-
tification. Additionally, unintentional bias in models can have very real and harmful effects when
these algorithms are used in more widespread societal contexts. Understanding and interpreting
how deep learning models function in relation to- and within- the context of other mathematical
fields is important to the overall comprehension of mathematical underpinnings of deep learning
algorithms. Despite the opportunity for generalizations of methods in deep learning (particularly
those of graph representation learning and geometric deep learning) to adapt them for use in TDA,
these fields have remained largely independent for much of their existence. More recently, we have
seen the emergence of research at the intersection of these two fields, an effort commonly referred
to as topological deep learning (TDL) [39, 99, 16].

In [42], the authors combine deep learning with TDA by proposing a technique to learn
task-optimal representations of input topological signatures to ensure that the decision of machine-
learning-compatible representation is not agnostic to the task. There have been rapid advancements

within this scope, including the emergence of many varying proposed architectures for different



types of topological input (we refer to [72] for a survey of message passing-style topological
neural networks). Additionally, the position paper [71] effectively summarizes existing work in this
space along with open problems and unresolved lines of inquiry. For data supported on different
topological domains, there are necessary adjustments and generalizations from traditional deep
learning methods defined on structures such as grids and graphs. In this dissertation, we address
necessary considerations for two different types of topological input data for deep learning models:
simplicial complexes and directional transform data. Each of these topological data types have
associated structures, which we exploit in different ways to support their use within deep learning
models. Specifically, we contribute to the rapidly expanding body of topological deep learning

literature by

1. developing and implementing a pooling method for neural networks on the domain of sim-

plicial complexes, and

2. proposing a Convolutional Neural Network (CNN) framework for analysis of directional

transform data.

In the first part of this work, we introduce a pooling layer for simplicial complexes, NErvEPooL,
which extends existing methods for graph pooling to be defined on the full simplicial complex using
standard tools from combinatorial topology. While in practice, the pooling operations are computed
via a series of matrix operations, NERVEPooL has a compatible topological formulation.

Given an input simplicial complex and learned partition of the vertices (i.e. a specified cover on
the vertex set), the NErRvEPooL method is defined by both by its topologically motivated framework
and a compatible matrix representation. For exposition purposes, we assume that the initial clusters
can form a soft partition of the vertex set, meaning every vertex is assigned to at least one cluster
but vertices can have membership in more than one cluster. However, theoretical proof of some
properties requires restriction to the setting of a hard partition of the vertex set. In particular, under
the assumption of a hard partition of vertices, we prove that NERVEPoOL maintains invariance

properties of pooling layers necessary for simplicial complex pooling in neural networks, as well



as additional properties to maintain simplicial complex structure after pooling. The initial vertex
clusters give us a natural way to coarsen the underlying graph (1-skeleton) of the input simplicial
complex, where clusters of vertices in the original complex are represented by meta-vertices in
the pooled complex. We use the nerve of the extended cover of the complex to construct a new,
pooled simplicial complex, which in practice is achieved though matrix multiplication of cluster
assignment matrices with boundary matrices of each dimension.

In this work, we show that there is a choice of input cover on the vertices such that NErvEPooL
returns the same simplicial complex (up to re-weighting) and that when used in the context of
a simplicial neural network with hard vertex clusters, it is a simplex-permutation invariant layer.
Additionally, we prove the equivalence of the nerve/cover topological interpretation and matrix
implementation using boundary matrices for the setting restricted to hard vertex partitions. This
pooling layer has potential applications in a range of deep learning tasks such as classification and
link prediction, in settings where the input data can be naturally modeled as a simplicial complex,
helping to mitigate the additional computation cost of including higher dimensional simplices.

The second part of this work leverages topological structure of the Euler Characteristic Trans-
form (ECT) in the context of deep learning. The ECT is a simple to define and simple to compute
topological representation which descriptively represents the topological shape of data. In contrast
to alternative options defined in the literature, the ECT is easier to compute, as well as being
amenable to machine learning input requirements in a format well-suited for machine learning
tasks. In this work, we propose to apply a particular choice of CNN architecture for classification
of directional transform data, leveraging the inherent structure of the data on a cylinder. We prove
that this ECT-CNN pipeline is equivariant to rotations of the input simplicial complex, which is a
necessary property for its use on un-aligned data.

Using our proposed ECT-CNN pipeline, we apply the method for classification tasks of multiple
leaf shape datasets. Measuring leaf shape is paramount to discovering and understanding phyloge-
netic and evolutionary relationships of plants. Traditional methods, however, often rely on direct

measurements and limited statistical methods to quantify differences in leaf shape. In this example



application, we harness the effectiveness of ECT representations and the power of convolutional
neural network models to quantify the naturally occurring widespread variation in leaf morphology.

This dissertation is structured in the following way: Chapter 2 describes relevant background
in topological data analysis and deep learning. Chapter 3 proposes a pooling layer for simplicial
complex neural networks (note that this chapter is largely duplicated from our preprint [64]). Chap-
ter 4 proposes the use of convolutional neural networks for classification of directional transform
data (specifically the ECT). Chapter 5 describes applications of this method to biologically relevant

leaf-shape datasets. Chapter 6 outlines overall conclusions and directions for future work.



CHAPTER 2

BACKGROUND
This chapter gives background context for some important concepts in topological data analysis

(TDA) and deep learning methods for data modeled as grids, graphs, and simplicial complexes.

2.1 Topological Data Analysis

We first introduce relevant background on simplicial complexes and their homology, chain
complexes, boundary maps between linear spaces generated by p-simplices, and simplicial maps.
Additionally, we outline different notions of local neighborhoods on simplicial complexes through
adjacency and coadjacency relations. Finally, we describe directional transforms used in TDA,
specifically focusing on the Euler Characteristic Transform (ECT), and some of its applications,

variations, and properties.

2.1.1 Simplicial Complexes

A simplicial complex is a generalization of a graph or network. While graphs can model
relational information between pairs of objects (via vertices and edges connecting them), simplicial
complexes are able to model higher-order interactions. With this construction, we can still model
pair-wise interactions as edges, but also triple interactions as triangles, four-way interactions as
tetrahedra, and so on.

The building blocks of simplicial complexes are p-dimensional simplices (or p-simplices for

short), formally defined as a set of p + 1 vertices

O-p:(VOaVI,-Han)a

v, € V(K), where V(K) is a non-empty vertex set and we denote this set by V when K is
understood. Note that we often use a subscript on the simplex to denote the dimension of the
simplex, i.e. dim(o,) = p. The cyclic ordering of vertex sets that constitute a simplex induce an
orientation of that simplex, which can be fixed if necessary for the given task. For each simplex, there
are two possible orientations, each of which are equivalence classes representing all possible cyclic

permutations of the vertices which define the simplex. We say that o,_1 = [vg, V1, ..., vnp_,] and



op = [wo,wi,..., wnp] have the same orientation if the ordered set of vertices [vg, vy, ..., Vn,,_l]
is contained in any cyclic permutation of the vertices w; forming o,. Conversely, if the ordered set
of vertices for o,_1 are contained in any cyclic permutations for the other orientation of o, then
we say that o, and o, have opposite orientation.

Simplicial complexes are collections of these p-simplices, glued together with the constraint
that the collection is closed under taking subsets. In other words, an abstract simplicial complex,
K, is a finite collection of non-empty subsets of V such that for a simplex @ € K, f C « implies
B € K. In this case we call B a face of @ and write § < «@. Abstract simplicial complexes
are combinatorial objects, defined in terms of collections of vertices (p-simplices), however they
can have geometric realizations corresponding to vertices, edges, triangles, tetrahedra, etc. The

dimension of a simplicial complex is defined as the maximum dimension of all of its simplices
dim(K) = maxdim(o) ,
ek

where the dimension of a simplex dim(o-) is one less than the cardinality of the vertex set which
defines it. For the use of simplicial complexes as input to neural networks in Ch. 3, we need
additional notation to keep track of the neural network layer index within the network. We denote
the simplicial complex at layer £ of a neural network by K(© and its dimension ) = dim(K ).
Note that for the purposes of this dissertation, the superscript indexes the neural network layer and

does not represent the ¢-skeleton of the complex as is common in the topology literature.

2.1.2 Chain groups and boundary maps

For K¢ a finite abstract simplicial complex with dim(Kp) = P, let C,(Kyp) denote the chain
group (denoted by C,, when Kp is understood). For dimension p > 0, the chain group is a finite
dimensional vector space over a field F (e.g., F = R,C, or Z;). The chain group has a basis
B, = {(T,-}?:” , given by the p-dimensional oriented simplices of K, where n), is the number of
p-simplices of K. Elements of the chain group C, are linear combinations of p-simplices of the

form:

p
a = Z ;05
i=1



where the summation is over all oriented p-simplices 0; € 8, and @; € F. An element @ € C,(K)

is called a p-chain. Addition of p-chains «, 5 € C), is defined by,

a+p= Z(a’i + ;)0
i=1

The vector space C), is also equipped with an inner product, which is defined for two p-chains

a,B € Cp as,
np

<aaﬁ>cp = Z OZiBi .

i=1
Here, §3; is the complex conjugate of f;, which is required when F = C and can be ignored when

F = R. We will denote this inner product by (:,-) when C,, is understood. This inner product

lellc, = \f(@ a),. aeC,.

With this choice of inner product for C,, the basis B, is an orthonormal basis and every a € C),

defines a norm:

can be uniquely written as

np
a= Z(a/,o;-)(rl-.
i=1 SN——
a;
From the mapping C, — F"» defined as a — (a1, ..., a,,p), we have that C), = F"».

Now we consider a collection of operators that map between these vector spaces generated by

p-simplices. The boundary map 0, which operates on an oriented simplex o = [vo,---,v,] is
defined as:
P
Op(0) = D (=) [vo, T+ vy € Cpa(K),
i=0

where v; denotes the removal of vertex v; from the vertex subset. Since we are working in a linear
space, this definition can be extended linearly to operate on the p-chains (i.e. the entire space

C,(K)) so that we have amap 9, : C,(K) — Cp,_1(K) with

np

0,(a) = Z @0, (07) .
i=1

The boundary information of each simplex in a simplicial complex is crucial to homology computa-

tions. Combinations of these operators also form the Hodge Laplacian operator, which is important



to facilitate message passing neural networks on simplicial complexes. The Hodge Laplacian
operator is further discussed in Sec. 2.1.5, and relevant to neural networks discussed in Ch. 3.

Combining chain groups C,(K) and the boundary maps between them d,,, we define a chain
complex between C,, 1, Cp, and C,_; as follows:

Op+1 Op
- = Cpy1 —>Cp —>Cp_1 — ..

b

where 0,1 and 0,, are boundary maps on C),, and C,, respectively. Animportant standard property

of these maps is that the composition of two boundary maps is the zero map.
Proposition 2.1.1. (0, 0 0,11)(a) =0 foralla € Cpyy

Proof. We show that (d,-1 © d,)(0) = 0 for an oriented simplex o = [vo,...,v,], which in turn

implies that (0,_1 0 d,)(a) =0 forall @ € Cp,
(0p-100,)(0) =0p-10,[vo,V1,...,Vp]

)4
- Z(—n’a,,_l (V0555 Diseves V)]
i=0

= Z (G ) C 014 P IS U Z(—l)l(—l)f[. S VRS T
i=0 \j<i j>i
=0.

Boundary matrices Boundary maps are an operator (represented as a matrix given a fixed basis)
which map between vector spaces C, and C,_; generated by p-simplices and (p — 1)-simplices
respectively. Each boundary matrix captures incidence relations for a given dimension, keeping
track of which simplices of dimension p — 1 are faces of a simplex of dimension p. For example,
in Fig. 2.1, vertices vy and v are on the boundary of edge ey and edge e; is on the boundary
of face fy. For each dimension p, this incidence-relation information is encoded in the matrices
corresponding to the boundary operators d,,. For clarity in subsequent sections, we equivalently use

notation 9, := B, € R"»-1*"» to represent the matrix boundary operator, with subscripts indicating
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Figure 2.1 Non-oriented boundary matrices |B;| and |B;| for an example simplicial complex (left).

the dimension. When necessary to associate a boundary matrix to a specific simplicial complex K,

we denote this matrix by Bg ,. Note that By = 0, since there are no simplices of negative dimension

to map down to.

Orientation Simplex orientation is encoded in boundary matrices using +1, with different ori-
entations of the same simplex indicated by different placement of negative values in the boundary
matrix. Thus, we can fix an orientation and define entries of oriented p-boundary matrices as
follows:

1 if 0,1 and o, have the same orientation
By(0p-1,0p) =1-1 if 0p-1 and o, have opposite orientation

0  if o1 is not a face of o,

where o, and 0,_; are simplices in K. If simplex orientation is not necessary, we use the non-

oriented boundary matrix |B P |

2.1.3 Homology and Persistent Homology
Recall from Sec. 2.1.2 that elements of the vector spaces generated by p-simplices (chain groups,
C,(K)) are called p-chains, @ € C,(K). Consider the set of p-chains which have boundary 0,
d,(a) = 0. These p-chains form a subspace Z, C C),
Z,={a € Cp|0,(a) =0} =ker 0, ,
which we call the p-cycles. From the boundary map definition, the p-chains that are in the boundary

of (p + 1)-chains form a subspace B, € Cp,

B, ={0p+1(a)|a@ € Cpy1} =Im py; .



We call these p—chains the p-boundaries. From the property that the composition of two con-
secutive boundary maps is the zero map (See Eq. 2.1.1 and proof), we know that the boundaries
are contained in the cycles, B, € Z,. Then, the homology group in dimension p is given by the

cycles modulo the boundaries, the quotient group,
H,(K)=2,/B, .

Elements of H,,(K) are homology classes and we say that a specific p-chain « € Z, is a represen-
tative of the homology class if the equivalence class [«] is the homology class. Two p-chains «
and o’ are cycle representatives of the same homology class if [a] = [@’]. The p-th Betti number

is the rank of this group, B, = rank(H,(K)).

Persistent Homology Persistent homology is an illustrious tool in the field of topological data
analysis, widely used for study the topological shape of data in applications including, but certainly
not limited to, proteins [92, 50], collaboration networks [17, 70], dynamical systems and machining
dynamics [60, 86, 46], periodicity in time series and satellite imagery [73, 85], and neuroscience
[34, 83, 58, 97].

A simplicial map defines a function from one simplicial complex K, to another K, induced by a
map from the vertices of K, to the vertices of K;,. Thismap f : V(K,) — V(K}) must maintain the
property that all images of the vertices of a simplex span a simplex, i.e. Yo € K, f(0) € Kp [67].
An example simplicial map is an induced map ¢ : K; < K from the inclusion of a subcomplex K;
into another larger simplicial complex K.

A filtration of a simplicial complex K is a nested sequence of subcomplexes,
0=KyCK, C...CK,=K.

We compute persistent homology of a simplicial complex for a fixed filtration as follows. For each
step i in the filtration, we compute the homology of the subcomplex H,(K;), keeping track of the

steps in the filtration in which homology classes are born and when they die. We have induced
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Persistence Diagram

Birth

Figure 2.2 A simplex-wise filtration on an example simplicial complex. The barcode showing
the persistence of features through the filtration for Sy and S; is shown below. On the right, this
information is plotted in a persistence diagram with coordinates given by (birth, death) pairs.

maps ¢ : K; < K; by the inclusions K; C K, foralli < j for the sequence of nested subcomplexes.

0C...CKi-1 CK; C... CK;-1 CK; C... CK

0—=.. 2K 19 K—>..—>K, > K;j—>..—>K.

We say that ahomology class is born at K; if it is not in the image of the induced map ¢; : K;—; — K.
We say the same class dies at K if the image of the induced map ¢, : K;_; — K;_ does not contain
the image of the homology class but the image of ¢, : K;_; — K does. By this definition, we have
that the homology class persists from index i to index j in the filtration. The paired birth and death
values of homology classes give us information about how the topological shape of the complex
changes through the lens of the specific filtration chosen. We keep track of this information using
multisets of the birth, death pairs in what we call a persistence diagram. In these scatter plots,
each homology class is given coordinates (7, j), where i is the filtration index in which the class is
born, and j is the index in the filtration at which the class dies. Figure 2.2 shows an example of a

filtration on a simplicial complex and its accompanying barcode and persistence diagram.

2.1.4 Adjacency
It is often useful to have a concise way to represent the structure of a simplicial complex. For
a 1-dimensional simplicial complex, consisting of just vertices and edges, the simplicial complex

is a graph and we represent it by the corresponding adjacency matrix: a square matrix that

11



Figure 2.3 For simplex o, geometrically realized as an edge, its four different types of adjacent
simplices are: boundary adjacent (yellow), coboundary adjacent (green), lower adjacent (pink),
and upper adjacent (blue).

stores information about which vertices are connected by edges. In general, however, simplicial
complexes have higher dimensional structure that must be accounted for. While simplicial complex
structure is also captured by adjacency relations, there is more than one way to generalize this
idea to higher dimensional simplices. Specifically, p-simplices can relate to each other by either
their common upper or lower dimensional neighbors. In order to fully capture the face and coface
relations in a simplicial complex, we consider four different adjacency types: boundary adjacent,
coboundary adjacent, upper adjacent, and lower adjacent [11], which we define next and are shown
for an example simplex in Fig. 2.3.

Fix a p-simplex o,. The boundary adjacent simplices are the set of (p — 1)-dimensional
faces of the p-simplex, {01 | 0,—1 € 07, }. This boundary adjacent relation directly corresponds
to the standard boundary map for simplicial complexes: B,. For the same simplex, the set of
(p + 1)-dimensional simplices which have o, as a face are its coboundary adjacent simplices,

{op+1 | 0p € 0ps1}. The coboundary adjacency relation corresponds to the transpose of the

T

standard boundary map: Bp I

The usual notion of adjacency on a graph corresponds to the set of vertices which share an edge;
1.e. a higher dimensional simplex with each as a face. More generally, for simplicial complexes,
p-simplices are considered upper adjacent if there exists a (p + 1)-simplex that they are both faces

of. We can capture upper adjacent neighbor relations in terms of the complex’s boundary maps
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(the up-down combinatorial Laplacian operator):

Aup,p = Bp+1B§;+1 . (2.1.1)

The lower adjacent neighbors are p-simplices such that there exists a (p — 1)-simplex that is a
face of both (i.e. both p-simplices are cofaces of a common (p — 1)-simplex). The lower adjacent
neighbor relations can also be written in terms of the complex’s boundary maps (the down-up
combinatorial Laplacian operator):

Alowp =BIB,.

Note that the sum of these two (upper and lower) adjacency operators gives the p-dimensional Hodge
Laplacian, which is leveraged in different simplicial neural network architectures to facilitate local
information sharing on complexes. Using the Hodge Laplacian as a diffusion operator, there are
various existing neural network architectures (e.g. [11, 29]) that operate on simplicial complexes.
Simplicial neural networks of this type are the context in which our pooling layer for simplicial

complexes, NERVEPooL, described in Ch, 3, can be leveraged.

2.1.5 Boundary map connection to Hodge Laplacian Operator

Boundary matrices are operators in their own regard, however we can also combine boundary
matrices of different dimensions and their transposes to form different operators. Combinations
of these boundary matrices are closely related to the Hodge Laplacian on a graph, which is a
higher-order generalization of the graph Laplacian [28]. In [57], they reconstruct the definition
of this operator using algebraic properties of cohomology, in particular using the properties of
coboundary maps (the dual of the boundary map d,).

A linear functional is a linear map that takes a vector space (in this case C,) into the scalar
field FF; so in particular, T(a + 8) = T(a) + T(B) and T(ca) = cT(a) for a,p € C, and ¢ € F.
Coboundary operators map between cochain groups, which are defined by the homomorphism

group
C’ =Hom(C,,F) :={T : C, — F | T is a linear functional} ,
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that is, the set of linear functionals that map from the p-th chain group to the specified field.
Another name for C? is the dual space of C,, and elements of C? are called cochains. The dual of

the boundary map d,, maps between cochain groups,
8, : Hom(Cp-1,F) — Hom(C), F).

This operator d, takes in a linear functional 7 € Hom(C),-1, F) and outputs a new linear functional
d,(T) € Hom(Cp, F). We have vector spaces C, and Cj—; over a field IF and a linear map between
them given by the boundary map, 0, : C, — C,_i. By definition, the dual of the map 8, is the

linear map between cochain groups, d; : CcP~! — CP, given by,
0,(T) =T o 8, so that 3,(T)(a) :=T(9,(a)),

foralla € C, and T € C? ~1. In the same way as for the chain complex, we get the associated

cochain complex by mapping between subsequent cochain groups using coboundary maps:
9, 0
-« Hom(C)41,F) i Hom(C,,F) < Hom(C,_1,F) ¢ ---. (2.1.2)

Dual to the analogous property for composing boundary maps (see Prop. 2.1.1), we have the

following property for applying consecutive coboundary maps,

Proposition 2.1.2.
(0,41 00,)(T) =0 forallT € Hom(C)-1,F), (2.1.3)

where 0 € Hom(C).1, F) is understood as the linear functional defined as 0(a) = O forall @ € C)4;.

Proof. We use the property of d, and d;, as dual maps to verify that (6; 41 ©9,)(T)(a) = 0 for

coboundary maps. In particular, since d, is the dual map of d,,, we have that
On(T) (@) =T (8y()) forall T € C"~' and @ € C,.
Using this property of dual maps, we can rewrite (6; +1 ©0,)(T)(@) in terms of boundary maps,
(07,1 0 ) (T) (@) = &, (93T ()
= 0,(T)(0p+1 (@)

=T(9p(0p+1(a))).
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We use the property of applying consecutive boundary maps: (8, o dp+1)(a) = 0 (Prop. 2.1.1) to
verify,

T(3p(p41())) = T(0) = 0.

O

Using this setting for coboundary maps, the Hodge Laplacian is the operator which can be

represented by a matrix L, : Hom(C,,F) — Hom(C,, F) defined by,

Ly (T) := (((85,))" 0 85,1) + (8, 0 (8,))(T), p =0, (2.1.4)

where  denotes the adjoint and g is the zero map (in other words it becomes the zero map for Lo).
For our setting of finite abstract simplicial complexes, we can restrict to the choice of field F = R,
and thus rewrite the p-dim Hodge Laplacian [28, 57] in terms of boundary maps and coboundary
maps (the transpose):

L, =BB,+B,.B] (2.1.5)

Note that for p = 0, this is equivalent to the well-studied graph Laplacian Ble since By is the zero

map.

2.1.6 Euler Characteristic
The Euler Characteristic is a simple yet powerful description of the topology of a shape. For
a simplicial complex K € R¢, we can compute this topological invariant by an alternating sum of

the number of simplices in each dimension,
d .
X(K) =) (=), ,
p=0

where n,, is the number of p-dimensional simplices in K [5]. For a general triangulated polygon,
the Euler Characteristic is simply y(K) = |V| — |E| + |F|, the alternating sum of the number of
vertices, edges, and faces of the polygon.

Equivalently, the Euler Characteristic can be computed by an alternating sum of Betti numbers

across dimensions

d
X(K) =D -1V, .

p=0
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Recall Betti numbers are defined by the rank of homology groups 8 = rank(H,), see Section 2.1.3.

The Euler Characteristic is not, however, discriminatory enough to distinguish between shapes
which are homeomorphic. In fact Leonhard Euler proved that all platonic solids (e.g. a hollow
sphere, hollow tetrahedron, hollow cube, etc) have an Euler Characteristic of 2.

Instead of one integer value which represents the topology of an entire shape M, we can instead
define a filtration on the shape, computing the Euler Characteristic of sublevel sets of the complex
for various steps in the filtration. This results in a collection of Euler Characteristic values, called
the Euler Characteristic Curve (ECC), a piece-wise constant integer valued function, which is
in practice a vector of integers. For the Specifically, we define a filtration on M to be the set of

sublevel sets { M, }4c[0,,] defined by
M, ={ocinM| f(a) <a}forac [0,1],

where f : M — R is any filtration function on the shape M. The ECC of M with is given by the

function

ECC:R—-7Z

t x(f (o0,1])

and the ECC maps each stopping threshold ¢ of the filtration function f to the Euler Characteristic

of the sub-level set of M at threshold 7.

2.1.7 Directional Transforms for Topological Data Analysis

Directional transforms provide a flexible framework to model high dimensional surfaces in
a more computationally feasible manner, using a choice of topological representation. Instead
of considering topological summaries of input data from the vantage point of a single choice
of direction and associated filtration, we can instead consider many possible directions and call
this collection of topological summaries from various perspectives a directional transform. In
their 2014 paper, Turner, Mukherjee, and Boyer define a Persistent Homology Transform (PHT)

and Euler Characteristic Transform (ECT), which are statistics used to represent surfaces in R?
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[84]. For the PHT, a collection of persistence diagrams (multiscale topological summaries) are
computed by applying filtrations from varying directions on the surface. Similarly for the ECT,
Euler Characteristics of filtrations are computed from different fixed directions on the surface.

For a shape M c R?, we associate to each direction w € $¢~! a shape summary by scanning M
in direction w. We consider the general class of shapes which are a subset of R¢ and as such can
be written as a simplicial complex. The chosen shape summary measures the topology of sublevel
sets of a height function for each direction w € S¢~!. The Euler Characteristic Transform
(ECT), is a directional transform of this type, where the choice of topological summary is the Euler
Characteristic curve. Define f,, to be the filtration function for direction w such that all points of

the shape x € M can be written as the standard dot product of vectors,

Jo: M —>R

X (x,w) = Zx,-y,- .
Then, the ECT defines a map from directions on the sphere to a cylinder,

ECT(M) : S - R x §4!

w— ECC, .

Computing the ECT of binary images In addition to data represented as a simplicial complex,
we can also compute the ECT of different data types such as images. In order to compute the ECT
by counting vertices, edges, and faces of sublevels sets of defined filtration of a complex, we first
must represent the image as a cubical complex. Cubical complexes are a natural way to represent
image data [51]. As opposed to simplicial complexes, which are built up through triangulations
(i.e. faces are groups of 3 vertices), with this representation the building blocks are vertices, line
segments, squares, cubes (and higher-dimensional counterparts) such that faces are groups of 4
vertices. To represent a 2D grayscale image data as a cubical complex, we represent each non-zero
valued pixel as a vertex. To construct the higher dimensional cells, edges are added between pairs

of pixels which are directly adjacent (in the direct 4 adjacent neighborhood sense) and square faces
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Figure 2.4 An example of a binary image (left) and the corresponding cubical complex (right).

are added for groups of 4 pixels which are all pair-wise adjacent. This construction is extended for
cubes in higher dimensions for images in 3D, for example. Figure 2.4 shows an example of this
process to represent a binary image as a cubical complex. We employ this method to compute the

ECT of binary images, represented as cubical complexes, in an application in Ch. 4.

Properties of the ECT By computing a chosen summary statistic from finitely many directions
on the surface, the directional transform result is a lower dimensional representation of the original
surface, which retains important structural information (according to the choice of topological
summary). In [84], they prove stability results that ensure the PHT metric can be approximated
using finitely many persistence diagrams, meaning that the number of directions necessary to
compute PH is indeed finite. There has been additional work done to determine more specific
upper bounds on this number [26]. The PHT is a sufficient statistic and the map that the PHT
defines is, in fact, injective for surfaces and shapes (in R? and R3) [84]. This work was extended to
show injectivity holds for a finite number of necessary directions with M of R? [84, 26]. Injectivity
guarantees that these transforms will not represent different surfaces by the same topological
summary. Additionally, both the finite number of directions and injective properties of the PHT
also apply for the ECT, using Euler characteristics instead of persistence diagrams as the choice
of topological representative, which significantly reduces computational complexity. Indeed, the

proof that the PHT is injective is constructive and built upon Betti numbers, indicating that the
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same injectiveness is automatically true when you swap Euler curves for persistent homology.

This provides motivation to use the ECT for applications of classification of shapes by their
topology, since it is a simple computation (especially in comparison to persistent homology) and
given enough directions sampled, we have theoretical guarantees of an injective function. Injectivity
of the ECT is also important for applications to actual data because it allows for the comparison of
shapes through comparison of their respective collections of Euler Curves.

The directional transform is a very flexible framework; the choice of topological summary
statistic can be application dependent. In addition to persistence diagrams and Euler Characteristics,
we can choose to represent the surface (or discrete dataset modeling a surface) using mapper graphs
[82] or Reeb graphs [75], which are more simplified, discrete representations. Independent of
the choice of topological signature, however, the directional transform method always encodes
additional structure from the relationship between directions in the form of circle-valued data.

There has been work towards shape reconstruction of 2D images and plane graphs from their
ECT or PHT alone [6, 31]. In Fasy et al 2024, they provide insight into sufficient conditions for
discretizations of the PHT to provide faithful shape reconstruction, in the sense that the shape can
be unambiguously reconstructed. Additionally, they provide stability results on the discretizations

for arbitrary dimensions [32].

Variations and applications of the ECT There are a few notable variations of the ECT that
have been adapted for various applications including the Smooth Euler Characteristic Transform
(SECT)[24], Weighted Euler Characteristic Transform [44] and the Differentiable Euler Charac-
teristic Transform (DECT) [78]. Statistical inference properties and applications of the SECT are
further investigated in [62] and [65], while [66] presents a survey description and application of the
SECT to a 2D fern leaf scan, represented as an embedded simplicial complex.

Here, we review how the SECT adapts the original ECT by replacing the step-functions of stan-
dard ECC functions with smooth, continuous functions in the form of Smooth Euler Characteristic

Curves (SCC). These SECC functions have a Hilbert space structure, which circumvents the stabil-
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ity issues and challenges applying statistical methods when using the step-function Euler curves.
The SECT can be computed directly from the ECT by using the average Euler Characteristic value
of each direction to mean center each ECC vector and then integrating the ECC across all filtration
thresholds. Assume the input is an embedded shape M, contained in a bounding ball of radius r.

For a fixed choice of direction w € S4~!, we first compute the average Euler Characteristic value,

1 r
ECC, = 2—/ ECC,(a) da .

r

Using this average, we then zero-center the Euler Characteristic values and integrate over all of the

thresholds to define the Smooth Euler Curve, SECC,, : [-r,r] — R by the map,
t —_—
t— / (ECCy(a) — ECC,) da .

Applying this smoothing to the entire ECT matrix (i.e. each column corresponding to a direction) ex-
tends the SECC to a Smooth Euler Characteristic Transform, SECT (M) : S$4~! — Fun([-r, ], R),
which maps w — SECC,,.

Overall, this defines a function from the space of directions on the d — 1 sphere to the space of
functions from [—r, 7] to R.

In [78], the authors present the Differentiable Euler Characteristic Transform (DECT), an ECT
neural network layer (or loss term) which is end-to-end trainable in the sense that the layer is
differentiable with respect to the ECT directions and coordinates of the shape. While most previous
work use the ECT as static feature descriptors, they suggest using the ECT as either a computational
layer, or as a loss term in a deep learning model. The primary contribution of this method is a

differentiable version of the ECT computation, swapping the alternating sum of indicator functions
ECT:S"'xR!' > Z

P
Wt Y (=D > 1 fulxe,), ®)(1)
14 Op
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with a sigmoid function to make the function differentiable,

DECT : S ' xR? > 7
P
Wt ) (=1)P ) S = folxs,))
p Op

where x, is the feature vector of a p-dimensional simplex and S a sigmoid function with tuning
parameter A.

We note also that the SECT could potentially be a useful alternative method in this setting due to
its differentiability. However, this method is in contrast to the method we suggest in Ch. 4 because

we use the ECT as a static shape descriptor for input to a convolutional neural netowrk model.

2.2 Deep Learning

In this section, we discuss various neural network architectures designed to leverage the inherent
structure of different data types- in particular grids, graphs, and simplicial complexes. We think
of these different data structures and their relation to each other to define different versions of
neural networks. First, we consider the case of image data, which we can think of as signals on
a Euclidean 2D grid. Traditional CNNs are designed relying on the regular pixel structure of the
image to perform convolutions with filters at different locations on the grid. We describe general
CNN architectures in Sec 2.2.1. We then discuss the case of using graphs as the input data structure;
graphs are a generalization of grids, where instead of necessarily having a regular structure, there
are vertices with different degrees and no euclidean structure. For the input space of graphs, we can
use GNNs for machine learning tasks, which generalizes convolution on 2D images to the space
of graphs. This type of neural network architecture, and its properties are discussed in Sec 2.2.2.
Finally, in Sec 2.2.3 we consider a further generalization to the space of simplicial complexes and
generalizations of the neural network architecture that allow us to use simplicial complexes as input

to the model.

2.2.1 Convolutional Neural Networks
Convolutional neural networks are a widely used tool for image classification and more generally

as a basis for development of deep learning architectures. First introduced in 1990 by Le Cun et
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al., as the first convolution neural network (or ConvNet) trained with backpropagation for the
classification of low resolution images, this network architecture has been foundational in the deep
learning literature [25].

Due to their reliance on the convolution operation, CNNs have foundations relating to spectral
theory and graph signal processing. Definitions of convolution and application to convolution
layers for neural networks from the signal processing perspective are described in this background
section [12, 48, 27]. Convolution is an operation that can be applied to extract information from a

signal f : R — R using a filter 4 : R — C in the following way,

f o (o) = /R F)h(r = wydu

where h(t — u) is translation of filter 4. In the case of CNNs, we are working with the discrete case
of fixed grids and a signal on the grid (pixel values). Let x represent the signal (an N X M image)
and let & be a small filter to be used for convolution. These small filters, 3 X 3 for example, are also
referred to as kernels in the deep learning literature and correspond to the learnable parameters
of the model. Let u and v be pixels, with row and column coordinates (uy,us) and (vy,Vv3),

respectively. Convolution of image x with filter 4 is defined as

(x e ) () = ) x(Wh(u =),

v

where (u—v) = (u; — vy, up — v2) and the convolution operator takes a sum over the support of 4 in
local neighborhood of #, meaning the pixels v surrounding u. If 4 is a 3 X 3 filter for example, we
think of 4 (u — v) as being supported on u U N (u), where the neighborhood N (u) is all of the pixels
directly adjacent to pixel u, including those diagonally adjacent. We use the convolution operator
to convolve small learned filters with the input image at each layer of the CNN, defining a mapping

from each image at layer ¢ to its representation at layer £ + 1, for £ > 0. Suppose at layer £, we have

an image xl.(f) e RV*M with ¢, channels,
¢
(xf ))Zr
In the case of grayscale input images, the initial layer is a single channel so ¢y = 1, however for

RGB color images we have c¢o = 3 for each of the red, green, and blue color channels. Then, we
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convolve the filters with the image to get the image at layer ¢ + 1 with ¢y, channels, defined as

Ce
(C+1) _ ©, 1 ©
x ._zp(gl Ry )
1=

for 1 < j < cpy1. Here, hgf) is the collection of learned filters, for 1 <i < cpand 1 < j < c¢¢41 and
Y is any choice of pointwise nonlinearity (e.g. ReLu) satisfying ¢ (x)(«) := ¢ (x(u)).
Convolutional neural networks combine these convolution layers with pooling layers to build
models for used for image and video recognition, image classification and segmentation, recom-
mender systems, and other computer vision tasks. As a type of feed-forward neural network, CNNs
are prone to overfitting and often require the use of regularization techniques to encourage better
generalization of the model to data it has not been trained on. Commonly used regularization tech-
niques include penalizing parameters (e.g. through weight decay on the optimizer) and reducing
the number of connections in the network (e.g. through random dropout or skipping connections in

the network).

2.2.2 Graph Neural Networks

Graphs are useful devices to model objects (vertices) and the relations between them (edges).
As such, graphs provide a flexible framework to model a wide variety of data: social networks,
chemical compounds, protein interaction networks, knowledge graphs, etc. Graph Neural Networks
(GNNSs) are a class of deep learning methods which operate on the input space of graphs. We can
think of GNNs as a generalization of CNNs, where instead of a fixed, regular graph (i.e. pixel grid)
with the task to classify different signals on the grid (i.e. images), we instead work with a more
general class of graphs and the signals defined on them. In this setting, however, there are also
various learning tasks well-suited for GNNs including signal classification, node classification, link
prediction and clustering, all of which capture the graph structure using message passing between
vertices. For node classification, from a fixed (possibly weighted) graph G = (V, E, w) with some
vertices labeled V;, C V and others not V — V; C V, the task is to assign labels to the unlabeled
vertices. Similarly, link prediction involves using information about existing edges in a fixed graph

G = (V,E) to predict if additional edges should exist between two vertices vy, v, € V for which
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(vi,v2) € E. Asopposed to standard CNNs, which operate on input spaces with grid-like structure,

GNNSs must incorporate the inherently non-Euclidean structure encoded in graphs.

Architecture In the graph domain, GNNs are able to model dependencies between nodes. They
are widely used for both vertex-level and graph-level tasks. The overall method is such that each
vertex aggregates information from their neighbors to generate an embedding. These embeddings
can then be separately used for vertex-level tasks, or aggregated to perform graph-level tasks. For
each of these vertex embeddings, the learned vector representation results from aggregating features
on the vertex itself, as well as features on its neighboring vertices. For a standard graph-level GNN

layer, features are updated using a function of the general form,

t ¢
XD = y(ax@el)  +x0e!) ).

neigh se

where A is an adjacency style matrix, X are features on vertices, { a non-linearity, and ® are
learnable weight parameters. The learnable weights control the message passing between the
features on a vertex itself, and separately the passing of information from a vertex’s neighbors. The
embedding function must have a notion locality (i.e. which vertices are in the local neighborhood
of each vertex), and must be able to aggregate information, both of which are satisfied by using
the adjacency matrix of the graph. Vertices should be embedded into the lower-dimensional space
such that “similar" vertices are close to each other, where the notion of similarity is dependent on
both the application and the choice of loss function.

One important property of message passing GNNs is the correspondence between the number of
layers in the network and the distance on the graph from which each vertex aggregates information.
In particular, a vertex embedding for vertex v at layer ¢ contains information up to £-hops away from
v. Figure 2.5 shows an example of 1-hop and 2-hop neighborhoods for a given vertex. Depending
on the application, a graph level task may require prohibitively many message passing GNN layers
for two given nodes in the graph to share information. While additional layers expand the distance
on the graph by which information is aggregated, they also increase the computational cost of the

model.
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® 1-hop
® 2-hop

Figure 2.5 An example of 1-hop (pink) and 2-hop (blue) neighborhoods for a given vertex, v (green).

In addition to this message passing-style (spatial) perspective of GNNs, we can also consider
the convolution-style (spectral) perspective, which relies on convolution operations of a signal with
a graph filter. Convolution graph neural networks (GCNs) extend directly from the definition of
CNNs, with convolution defined from the signal processing perspective, more generally on the
graph instead of the pixel grid [12, 48, 27]. We must adjust the definition of convolution defined on
graphs from the CNN grid version, x = h(u) = Y, x(v)h(u — v), because graphs have no inherent
ordering of vertices which prohibits translation i (¢ — u) of the filter 4 in a coherent way. In this
setting, we use the concept of the graph Fourier transform to define convolution. For x : V — R,
the graph signal, and h : V — R, the graph filter, we have the graph Fourier transform of x given
by the inner product,

X(r) = (X, 9r)
where @1, .. ., @ are eigenvectors of the graph Laplacian (recall the definition in Sec. 2.1.5) of the

graph. Then, we can define graph convolution using the graph Fourier transform by,
R

x * h(u) = Z (R, (1) .

r=1

Equivalently, we can write the graph convolution in terms of matrices by letting H be the R X R
diagonal matrix with h on the diagonal and ® be the matrix of eigenvectors such that column r

corresponds to ¢,

—ﬁ(1) 0 ... 0|
0 h(2 | |
H-= . and @ = P1 Y2 ... PR
0 ... 0 hR | |
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Then, graph convolution is given by x * h = ®H®’ x and the GCN which defines a mapping from
each graph at layer ¢ to its representation at layer £ + 1 for 0 < £ < L (the total number of layers in

the model), is
(6’+1) (f) (6) (O T ()
(E h) (gtl)H.j(Dxl.).

In this CGN, the collection of filters h(r)(©) on the diagonals of Hl.(f) are the learned parameters for
each layer. Again, considering h to be a 3 x 3 filter, for standard convolution we think of h(u — v)
as being supported on # U N(u) and in the graph case, call it a 1-hop filter because N (u) is the

1-hop neighborhood of vertex u on the graph.

Expressivity While the “graph isomorphism problem" in graph theory remains a problem with
unknown complexity, the Weisfeiler-Lehman (WL)-test [90] is able to determine if two graphs are
non-isomorphic. Once reaching the stopping criteria for the algorithm, the resulting claim for the
two graphs is either: (i) the graphs are not isomorphic or (ii) the graphs are possibly isomorphic.
That is to say, the WL-test heuristic is necessary, but not sufficient to show that two graphs are
isomorphic.

The WL-test determines if two graphs are non-isomorphic by producing a canonical form of
each graph through iterations of recoloring the vertices of the graphs. Differing canonical forms
indicate that the graphs are non-isomorphic. However, in the case that the canonical forms are
identical, the test is not sufficient to determine that the two graphs are indeed isomorphic. In
this setting, coloring of vertices is analogous to labels on the graph, such that two graphs are
isomorphic (up to permutations of labels). In order to produce the canonical form of each graph,
the graphs are initialized with an identical coloring of each vertex. Then, for each vertex consider
the multiset consisting of its own color and all of the colors of neighboring vertices. In these
multisets, elements can appear more than once and order does not matter. Using the multiset labels
for each vertex, reassign each vertex a new color using a hash function. Further iterations continue
the recoloring using hashes of the color multisets into new color labels. Once the coloring is

stable from one iteration to the next, the algorithm terminates, and the relationship between the two
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Figure 2.6 Graph A and Graph B are not isomorphic. The WL-test algorithm reaches the stopping
condition after 2 iterations and the canonical forms of graphs A and B are different (represented by
different colorings), resulting in the determination that Graph A and B are not isomorphic.

graphs is determined to be either non-isomorphic or inconclusive. Figure 2.6 shows an example of
two graphs that are not isomorphic and have different canonical forms according to their WL-test
coloring.

The expressive power of standard GNNs for graph level tasks can be measured by their relation
to the WL graph isomorphism test. In this setting, expressivity refers to the ability of a GNN to
distinguish between two graphs that are non-isomorphic: producing different embedded represen-
tations for graphs that are not isomorphic. GNNs typically apply a locally permutation-invariant
function to aggregate the neighbor features for each node, which results in a permutation equivariant
function on the entire graph [61]. If the local aggregator function is injective, the expressive power
of the GNN is equivalent to the WL-test. Specifically, it has been shown that GNNs are no more

expressive than the WL-test [93].

2.2.3 Simplicial Complex Neural Networks

The idea of using data with topological structure in combination with deep learning has gained
significant traction in the topological data analysis community. A recent survey by Papillon et al.
explores various architectures in this research space- coined “Topological Deep Learning" [72].

Here, we outline architectures for simplicial complexes specifically, from two early publications:
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Simplicial Neural Networks (SNN) [29] and Message Passing Simplicial Neural Networks (MPSN)
[11]. While GNNs leverage the local neighborhood of each node in the graph in order to learn node-
level (and subsequently graph-level) embeddings, message passing neural networks on simplicial
complexes require different notions of the local neighborhood of a simplex due to the higher
dimensional structure. For a given simplex, the neighboring simplices can be specified by both
upper- and lower- adjacency definitions. For example, an edge is adjacent both to its vertices
(lower dimension) and triangles (higher dimension). This bidirectional dimension relation between
simplices must be incorporated into the message passing framework to learn simplex embeddings.

If each of these adjacency types is considered independently, we have two separate neural
networks for simplex dimension p € [0, P(©)]. The upper adjacent version updates the features on

p-simplices using the adjacency matrix and has the following architecture,

(e+1) _ 0. o
Xp,adj - f(Ap’Xp ’®p’adj)’

(2.2.1)

where A, is the adjacency matrix of p-simplices (recall definition of upper adjacency from

Sec. 2.1.4), Xff) contains features on p-simplices, and e 4; 18 @ learnable weight matrix. It
p.adj

aggregates simplex neighborhood information, where a p-simplex is adjacent to another p-simplex

if they are faces of a common (p + 1)-simplex. The lower adjacent version updates features on

p-simplices using co-adjacency to define which simplices are in its local neighborhood:

G+ _ ). a0
Xp,coadj - f(CP’XP ’®p,coadj)’ (2.2.2)

where C, is the coadjacency matrix of p-simplices (recall the equivalent definition of lower
adjacency matrix from Sec. 2.1.4). In this network, it aggregates simplex neighborhood information,
where a p-simplex is coadjacent to another p-simplex if they are cofaces of a common (p — 1)-
simplex.

However, these two example frameworks with separate message passing layers for adjacency
and coadjacency (Equations 2.2.1 and 2.2.2) lack two desirable properties for message passing on

a simplicial complex. In particular, it:

Property 2.1. Does not mix across different simplex dimensions p , and
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Property 2.2. Does not synthesize adjacency and co-adjacency information.

To incorporate both of these requirements, instead of the previously described message passing
layers, the Hodge Laplacian is used to define a message passing framework on simplicial complexes,

which we describe in the subsequent paragraphs.

Simplicial neural network architectures Instead of using A, and C, separately for message
passing, we utilize the p—dim Hodge Laplacian, L,, which intrinsically includes both adjacency
and co-adjacency structural information. Two foundational deep learning architectures for the
simplicial complex domain that were recently proposed are: Simplicial Neural Networks (SNN)
[29] and Message Passing Simplicial Neural Networks (MPSN) [11]. In this section, we outline the
message passing framework on simplices and measure of model expressiveness proposed in [11].
Additionally, we derive an alternative notation for the MPSN.

SNNss are defined on the space of attributed simplicial complexes and extend convolution to act

on higher-dimensional simplices using powers of the p-dimensional Hodge Laplacian,
N .
F (ow) %, T = Z WLl T,
i=0

where 7—;,‘1 is the generalized inverse Fourier transform convolved with cochain7 € Hom(C,(K,), R).
Here, L?, denotes the ith power of the p-dimensional Hodge Laplacian and convolution is defined
using the filter ¢y € RUK»D which is a function with small support parameterized by weights W.
The choice of convolutional filter, ¢, is parameterized as an N-degree polynomial of L,, where
N 1is chosen to be small which forces convolutions to be local.

MPSNs use a generalized message passing framework in which features on simplices of different

dimensions interact [11]. In particular, the authors propose the following MPSN layer,
H)'" =y (MpHZle + UPH;an—lwp—l + OpH;;n+1WP+1) ’ (2.2.3)

where HZ’” is the output feature matrix, ¥ is an entry-wise activation function, W are learnable
weight matrices, and M,,U,, and O, are some choice of adjacency matrices corresponding to

maps on cochain groups M,, : C? — CP, U, : CP~! — cP~! and O, : CP*! — CP*!.
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To make the utility of boundary operators (and adjacency terms of the Hodge-Laplacian) in this
message passing more clear, we rewrite the MPSN layer with the following construction. For use
in developing the nervePool (Ch .3) simplicial pooling layer, it is useful to consider the MPSN in

terms of this alternative notation. Define the following substitutions,

1
Mp B Lp Hout _ X(f"'l)
(O\T PP
Up = (Bp ) )
H =X
0,=BY o
)2 p+l

Substituting this notation gives the following message passing layer,

1) _ , [1Ox© (O\T 5 (0 0 (0
XS =y [LYXW, + B)TX W, + B X Wi

0 xO W

+ + p+1°7 p+l p+l

14 14 14 ¢ ¢ ¢ 4
=y |(B)7BY + B, BE)T) X W, + BY)X, W, + B

Through rearranging terms by collecting those with the same left multiplied matrix, we equivalently

have,

f+1 4 14 4 4 14 l l 4
X =y | (B BYX W, + Xl(,_)IWp_l) + Bﬁ,ﬁl((Béfl)TXé "W, + X;(,+)1Wp+1) :

Then, concatenate the matrices Bg)Xg) with Xf_)l and similarly concatenate (B(p?l)TXf) with

X](QI (and vertically concatenate their corresponding weight matrices) to define,

w
and 09 = b
p,p+1

Wp—l p+1

9(5) _
p.p—1

The resulting message passing layer is,

(1) _ O\ [rOx O wO | a® © [m® \Tx© %O ] a®
X _w((B,,) [B,, x.x? [e®  +BY |(BY)1x ,XpH]G)p’pH) 2.2.4)

_ 0 %O x©O xO . g®
= MPSN(LY), X\ X0 X1 s o)),

where [ , | denotes matrix concatenation. This is equivalent to Equation 2.2.3. Notably, the
message passing scheme in MPSN can also be rewritten in terms of the convolutional layer in SNN,

see [11, Appx. C] for proof.
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(9]

In this construction, there are two learnable weight matrices, @g;_l and @p il

addressing
Property 2.1. Property 2.2, the mixing of features on different dimensional simplices, is also
addressed through the use of the Hodge Laplacian operator. The left hand term of Eqn. 2.2.4,
(Bg) )T Bg)Xg),X(ﬁl maps features on p-simplices to features on (p — 1)- simplices, mixes
dimensions p and (p — 1) by concatenation, and then maps them back to features on p-simplices
by the left multiplication of (B;f)))T. Similarly, the right hand term of Eqn. 2.2.4 does the opposite,
mapping features on p-cells up a dimension, mixes dimensions by concatenation, and then maps
back down to features on p-simplices by left multiplication by B;?r When split in this fashion,
these two terms correspond to the down-up and up-down combinatorial Laplacian operators. Both
of these operators are adjacency-style matrices, which we will use to define pooling on simplicial
complexes in Ch. 3.

Separation into two learnable weight parameter matrices allows for greater flexibility in each
MPSN layer. The layer could learn to use just co-adjacency information to aggregate features (the
left hand term mapping down to (p — 1)- simplices and back up to p-simplex features), or similarly
only use adjacency information (the right hand term mapping up to (p + 1)-simplices and back

down to (p — 1)-simplex features). However, if both weight matrices learn non-zero parameters,

then the layer is using the full p-dim Hodge Laplacian.

2.2.4 Pooling Layers

Pooling layers are an important consideration for neural network architectures, which have
implications in training behavior and invariance properties of the model. These layers are designed
to reduce the size of the hidden representation of a neural network and are typically paired with
convolution layers. Overall, they play an important role in reducing the computational complexity
of a model and can limit overfitting. In this section, we discuss pooling layers for CNNs and GNNss,
in terms of relevance to invariance properties of the models and application to defining a pooling

layer for simplicial neural networks (Ch. 3).
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CNN pooling layers In CNN models, pooling layers are paired with convolution layers to reduce
the size of the feature map, which is the hidden representation after a layer in the network. Reducing
the feature map size consequently reduces the computational complexity of the model because the
number of trained parameters is reduced. Commonly used pooling layers for this purpose are
max pooling, min pooling, average pooling, and global pooling. Similar to the convolution layers,
pooling layers are defined by a filter size, which determines the size of the regions in which to
summarize features. For example, a pooling layer with 2 X 2 filter summarizes features in 2 X 2
chunks of the hidden representation, and as long as the stride is set to 1 in this case, the size of
the output feature map would be half the size of the input hidden representation. Max pooling
summarizes features within a filter region by replacing it with only the maximum pixel value.
Similarly, min pooling replaces each filter region with the minimum pixel value within that region
of the hidden representation. Because of this, max pooling is particularly useful when the model is
dealing with images with dark backgrounds, because it selects the brighter pixels and ignores the
background. The opposite is true for min pool, which is good for images with light backgrounds
by selecting the minimum pixel value of the filter region. Average pooling is useful when harsh
edges in the image are not as important for classification because it works by taking the average
value within each pixel region. This has the effect of smoothing harsh edges within images. Global
pooling refers to collapsing each channel of an image down to a single value. This pooling method
can be done using any of the previous three local pooling methods (max, min, or average) and

results in significantly compressed representations.

GNN pooling layers Pooling layers are interleaved with regular GNN layers in order to reduce
the size of graphs. The primary motivation for including these coarsening layers is to reduce com-
putational complexity, but pooling is also important to limit overfitting in the model. Additionally,
pooling layers speed up the message passing between vertices that are far apart on the graph (where
distance is measured by the shortest path distance between two vertices). Typically, the pooling

methods for graphs are generalizations of standard pooling layers for grids (i.e. used in CNNs).
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Figure 2.7 High-level illustration of the DiffPool method for graph pooling.
Original graph with vertex cluster assignments — pooled graph after 1 layer with new vertex cluster
assignments — pooled graph after 2 layers.

Approaches for this task generally fall into two categories: clustering methods (e.g. DiftPool [96],
MinCutPool [7]) and sorting methods (e.g. TopK Pool [33, 15, 49], SAGpool [55]). Additionally,
Structural Deep Graph Mapper [9] is a more topologically motivated pooling method based on soft
cluster assignments. It uses differentiable and fixed PageRank-based lens functions for the standard
Mapper algorithm [82].

We focus on the widely used DiffPool method [96], which uses a hierarchical clustering scheme
based on soft cluster assignments of vertices. For DiffPool, a cluster assignment matrix is learned
at each layer and is used to coarsen the graph, which is the input for the subsequent layer. Figure
2.7 shows a high-level illustration of this graph pooling for two layers. Instead of directly clustering
graph vertices, the vertex cluster assignment matrix S is learned through a GNN using the
adjacency and feature matrices. The entries of this cluster assignment matrix are learned probability
values that are applied to adjacency matrices to coarsen the graph, and applied to feature vectors to
update the features on vertices to their coarsened embeddings. At each layer, this is achieved using
two separate GNN layers with learnable parameter matrices G)E,[) and @1(,5). For the first GNN, there

is an embedding neural network which outputs Z(©), the learned vertex embeddings at layer ¢,

29 = GNNgempea(A”, X500, )

_ ) a0 ) (O
- "[’(AX ®neigh,embed +X ®self,embed)

The other GNN is the pooling neural network which outputs S, the learned vertex cluster

assignment matrix at layer £; S is a soft assignment of each vertex at layer £ to a meta-vertex in
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the next coarsened layer (€ + 1),

SO = so ftmax [GNNKPOOZ(A(K), X({));®(€) l)]

poo

£ 14
= so ftmax [lﬁ(AX(g)@,(le)[gh’pogl + X(g)ggezf,pool ] :

Then, using S© and Z(©), the graph is pooled by the following matrix operations:
T
X (E+) — ( S(f)) 7(0)

A (S(é’))T A0

The result of applying S to the adjacency matrix is a new, coarsened adjacency matrix A(*D,
Similarly, we get the corresponding matrix of vertex embeddings X (1) for each of the meta-vertices
in the coarsened graph. The entire pooled graph is determined by its adjacency matrix and feature

matrix, which can be used as input to subsequent layers in the network.

2.2.5 Invariant & Equivariant Representations
Invariance and equivariance, generally, refer to properties that a function can have with respect
to transformations of their input data and the output representations. For a transformation 7', a

function f(x) that is equivariant with respect to 7 satisfies,

J(T(x)=T(f(x)) .

For the same transformation, we say that the function f(x) is invariant with respect to 7 if

f(T(x) =f(x).

The convolution and pooling operators in CNNs (and GNNs) are important tools to facilitate
learned representations that are equivariant and/or invariant. These properties are particularly de-
sirable in the context of classification, where for example, certain transformations of the input object
should not change the class label according to the model (invariant) or when transformations of
the input object should change the output by an equivalent transformation (equivariant). Figure 2.8

shows examples of each of these properties. In the first example, we show an equivariant function
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Figure 2.8 Model (a) on the left shows an equivariant function, in which transformation to the input
(in this case translation of the animal) equivalently transforms the output classification result from
‘grass’ to ‘sand.” Model (b) on the right shows an invariant function, in which translation to the
input image does not affect the model output: ‘dog.’

which takes input images and classifies where within the image the animal is sitting. Without
any transformations, the model output is ‘grass’, however when the dog is translated across the
image, then the output is “equivalently"” translated to be ‘sand.” The second example shows model
invariance, where now the model task is to classify the type of animal in the image. The original
image output is ‘dog’ and after applying a translation within the image, the classification result
should still be ‘dog.’

Let us specifically consider the case of translation, letting x;(n) = x(n — t) be the translation
of input object x by translation ¢ and ®(x) € R be a representation of x (for example, the
representation of x at the last hidden layer of a CNN). Then, we say that the representation ®(x) is
translation equivariant if

O (x;)(n) = @(x)(n—1) .

Indeed, this is the case for convolution layers in a CNN due to the definition of convolution operator,
which commutes with respect to translation, T(f * g) = T(f) * g = f =« T(g). By definition, a
convolution layer on its own is translation equivariant [35]. This property is an important aspect
of the rotation equivariant ECT-CNN described in Ch. 4. The representation ®(x) is translation
invariant if

O (x;) = d(x) ,
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and we say ®(x) is translation invariant up to scale 2% if
1D(x) = @x)ll2 < ¢ [t - 27 - Jlx]la,

where 0 < ¢ < 11is a constant and |¢| is the magnitude of translation. This implies local translation

invariance because for a small translation ¢, the representations ®(x) and ®(x;) are nearly the same,

7]
[P(x) - @(x)ll2 < ¢ W x> << 1,

where ¢ is small relative to the scale 2%, i.e. 2'% << 1 [41]. There are three commonly used
approaches to encode invariance into deep learning architectures: 1) hardcoded equivariant archi-
tectures (e.g. convolution layers) 2) pooling layers to average features and 3) data augmentation.
While the invariance and equivariance properties of models have notable implications, efforts to
measure them often rely on model performance metrics like loss and accuracy, which are influ-
enced by many factors beyond invariance of the model. To address this deficit, a collection of direct

measurements of model invariance and equivariance is presented in [53].
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CHAPTER 3

NERVEPOOL: A SIMPLICIAL POOLING LAYER
The content of this chapter is largely reproduced from an earlier preprint [64]. While there are
minor changes to formatting, the content remains the same.

Design of deep learning architectures for tasks on spaces of topological objects has seen rapid
development, fueled by the desire to model higher-order interactions that are naturally occurring
in data. In this topological framework, we can consider data structured as simplicial complexes,
generalizations of graphs that include higher-dimensional simplices beyond vertices and edges; this
structure allows for greater flexibility in modeling higher-order relationships. Concepts from graph
signal processing have been generalized for this higher-order network setting, leveraging operators
such as Laplacian matrices [80, 77, 79]. Subsequently, there have been many developments
regarding deep learning architectures that leverage simplicial (and cell) complex structure. These
methods have been designed through the lens of both convolutional neural networks (CNNs) [29, 95,
14,94, 76, 45] and message passing neural networks [11, 10]. For the purposes of this dissertation,
we refer to neural networks within this general family as simplicial neural networks, and note that
our work could be adapted and used for pooling within any of these architectures.

Typically, the pooling methods for graphs are generalizations of standard pooling layers for
grids (i.e. those used in CNNs). As opposed to CNNs, which rely on a natural notion of spacial
locality in the data to apply convolutions in local sections, the non-regular structure of graphs makes
the spacial locality of graph pooling less obvious [96]. For this reason, many graph pooling layers
for graph neural networks (GNNs) rely on local structural information represented by adjacency
matrices, and coarsening operations applied directly on local graph neighborhoods. A recent
survey of GNN pooling methods proposed a general framework for the operations which define
different pooling layers: selection, reduction, and connection (SRC) [37]. Selection refers to the
method in which vertices of the input graph are grouped into clusters; reduction computation is the
aggregation of vertices into meta-vertices (and correspondingly aggregating features on vertices);

connection refers to determining adjacency information of the meta-vertices and outputting the
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pooled graph. This broad categorization of graph pooling methods into three computational steps
provides a useful framework which can be extended in a natural way to describe simplicial complex
pooling.

In the simplicial complex domain, the notion of spatial locality necessary for pooling is further
complicated due to the inclusion of higher-dimensional simplices. This task of coarsening simplicial
complexes requires additional considerations to those of the graph coarsening task, primarily to
ensure that the pooled representation upholds the definition of a simplicial complex. Naturally,
simplicial complex coarsening shares some challenges with the task of coarsening graph structured
data: lack of inherent spacial locality and differing input sizes (varying numbers of nodes and edges).
However, the additional challenge for coarsening in the simplicial complex setting is the addition
of higher dimensional simplices, with face (and coface) relations in both dimension directions
by the definition of a simplicial complex. There is also a notable computational challenge when
dealing with simplicial complexes due to the inherent size expansion with the addition of higher-
dimensional simplices. A simplicial complex with all possible simplices included is essentially
the power set of its vertices. Thus, controlling the computational explosion when using simplicial
complexes in deep learning frameworks motivates the use of a pooling layer defined on the space
of simplicial complexes. These pooling layers can be interleaved with regular simplicial neural
network layers in order to reduce the size of the simplicial complex, which reduces computational
complexity of the model and can also limit overfitting.

Existing graph pooling approaches include cluster-based methods (e.g. DiffPool [96], Min-
CutPool [7]) and sorting methods (e.g. TopK Pool [33, 15, 49], SAGpool [55]). There are also
topologically motivated graph pooling methods such as Structural Deep Graph Mapper [9], which is
based on soft cluster assignments. It uses differentiable and fixed PageRank-based lens functions for
the standard Mapper algorithm [82]. Additionally, there is a method for graph pooling which uses
maximal cliques [59], assigning vertices to meta-vertices using topological information encoded
in the graph structure. However, if directly generalized for simplicial complexes, this clique-based

coarsening method never retains any higher dimensional simplices since the pooled output is always
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a graph. Recently, general strategies for pooling simplicial complexes were proposed [21], which
directly generalize different graph pooling methods to act on simplicial complexes: max pooling,
TopK Pool [33, 15], SAGpool [55], and a TopK method separated by Hodge Laplacian terms. This
proposed framework aims to generalize graph pooling methods for simplicial complexes, albeit
using different tools from what we use here.

In this chapter we introduce NErvEPoOL, which extends existing methods for graph pooling to
be defined on the full simplicial complex using standard tools from combinatorial topology. While
in practice, the pooling operations are computed via a series of matrix operations, NERVEPooL has
a compatible topological formulation which is based on unions of stars of simplices and a nerve
complex construction. Like graph pooling methods, the NErvEPooL layer for simplicial complexes
can also be categorized by the SRC graph pooling framework [37], with necessary extensions for

higher dimensional simplices. The main contributions of this work are as follows:

* We propose a learned coarsening method for simplicial complexes called NErvEPooL, which
can be used within neural networks defined on the space of simplicial complexes, for any

standard choice of graph pooling on the vertices.

e Under the assumption of a hard partition of vertices, we prove that NERvEPooL maintains
invariance properties of pooling layers necessary for simplicial complex pooling in neural
networks, as well as additional properties to maintain simplicial complex structure after

pooling.

3.1 NervePooL Method

In this section, we describe the proposed pooling layer defined on the space of simplicial
complexes for an input simplicial complex and vertex clustering. We define both a topologically
motivated framework for NErvEPooL (Section 3.1.1) and the equivalent matrix representation of
this method (described in Section 3.1.2). In Fig. 3.1, we visually depict both the topological and
matrix formulations, and their compatible output for an example simplicial complex and vertex

clustering. Notation and descriptions used for simplicial complexes are outlined in Table 3.1.
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Figure 3.1 A visual representation of NErRvVEPooL for an example simplicial complex and choice
of soft partition of vertices. Shaded-in matrix entries indicate non-zero values, and elsewhere
are zero-valued entries. Darker grey entry shading within the S0 matrix indicate the diagonal
sub-blocks which are used for subsequent pooling operations. The output simplicial complex
given by the matrix implementation is equivalent to the nerve complex output, up to weighting of
p-simplices and the addition of “self-loops", as indicated by non-zero entries on the diagonal of
adjacency matrices.
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’ Notation \ Description

K© A simplicial complex at layer £

nff) Number of p-dim simplices in K (©)
PO dim (Km)

N = ZZ;(Q ng,[) Total number of simplices for K (©)

d;,f) Number of features on p-dim simplices

Table 3.1 Simplicial complex notation and descriptions.

The input to NERVEPoOL is a simplicial complex and a learned partition of the vertices (i.e. a
specified cover on the vertex set). For exposition purposes, we assume that the initial clusters can
form a soft partition of the vertex set, meaning every vertex is assigned to at least one cluster but
vertices can have membership in more than one cluster. However, in Section 3.2, theoretical proof of
some properties require restriction to the setting of a hard partition of the vertex set. The initial vertex
clusters give us a natural way to coarsen the underlying graph (1-skeleton) of the input simplicial
complex, where clusters of vertices in the original complex are represented by meta-vertices in
the pooled complex. However, in order to collapse both structural and attributed information for
higher-dimensional simplices, we require a method to extend the clusters. NervEPooL provides
a mechanism in which to naturally extend graph pooling methods to apply on higher-dimensional

simplices.

3.1.1 Topological Formulation

Before defining the matrix implementation of simplicial pooling, we will first describe the
topological formulation using the nerve complex. NervEPooL follows an intuitive process built
on learned vertex cluster assignments which is extended to higher dimensional simplices in a
deterministic fashion.

From the input cover on just the vertex set, however, we lack cluster assignments for the higher
dimensional simplices. To define a coarsening scheme on the entire complex, we must extend
the cover such that each of the simplices is included in at least one cluster using a notion of
local neighborhoods around each simplex. A standard way to define local neighborhoods in a

simplicial complex is the star of a simplex, which can be defined on simplices of any dimension.
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Figure 3.2 The three green highlighted vertices come from a single cover element U; of a given
example cover; the full cover example will be continued in Fig. 3.3. The extended cover U; for this
collection of vertices, defined by the union of the star of every vertex in the cluster, is shown by the
highlighted green simplices. These simplices in K(©) all contribute information to the meta vertex
o € KD,

For NErvEPooL, we only require the star defined on vertices, St(v) = {0}, € K Oy c op}, which
is the set of all simplices in K) such that v is a vertex of 0p. Using this construction, for each
given vertex cluster U; = {vo, ..., vy}, we extend it to the union of the stars of all vertices in the

cluster,

a:U&m.

veU;

The resulting cover of the complex, U = {U;}, is such that all simplices in K(©) are part of at least
(but often more than) one cover element U;. Figure 3.2 shows an example of a cluster consisting of
three vertices and the simplices U; which contribute to o € K“*D. Note that neither St(v) nor U;
are simplicial complexes, because they are not closed under the face relation.

We use this cover of the complex to construct a new complex, using the nerve. Given any cover
A = {A;}ier, the nerve is defined to be the simplicial complex given by

Nrv(A) = {o 11 ()4 # 0},
i€

where each distinct cover element A; is represented as a vertex in the nerve. If there is at least
one simplex in two distinct cover elements A; and A;, we add corresponding edge (A;, A;) in the
nerve complex. Similarly, for higher dimensions if there exists a p-way intersection of distinct
cover elements, a (p — 1)-dimensional simplex is added to the nerve complex. This general nerve

construction gives us a tool to take the extended cover of the simplicial complex U = {U;} and
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Figure 3.3 Illustration of NErRvEPoOL on an example 3-dim simplicial complex, applied to coarsen
the complex into a 2-dimensional simplicial complex. The left-most complex is the input simplicial
complex, with vertex cluster membership indicated by color. The center complex depicts the ex-
tended clusters U = {U;} and the right-most complex is the pooled simplicial complex, determined
by Nrv(U).

define a new, pooled simplicial complex:
KD = Nrv(U) .

Figure 3.3 shows the nerve of a 3-dimensional simplicial complex using four predetermined clusters
of the vertices.

A notable feature of the extended covers that facilitate NErRvEPooL is that they are based on
the learned vertex cluster assignments and as such, cover elements are not necessarily contractible.
Vertex clusters that are spatially separated on the complex can result in cover elements that are
non-convex. Thus, since open cover elements are not guaranteed to be convex, we cannot guarantee
that the simplicial complex K “*! = Nrv (/) is homotopy-equivalent to the original complex K )

as would be needed to apply the nerve lemma [89].

3.1.2 Matrix Implementation

In practice, we apply the simplicial pooling method described above through matrix operations
on constructed cluster assignment matrices, boundary matrices, and simplex feature matrices.
Matrix notation used to define simplicial pooling is outlined in Table 3.2. See also Table 3.1 for

simplicial complex notation.
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Notation | Dimension \ Purpose ‘

Al(f) n x n Adjacency matrix for p-dim simplices at layer ¢

Bg) nff_)l X ng) p-dimensional boundary matrix. Maps features on p-dim
simplices to the space of (p — 1)-dim simplices

Xg) ng) X dl(f) Features on p-dim simplices at layer £

S N x N&D [ Block matrix for pooling simplices at layer £

S,(f;, n((f) X nng) Sub-block of S matrix which maps g-simplices in K
to p-simplices in the pooled complex K™V If ¢ = p, we
write Sg)

Table 3.2 Matrix notation with dimensions.

For this chapter, we assume that the input boundary matrices that represent each simplicial
complex are non-oriented, meaning the matrix values are all non-negative. Since the nerve complex
is an inherently non-oriented object (built using intersections of sets of simplices) and NERvEPooL
is formulated based on a nerve construction, it is necessary that the boundary matrices we use to
represent each simplicial complex similarly do not take orientation into account; we use |B p| for
NEervEPooL pooling operations. However, if the other layers of the neural network that the pooling
layer is used within require orientation of simplices, it is sufficient to fix an arbitrary orientation
(so long as it is consistent between dimensions of the complex). For example, using an orientation
equivariant message passing simplicial neural network (MPSN) layer, we can fix an orientation
of simplices after applying NErvEPooL without affecting full network invariance with respect to

orientation transformations [11].

Extend vertex cluster assignments From the input vertex cover, we represent cluster membership

n(€+1)

o matrix keeps track of

of each 0-simplex (vertex) in an assignment matrix S((f). This n((f) X

the vertex clusters with entries S((f) [0'(5), U;] > 0 if the vertex o0

0 0 is in cluster U; and zero entries

elsewhere. Each row of S(()g) corresponds to a vertex in the original complex, and each column
corresponds to a cover element (or cluster), represented as a meta-vertex in the next layer £ + 1.
Using these initial clusters which consist of vertices only, we then extend the cluster assignments

to include all of the higher dimensional simplices of the complex in a deterministic way. From

(O) 5 p(E+D)

.. )
the original matrix S : n, 0

, we extend the pooling to all simplices resulting in the full
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K(€+1)

n(()€+1) nge-u) né€+1)
— ”(()E) So

ny SQ,O‘—>\82,1//Y SQ

- n37| Szo=>S31  |»S32

Figure 3.4 Visual depiction of S0 : N(©) x A/(“*1) block matrix. Sets of sub-blocks are used to map
simplices of original simplicial complex to the pooled simplices. Diagonal sub-blocks (highlighted
in yellow) are used directly for pooling.

matrix, S : N x N where each of its sub-blocks ng, : n((f) X ngfﬂ) map g-simplices
in K to p-simplices in the coarsened complex K“*!. Figure 3.4 shows a visualization of this
matrix extension from vertex cluster assignments to all dimension simplex cluster assignments. As
visualized in this diagram, there are two directions by which information is cascaded through the
matrix S©: extend down and extend right, both of which pass information to simplices of the next
higher dimension. Only the diagonal sub-blocks of S(©) are used to pool simplices downstream,
so we limit the information cascading to the down and right updates, and ignore possible upper
triangular entries. We pass pooling information to simplices of the next higher dimension, within
the original simplicial complex via the down arrow update, So~ S, o, for g > 0 defined,

1 if So[vy,v;] =1forany v, € oy
Sgolog, vl = (3.1.1)

0 otherwise.
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Pooling information is passed to simplices of higher dimensions for the new simplicial complex

via the right arrow update, S, o~ S, ,, for0 < p < g
Sq,p['a O-p] = Sq,O[" Va] o Sq,O[', Vb] (ORRRNO) Sq,O[" vc] ’ (312)

for o, the simplex given by (v4,Vvp,...,v.) and where © indicates the pointwise multiplication
of matrix columns. If S, ,[-,0,] = 0 (the zero vector) then o, ¢ K (&+1) and that column is not

includedin S, .

Cluster assignment normalization Cluster assignments for all of the p-simplices should be
probabilistic, since the underling partition of the vertices are learned cluster assignments. For
example, if the vertex clustering method used follows that of DiffPool on the underlying graph,
the cluster assignment matrix is given by a softmax applied to GNN output. In this scenario, the
input cluster assignment matrix contains probabilistic assignments of each vertex to one or more
clusters. To achieve this normalization across all dimensions of the complex, we row-normalize
the lower triangular matrix S, The result of this normalization is that for a given p-simplex in
K© | the total contributions to pooled g-simplices in K “*!) sum to 1, where ¢ < p, i.e. each row

of the lower-triangular assignment matrix S©) sums to 1.

Pool with full cluster assignment matrix Only the diagonal sub-blocks of S are directly used
to pool simplices of a complex K©) to the pooled complex K“*D. Sub-blocks of the pooling
matrix correspond to mapping p-dimensional simplices in K© to pooled p-simplices in K1), In
particular, the p-dimensional boundary matrices of the pooled simplicial complex are computed
using
B = (s,) BYs(.

Then, the pooled simplicial complex is entirely determined by the upper adjacency matrices
(Equation 2.1.1), A,(li:},) = Bg:rll) (Bg:rll))T, either on their own or normalized using the absolute

difference with the degree matrix D, = Z;ZZ o Bp+1s

T
&+1) _ (€+1) (€+1)
Auwpp = ‘DP _Bp+1 (Bp+1 ) :
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The set of pooled boundary matrices, or alternatively the set of upper adjacency matrices, give all of
the structural information necessary to define a simplicial complex. Note that the specific adjacency
representation is a choice, and one could use alternative notions of adjacency described in Section
2.1.4 to summarize the pooled simplicial complex. Simplex embeddings are also aggregated
according to the cluster assignments in S() to generate coarsened feature matrices for simplices in

layer ¢ + 1. We compute these pooled embeddings for features on p-simplices by setting
(t+1) _ QT (0)
X, " =(,)X,", (3.1.3)

where Xff) are the features on p-simplices. The coarsened boundary matrices and coarsened feature
matrices for each dimension can then be used as input to subsequent layers in the network.

The matrix implementation of NERVEPoOL, using cluster assignment matrices multiplied against
boundary matrices, is consistent with the set-theoretical topological nerve construction outlined in

Section 3.1.1. Given the same complex and initial vertex cover, the output pooled complex using

A(€+1)

the nerve construction is structurally equivalent to the simplicial complex described by A, ;.

Refer to Theorem 3.2.1 and associated proof for a formal description of this equivalence.

3.1.3 Note on differentiability

For training of a simplicial neural network, and specifically to apply NervEPooL layers, the
computations defining NErRvEPooL need not be continuous and differentiable. Gradients are not
defined on the higher-order simplices of each complex, only on the underlying graph. So, to
use gradient descent and perform backpropagation for network training, the simplicial complex is
simply recomputed after the learned vertex pooling stage using the NErvEPooL method. Equations
3.1.1 and 3.1.2 facilitate this deterministic computation of coarsening for the higher dimensional

simplices.

3.1.4 Training NErvEPOOL
The required input to NErRVEPoOL is a partition of the vertices of a simplicial complex, learned
using only the 1-skeleton (underlying graph) of the complex. Since the learned aspect of NERvVEPooL

is limited to the vertex cluster assignments (S((f)) and higher-dimensional cluster assignments
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Graph Pooling | Select Reduce (VY p) Connect (V p)
MinCutPool [7] | 8{ = MLP(X{") X0 = (siHrx | BIH = (Sf}l)TBps,,
NEM [3] Factorize: Ay’ = WH — §(” =H' | X}V = (8;)'X} | B)*" = (s|))"B, S,
V = [[LoXolla
aPoo i={ilvj ) Viz V; = =
0 _ Xo0Xo,;
S, = SparseMax (ﬁm)

Table 3.3 Trainable Graph Pooling Methods in the SRC framework, with necessary adjustments for
higher-dimensional use within NErvEPooL. MLP is a multi-layer perceptron defined on the vertex
features, 5 a regularization vector, and i a vector of indices. Table adapted from [37].

are a deterministic function of S((f), the loss functions used for cluster assignments are defined
on only vertices and edges of the complex. Any trainable graph pooling method that learns a
soft partition of the graph (DiffPool [96], MinCutPool [7], StructPool [98], etc) can be used in
conjunction with NErvEPooL. However, there are minor adjustments necessary to modify these
graph pooling methods for application to NErvEPooL simplicial complex coarsening (primarily in
terms of computing embeddings for multiple dimensions).

The broad categorization of graph pooling methods into selection, reduction, and connection
(SRC) computations [37] provides a useful framework to classify steps of NErvEPooL and necessary
extensions for the higher dimensional simplices. The selection step refers to the method for grouping
vertices of the input graph into clusters, which can be used directly in the case of NErvEPooL on
the 1-skeleton for the initial vertex covers. The reduction computation, which aggregates vertices
into meta-vertices (and correspondingly features on vertices aggregated), must be generalized and
computed for every dimension of the simplicial complex. In the case of NErRvEPoOL, this is done
using the diagonal sub-blocks of S'©) to perform the reduce step at each dimension. Similarly, the
connect step requires generalization to higher dimensions and computation of new boundary maps
to output the pooled simplicial complex. Table 3.3 summarizes trainable graph pooling methods,
modified for use within NErRvEPooL simplicial complex pooling as the learned-vertex clustering

input method.
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Select S\ = 50 ftmax[MPSN¢ oot B, X7, X ()]
Reduce (Vp) | XD = (S)T . MPSNy epiea(BY, B XD X X0 )

P > p+1” TTp-1"""P ° T p+l
Connect (Vp) B§,€+1) = (S;?I)TB,,SP

Table 3.4 DiffPool adjustment for NErvEPooL in the SRC [37] framework.

NervEPoOL extended using DiffPool graph pooling For DiffPool [96] graph pooling, the
vertex clusters are learned using a GNN, so for the simplicial complex extension, Séf) can be
learned with an MPSN layer [11]. Using diagonal block matrices of the extended matrix S, the
reduce step is applied for every dimension of the complex. Finally, the connections of the pooled
complex are determined by multiplying cluster assignment matrices against boundary matrices,
for each dimension of the complex. NErvVEPooL (specifically using DiffPool for vertex cluster
assignments) is summarized in Table 3.4 in terms of the necessary select, reduce, and connect
steps. Additionally, Fig. 3.5 shows an overview flowchart of NErvEPooL, as implemented via
matrices, when the choice of vertex clusters is based on DiffPool-style graph pooling. To extend
DiffPool on graphs to simplicial complex coarsening, we must use separate MPSNs to pool features
on simplices for each dimension and an additional MPSN to find a soft partition of vertices. These
separate message passing networks (embedding MPSNs and the pooling MPSN) require distinct
learnable parameter matrices ®§2m peq &Nd @I(f;)o /-

For each pooling layer, a collection of embedding MPSNs take as input the features on simplices

(0)

(for the current dimension X(f), a dimension lower Xp_l,

. . . (0)
and a dimension higher Xp ,;) and

)

boundary matrices (for the current dimension Bg) and one dimension higher B; .1)- The output of

which is an embedding matrix Z;,[) e R" %4y for every dim 0 < p < PO of the complex K©.

()
p

Here, n,’ is the number of p-simplices at layer ¢, and d;,g) is the number of p-simplex features.

These matrices are the learned p-simplex embeddings defined by

(6 _ (0) R x(O) x(O) x(O) . o)
ZP _MPSNK’embed(BP ’Bp+1Xp—1’XP ’Xp+l’®p,embed)’

o)

where ©' peq 18 the matrix of learnable weights at layer £. Note that for the pooling MPSN, which
p.embe

is restricted to dimension p = 0, the message passing reduces to a function

MPSN¢ poor (B, X0, X19) .
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The second component of NErvEPooOL, illustrated by the right-side branch in Fig. 3.5, determines

the pooling structure through cluster assignments for each simplex. For an input simplicial complex,

P )

K© with features on p-simplices, {Xg)}pzo,

we use an MPSN on the underlying graph of the
simplicial complex. In the same fashion as the DiffPool method for graph pooling (Equation 5 in

[96]), we generate an assignment matrix for vertices (vertex cover) via

Séf) = softmax MPSNg,p(ml(Bgf),X((){),XE[); e IR

poo

(£)

(O ¢ prxnlh
where the output S € R"

*M " is the learned vertex cluster assignment matrix at layer ¢. Note
that the MPSN for dimension p = 0 acting on the 1-skeleton of K©, reduces to a standard GNN.
Learning the pooling assignment matrix requires only this single MPSN, for dimension p = 0
simplices. From this single pooling MPSN, S((f) gives a soft assignment of each vertex at layer £ to
a cluster of vertices in the next coarsened layer £ + 1.

In terms of network training, the DiffPool learning scheme for Séf) uses two additional loss
terms added to the normal supervised loss for the entire complex. These loss terms are added
from each NervEPoOL layer to the simplicial complex classification loss during training of the
entire network to encourage local pooling of the simplicial complex and to limit overlapping cluster

assignments. The first term is a link prediction loss, which encourages clustering of vertices which

are spatially nearby on the simplicial complex,
0 0 lt
Lip = 1AL, 89Sl

where || - || denotes the Frobenius norm. The second term is a cross entropy loss, which is used

to limit the number of different clusters a single vertex can be assigned to, given by

(£)

1 _
Le=—5 > HS ),
Ny~ =1

where H is the entropy function and S(()[) (i, -) the i-th row of the vertex cluster assignment matrix
at layer ¢. Both of the additional loss terms £ p and Lg are minimized and for each NervEPooL

layer, added to the total simplicial complex classification loss at the end of the network. Training a
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Figure 3.5 Example NervePooL architecture, using DiffPool as the motivating vertex cluster
method. Takes input simplicial complex K () and returns the pooled simplicial complex K (“*). The
left-side branch uses a collection of MPSNs to compute embeddings for each dimension (Reduce
step). The right-side branch illustrates using an MPSN to compute vertex cluster assignments
(Select step), and then extending assignments to higher dimensional simplices so that this structural
information facilitates collapsing of simplices when applied against boundary matrices (Connect

step).

NervEPooL layer reduces to learning a soft partition of vertices of a graph, since the extension to

coarsening of higher-dimensional simplices are deterministic functions of the vertex clusters.

3.2 NEervePooL Properties
In this section, we describe observational and theoretical properties of NERVEPooOL as a learned
simplicial complex coarsening method, including a formally defined identity function. In practice,

most learned graph pooling methods output soft partitions of the vertex set, meaning a vertex can
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be included in multiple clusters. However, extraneous non-zero entries in the “boundary” matrices!
built by NERVEPoOL emerge from vertices assigned to multiple clusters. While the result is a matrix
that does not in fact represent a simplicial complex, they do not seem to pose an issue in practice,
so long as the output simplicial complex is represented by its adjacency matrices, and not the
“boundary" matrices. The unintended entries of “boundary" matrices do not affect the adjacency
matrix representation because if one is present in the matrix, then there must also be non-zero
entries present for the edges that appear in the adjacency matrix.

As aresult, in practice NERvVEPooL can be used in a hard- or soft-partition setting. However to
prove equivalence of the nerve construction to the matrix implementation and simplex-permutation
invariance, we must assume a hard vertex clustering, i.e. where each vertex is a member of exactly
one cluster. In this regime, NERVEPoOL has more theoretical justification and we can derive
the matrix implementation in a way such that it produces the same pooled simplicial complex
output as the nerve construction, provided they are given the same input complex and vertex
cover. Additionally, assuming a hard partition of the vertex set allows us to prove it is a simplex
permutation invariant pooling layer. To work in this more restricted setting, given a soft-partition
input, one could simply threshold appropriately to ensure that each vertex is assigned to a single
cluster, choosing the cluster it is included in with the highest probability. See the example of Fig. 3.6
for the resulting matrices in the case of a hard partition, which uses the same complex as the soft
partition example of Fig. 3.1. In this restricted case, the boundary matrix output of NERVEPooL
does not have any extra non-zero entries that we see in the case of soft partitions on the vertex set.

We note one technical distinction between the standard graph representation as an adjacency
matrix, and the generalized adjacency matrices we use here. In the standard literature, the diagonal
of the adjacency matrix of a graph will be zero unless self loops are allowed. However, the
adjacency matrices constructed here have a slightly different viewpoint. In particular (at least in

the hard partition setting), an entry of an upper-adjacency matrix for dimension p simplices is

"We use quotes around boundary because the matrices generated by NErvEPooOL are not necessarily true boundary
matrices. They are boundary matrices with possible extra non-zero entries which do not affect the output adjacency
representations.
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Figure 3.6 A visual representation of NErRvEPooL for an example simplicial complex and choice of
vertex clusters. Note this is the same simplicial complex as Fig. 3.1, but using a hard partition
of the vertex set. Matrix entries indicate non-zero values, and elsewhere are zero-valued entries.
Darker grey entry shading within the S0 matrix indicate the diagonal sub-blocks which are used
for subsequent pooling operations.
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Figure 3.7 An input simplicial complex with three different choices of initial vertex covers (top,
middle, bottom). Each of these cover choices produce pooled simplicial complexes of different
homology using NervEPooOL, as indicated by the Betti numbers for dimensions 0 and 1. The
first initial vertex cover (top) produces NERVEPooL output which changes Betti numbers in both
dimensions. The second cover (middle) produces an output complex with the same 0-dim Betti
number. The third cover (bottom) produces an output complex with the same 1-dim Betti number.

non-zero if the two simplices share a common higher dimensional coface. In the case of a graph,
the O-dimensional upper-adjacency matrix would then have non-zero entries on the diagonal since
a vertex that is adjacent to any edge is thus upper adjacent to itself.

Another important technical note is that with no assumptions on the input clustering, we cannot
make promises about maintaining the topological structure of the simplicial complex heading into
the pooled layer. Since the vertex cluster assignments are largely task-dependent, any collection of
vertices can be grouped together in a cluster if it minimizes the loss function with respect to a given
task, with no regard for their spatial locality on the simplicial complex. This can lead to potentially
un-intuitive behaviour in the simplex pooling for those used to working in the setting of the nerve
lemma [89], specifically learned vertex groupings which are not localized clusters. For example,
Fig. 3.7 shows three different initial vertex covers of same input simplicial complex, resulting in
three different NErvEPooOL outcomes of simplicial complexes with different homology.

In addition to interpretability of the diagonal entries, the hard partition assumption gives further
credence for connecting the topological nerve/cover viewpoint with the matrix implementation pre-
sented. We prove this connection in the next theorem, which hinges on the following construction.

(£+1)

Assume we are given the input cover of the vertex set {Ui}?zol , have constructed the cover of

~ (+1)
the simplicial complex using the stars of the vertices U = {U,-}?jl and have built the pooled
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simplicial complex using the nerve construction K™*") = Nrv({). There is a natural simplicial
map f : K©© — KD where a vertex v € K(©) is mapped to the vertex in K1) representing the
(unique due to the hard partition assumption) cover element containing it. As with any simplicial
map, simplices in K may be mapped to simplices in K“*!) of a strictly lower dimension. Our
assumption of using only the block diagonal of the S'©) matrix means that the matrix construction
version will essentially ignore these lower dimensional maps, instead focusing on the portions of the
simplicial map that maintain dimension. That being said, one could make some different choices in

the pipeline to maintain these simplices with the trade-off of additional computation time required.

Theorem 3.2.1 (Equivalence of Topological and Matrix Formulations). Given the same input sim-
plicial complex and hard partition of the vertex set (cluster assignments), the topological nerve/cover

viewpoint and matrix implementation of NERVEPooL produce the same pooled simplicial complex.

Proof. The proof that these two methods result in the same simplicial complex is broken into two

parts:

(1) The maps are the same. We will show that the matrix representation M of the natural
simplicial map f : K0 — Nrv(U) = K+ discussed above, is equal to the matrix S© of

simplex cluster assignments used for pooling in the matrix formulation.

(ii) The complexes (boundary matrices) are the same. The boundary matrices which represent
the nerve of the cover U are equal to the boundary matrices computed using the boundary

and cluster assignment matrices from layer £. That is, we will show
© " gg®
BNrv(),p = (Sp—l) B,’S,
and thus represent the same complex which we can denote as K(*1).

Proof of (i): We prove equivalence of the simplicial map f : K© — KD to the matrix
S of simplex cluster assignments by showing equivalent sparsity patterns of their matrices.
The simplicial map is defined as f(o) = {f(v)}yeos, removing duplicates where they occur and

viewing the result as a simplex in K(“*!). Writing U, for the (unique because of the hard cover
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assumption) cluster containing vertex v (and noting that there could be different representatives), let
{Uyy, -+, Uy, }. Let M be the matrix that represents this operator, so by definition, M[o, 7] > 1 iff
T < f(0),1e.if risaface of f(o). By the nerve construction, for cover elements U,, representing
vertices of 7, N7 U,, # 0.

By definition of Eqns. 3.1.1 and 3.1.2, to fill in entries of the S matrix, an entry S[o, 7] is
nonempty iff S[o, U, ] # O for all U, € 7. By definition, this means that o has at least one vertex
in each of the cover elements U,, and thus o € () ﬁv,»- From the previous discussion, this happens
iff Mo, 7] > 1.

Proof of (ii): Assume we are given a pair 7,1 < 7, simplices in Nrv(%{), so that

Ber(ﬂ),p [Tp—l s Tp] # 0.

We will first show that if this occurs, the matrix multiplication results in a nonzero entry,
B;,[H) [tp-1,7,] # 0, as well. If {U,,,---,U, p} are the cover elements representing vertices
of 7,, we know that there exists a o € ﬂfzo l7vt.. By the star construction, this implies that every
U,, must contain at least one vertex of o, and because of the hard cluster assumption, we then
have dim(o) > dim(7,) = p. Let o, < o be a face of o with exactly one vertex per cover
element, and note that o, € ﬂfzo ﬁvi as well. Finally, writing 7,_1 = {U,, - - - ,ﬁvi, . e ,va}, let
0p-1 < 0, be the face which does not have a vertex in U,,. As we have assumed non-negative
entries in all matrices and because there exist non-zero entries in S;f_){ [tp-1,0p-1], Bgf) [op-1,0,],

and Sg) [0, 7], the resulting matrix multiplication

T
(+1) _ (g 0 g0)
B, "= (Sp—l) B,’S,

will also have a non-zero entry in [7,_1, 7,].

Conversely, if the pair 7,,_; is not a face of 7,, there is at least one vertex U,, in 7,_; which
is not in 7,, and using the dimension difference, there are at least two vertices U,,, U,, which are
in 7, but not 7,_1. Given any o, € K, we will show that at least one of S;f_)lT[Tp_ 1,0p], and
S;,f) [0p, Tp] are zero, resulting in a zero entry in the matrix multiplication. If S;,f) [0p, 7p] =0 we

are done, so assume this entry is not zero. By definition, this means that f(7,) = o,. Following
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the same argument above, this means that o, has a vertex in each cover element U, of 7,. Given
any 0,1 < 0, there is exactly one vertex U, missing. However, either U,, or U,, must still be
included in o,_1. These were found because they are not in 7,1, thus f(o—1) # 7p—1. As the S©)

matrix represents the simplicial map f, we then have that Sg’]_){ [Tp-1,0p-1] = 0 as required. O

Theorem 3.2.2 (NervEPoOOL identity function). There exists a choice of cover (cluster assignments)
on the vertices, S((f), such that NErvEPooL is the identity function, i.e. K™*1) = K(© and the pooled
complex is equivalent to the original, up to re-weighting of simplices. In particular, this choice

of S((f) mapping is such that each distinct vertex in K©) is assigned to a distinct vertex cluster in

K(€+1).

Proof. For the proof, we show a bijection between the simplicial complexes using the set-theoretic
representations, thus showing that the resulting layer is the same up to reweighting of the simplicies.
Suppose each vertex in the original complex is assigned to a distinct cluster, so that U; = {v;}, and
then U; = St(v;). For any simplex o = {vj,, -+ ,v;,} in KO, we denote o = {070’ e ,ZJZ}. Note
that & must be a simplex in K“*! since ¢ is in the intersection of the stars ﬁii io St(vi).
Injectivity is immediate by definition. We show the bijectivity of the set map K© — K1)
sending o — o. To check surjectivity, note that for any o0 € K (+1) with {lFJTO, e ,TJZ}, the

< 71 for

intersection ﬂ;‘iio St(v;) must contain some simplex 7. By definition, this means that v;
all i € {ip,---ig}. Then o = {v;,,---,vi,} < 7, and by the closure of the simplicial complex,

oce KO, |

Permutation invariance A key property of graph structured data and graph neural networks is
that the re-ordering of vertices should not affect the network output. Different representations of
graphs by their adjacency information are equivalent, up to arbitrary reordering of the vertices.
This property implies a permutation invariant network is necessary for most tasks such as graph
classification, and subsequently permutation invariant pooling layers are necessary. Other types
of invariance, including orientation of simplices, are not relevant for NErvEPooL, due to the

assumption of non-oriented simplices.
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Theorem 3.2.3 (NErvEPoOL Permutation Invariance). NERVEPoOL is a permutation invariant

function on the input simplicial complex and partition of vertices. Equivalently,

NERVEPOOL(PS((f), K9y = NERVEPOOL(S(()K), K9y,

. . : () (O
for any permutation matrix on vertices P € {0, 1}"0 *"o

Proof. Permutations of simplices correspond to re-ordering of the vertex list of a complex. Note
that the re-ordering of vertices of a simplicial complex induces a corresponding re-ordering of
all its higher dimensional simplices. Consider a simplicial complex defined by its set of simpli-
cies K := {0yp,...,0,}. Consider an alternate labeling of all simplices in K and call this new
simplicial complex K’ := {0, ...,0,}. Then, there exists an isomorphism between the sets K
and K’, and specifically an isomorphism between the vertex sets of each. This map between
vertices in K and vertices in K’ can be represented by a permutation matrix P € {0, 1}”3[)X"<(>[).

Then, NERVEPOOL(PS(()O, KOy = NERVEPOOL(S(()O, K©) since the simplex sets define the same

simplicial complex structure and the vertex cluster assignments are permuted accordingly. O

3.3 Code and implementation notes

NEervEPoOL code is available at www . github.com/sarah-mcguire/nervePool. The imple-
mentation takes an input simplicial complex (given by either a list of simplices or set of boundary
matrices) and partition of vertices (array assignment matrix Sée)) and returns the pooled simplicial
complex. There is also built-in functionality to visualize each simplicial complex using NetworkX
[38]. In the case of hard clusters of the vertex set for pooling, the complex visualization can also
include highlights around each vertex, with color indicating each vertex’s cluster membership. The
current implementation of NErRvEPooL is limited to input simplicial complexes with maximum
dimension 3 (where the largest simplices are tetrahedra). Additionally, vertices are labeled and
tracked using ASCII characters, so the maximum number of vertices which a simplicial complex

can have is 128 in the current version.
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3.4 Conclusions and Future Directions

In this chapter, we have defined a method to extend learned graph pooling methods to simplicial
complexes. Given a learned partition of vertices, NERVEPooL returns a coarsened and simplified
simplicial complex, where simplices and signals defined on those simplices are redistributed on
the output complex. This framework for simplicial complex coarsening is a very flexible method
because the input partition of the vertex set can come from any choice of standard graph pooling
method or learned vertex clustering. We show that there is a choice of input cover on the vertices
such that NErvEPooOL returns the same simplicial complex (up to re-weighting) and that when
used in the context of a simplicial neural network with hard vertex clusters, it is a simplex-
permutation invariant layer. Additionally, we prove the equivalence of the nerve/cover topological
interpretation and matrix implementation using boundary matrices for the setting restricted to hard
vertex partitions. This pooling layer has potential applications in a range of deep learning tasks such
as classification and link prediction, in settings where the input data can be naturally modeled as a
simplicial complex. NErvEPooOL can help to mitigate the additional computation cost of including
higher dimensional simplices when using simplicial neural networks: reducing complex dimension,
while redistributing information defined on the simplicial complex in a way that is optimized for
the given learning task.

A limitation of this method is that using standard graph pooling methods for the initial clustering
of vertices limits the learned influence of higher-dimensional simplices. Future work in this
direction to include more topological information in the learning of vertex clusters could enhance
the utility of this method for topologically motivated tasks. For graph pooling methods with
auxiliary loss terms such as DiffPool [96] and MinCutPool [7], adjustment or inclusion of additional
auxiliary topological loss terms to encourage vertex clusters with topological meaning would be
an interesting line of inquiry. Taking into account the higher-dimensional structure for the learned
pooling on underlying graphs could allow NErvEPoOL to coarsen simplicial complexes, tuned such
that specified topological structure is retained from the original complex.

While the current assumptions of NERVEPooL include loss functions only defined on the 1-
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skeleton, if additional auxiliary loss terms defined on higher-order simplices were utilized, then
the functions defining NervEPooL would need to be continuous and differentiable for gradient
computations. This is automatic for Eq. 3.1.2, the right arrow update, since it defines a series of
Hadamard (entry-wise) products, which are differentiable. However, Eq. 3.1.1 is an “on or off"
function, which is not differentiable. To address this, one could define a relaxation of the update
rule which closely approximates the rule with a differentiable function (e.g. sharp sigmoidal or
capped Relu-type functions). Such considerations for gradient computation could be addressed in
future work, adjusting loss function choices to preserve desired topological structure in the pooled

representation of simplicial complexes.

(¢+1)

In this work, to compute embeddings of features on p-simplices {X,

}Z;z(gm, we choose to
apply separate coarsening for each dimension of the input simplicial complex in Equation 3.1.3.
This choice enforces that information sharing for the signals defined on simplices only affect
signals on pooled simplices within a given dimension. Alternatively, future modifications could
utilize the entire block matrix S0 applied against a matrix containing signals on simplices of all
dimensions, which would allow for signal information to contribute to pooled simplices amongst
different dimensions.

Additional future work on simplicial complex coarsening should include experimental results
to identify cases where including simplicial pooling layers improve, for example, classification
accuracy. Also, comparison experiments at different layers of a simplicial neural network would

be useful to determine if the pooled complexes are reasonable and/or meaningful representations

of the original simplicial complexes, with respect to a given task.
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CHAPTER 4

A CNN FOR ECT DATA
In this chapter, we propose a neural network architecture which exploits the inherent structure of
directional transform data. Directional transform data refers to a class of summary statistics in
which topological summaries are computed from a collection of directions around the input data.
In this chapter, we restrict the setting to 2D input data and focus on a choice of directional transform

with provable properties as a sufficient statistic: the Euler characteristic transform (ECT).

4.1 Introduction

Here, we propose a framework within the overall theme of synthesizing deep learning and TDA
to combine directional transform data with convolutional neural networks. In this work, we are
interested in deep learning on an input space of topological signatures with spherical structure
relating the signatures. The inherent structural information in certain data types is leveraged
for both message passing and convolution style neural networks. Convolutional Neural Network
(CNN) architectures rely on the grid-like structure of input data such as images (2-D grid) and
time series (1-D grid) [35]. GNNs leverage input data structure in a different way, however, since
non-Euclidean structure of certain datasets lends them to be modeled as graphs. In this setting,
relationships on graphs are defined in terms of adjacency relations instead of Euclidean grids. We
propose to apply a variant of the CNN architecture to leverage the structure of directional transform
data using topological signatures.

Current methods using directional transforms (see Sec. 2.1.7 for definition) typically aggregate
the topological summaries from each direction in a straightforward way (e.g. sum, concatenation,
etc) [2, 44]. However, there is additional structure, namely circular directions w € S9-1 inherent
to the directional transform, that is lost when the statistics are aggregated and directly applied
to traditional machine learning methods (e.g. Support Vector Machine (SVM), k-nearest neighbor
algorithm). To leverage the structural relationship between the transforms in different directions, we
propose using a CNN architecture that considers the relationship between directions as structured

input.
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If one wishes to use standard pairwise distance comparisons with directional transform data (and
visualize these distances using multidimensional scaling, for example), then the input data must be
pre-aligned. While the original PHT work suggested support of the comparison of unaligned shapes
because of its property as an injective map [84], previous applications of directional transforms
such as those in [2] require aligned input data, or use standard alignment techniques such as
Procrustes methods [36] or alignment using classic shape statistics for centering, scaling, and
rotating as described in [84]. However by using a CNN to model the data, the assured rotational
equivariance of the model circumvents the need to pre-align data. In this chapter, we prove the
ECT-CNN pipeline achieves rotation equivariance. This property is particularly useful when there
is no canonical choice of alignment for the data, or when doing so comes at great computational
cost. In example leaf shape datasets which we will explore in Ch. 5, this is not as necessary; it
is reasonable to align most leaf shapes because one can determine the direction of growth from
the leaf stem and align accordingly. However, in other biological applications, no such natural
alignment is available. For example, one might wish to compute the ECT of protein structures
which have no natural orientation. The complexity of proteins, and vast variety amongst all known
protein structures make their alignment not only a computational challenge, but a practical one as
well. A method which circumvents the preprocesing step of alignment is especially valuable in

these scenarios where alignment is unfeasible.

4.2 Related Work

Beyond the applications on simple test data for proof of concept on variations of the ECT, there
has been additional efforts to use the ECT for analysis of real data, specifically through methods of
machine learning.

Developments using the ECT in this space have included Euler integral related applications [63]
and [88] as well as topological loss terms [87, 78]. In their 2021 paper, Amézquita and coauthors
use the ECT to quantify the shape of barley seeds [2]. For classification, they concatenate all of
the ECT vectors into a high dimensional vector, perform dimensionality reduction and then pass

the result into an SVM. Due to the use of an SVM, this method requires that the data be pre-
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aligned. SVM models classify d-dimensional vectors by finding a (d — 1)-dimensional hyperplane
which reasonably separates the vectors by the desired class label, maximizing the distance from
the hyperplane to the nearest vector on each side. Determining the hyperplane which separates
classes requires that the vectors be comparable, and thus dimensions of each vector must maintain a
consistent ordering. Additionally, because they concatenate the ECT into a single high dimensional
vector, information about which direction each of the ECCs was from is lost in the classification step.
In another paper, Jiang and coauthors define a weighted version of the ECT that uses a simplicial
complex with an associated weight function as input [44]. They motivate the so-called WECT by
brain tumor data analysis, because the data often comes in the form of segmented grayscale images,
which could be represented as weighted simplicial complexes in this way. In their experimental
results, they apply the WECT to a classification task of MNIST (handwritten digits) and similarly
use an SVM model to classify the ECT vectors. In both of these applications, using an SVM for
classification necessitates alignment of the data and means that the directional information is not
being used for the classification model.

The ECT has also been incorporated into deep learning methods, although not by using it as a
static shape descriptor (i.e. as input to the model). In their recent paper, Roell and Rieck use the
ECT to define a layer within a neural network and additionally claim it can be used as a loss term
[78]. In order for the ECT layer to be updated using backpropogation, it must be differentiable.
Thus, they modify the ECT to define a differentiable ECT which is differentiable with respect to the
directions chosen and the coordinates of the input data and coin the method the Differentiable Euler
Characteristic Transform (DECT). This method is in contrast to what we suggest here because we
focus on the use of ECT data as a fixed shape descriptor, and how to leverage the inherent structure
of the data to use it as input to deep learning classification methods.

Separate from ECT use in machine learning tasks, there are existing efforts to define CNNs
for input data which are not restricted to signals on Euclidean grids. In [47], the authors propose
CyCNN, which converts input images with Cartesian coordinates to polar coordinates and uses

cylindrical convolution layers for classification. In [22], the authors propose a Spherical CNN,
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which applies convolutional neural networks to spherical signals. They define a spherical cross-
correlation (for convolution operations) which is rotation-equivariant, replacing filter translations
with rotations in the sphere. Using the generalized Fourier transform, which projects a real
valued function onto a set of orthogonal basis functions, the translations directly act like spherical
harmonics. The Spherical CNN architecture is defined on the space of real-valued functions,
however the space of a topological signature is not limited to R; using directional transform data as

input to Spherical CNNs would thus require further investigation.

4.3 Method

The novelty of this pipeline relies on being able to retain the directional information which
is inherent to the directional transform data when applying it to tasks such as classification. Let
K € R? be a simplicial complex, with an embedding in Euclidean space given by the function
g : V(K) — R? which assigns geometric coordinates to each vertex in K. By interpolating all
higher dimensional simplices from the vertex embeddings, we have an embedding for all simplices
o € K which maps g : K — R%. The ECT is defined by the collection of functions for each

direction w,

fo:K—>R

o — max{(g(v), w).
VET

As opposed to flattening the ECT data into a single, high-dimensional vector, we instead represent
it as a matrix with dimensions (D, J), where D is the number of directions and J is the number of
thresholds used to compute the ECT. Given a bounding box [-T, T] of K, for fixed, evenly spaced

directions {a)i}lD: e S' and thresholds denoted by {t J-}j:l, where t; = —T and t; = T, the ECT

1

matrix has entries
Mgli, ] :)((f(;il(—oo,tj)). 4.3.1)

This matrix representation resembles a single channel 2D image, which is well-suited for classifi-
cation tasks using standard CNNs. However, we think of the 2D ECT data as living on a cylinder,

S xR?, so some considerations are required to ensure that spatial structure is retained in the image
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ECT matrix
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Figure 4.1 An example graph (left) with the computed ECT using 32 directions and 48 thresholds
represented as a cylinder (center) and the corresponding 2D matrix representation (right). Heatmap
colors in both ECT representations indicate the Euler Characteristic value at a specific threshold ¢
and direction w.

representation. Figure 4.1 shows an example embedded simplicial complex, its ECT on a cylinder,

and the corresponding ECT matrix representation.

Cylinder padding To facilitate the illusion that the input images are cylindrical, we use padding
defined by built in methods as part of the PyTorch package. For each of the sides, where we want
the left edge to be identified with the right edge of the image, we use circular padding which uses
copies of columns from the right side to pad the left and copies of the left side to pad the right.
Figure 4.2 depicts this circular padding and subsequent zero padding. On the top and bottom of
each image, we pad with zero-valued pixels, which is a standard choice for computer vision tasks.
There are a few parameters involved in padding that can be adjusted to have different effects on the
output feature map. The padding size, p, which represents how many pixels deep we want to pad
our image, is one such parameter. Stride, s, is a parameter that controls how far the kernel is shifted
within the image during convolution. If we assume k is the kernel size, or the size of the filter we

are using for convolution, then defining the padding size to be
k
pP= LEJ

has the effect of preserving the feature map size as long as the stride is s = 1.
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)

Figure 4.2 Diagram showing the equivalence between rotation on the cylinder and translation on
the flattened 2D image representation of the cylinder. Circular padding is used to identify the left
and right edges of the 2D image.

Circular padding Circular and zero padding

0O 0 0 0 O O O 0 O

Figure 4.3 Example toy image of size 5 X 5 with cylinder padding applied. Zero padding is applied
to the top and bottom of the image and circular padding is applied to the left and right. Choice of
padding size in this example is two, however the choice depends on desired effect on the output
feature map size as described in Sec. 5.2.

In this case, the output feature map is the same size as the input to the convolutional layer. Figure
4.3 shows an example of circular and zero padding, with a stride of one and padding size such that
the feature map size is the same as the input size. When s = 1, the kernel stops at every pixel
and is centered there for convolution. When s > 1, the feature map shrinks after the convolution
step. Reduced feature maps can be useful for dimension reduction and reducing computation time
because the filter is applied fewer times. However it has a trade-off and can cause the model to lose

information, especially fine-grained details depending on image content.
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PyTorch Implementation The input to each of the models we consider here are arrays and vectors
of Euler characteristic values; as such, the values can be positive or negative valued integers. For
the purposes of CNN models, we need to treat input data as an images, and thus rescale each ECT
“image” to have pixel values in [0, 255] which is a standard representation for greyscale image

data. We achieve rescaling through,

255 ) ’

new_array = (array — min(array)) s (max(array)—min(array)

which allows us to work with the ECT matrices as images in PyTorch and be able to further
normalize them without having to account for negative valued pixels. For normalization, we use
the following built in PyTorch transformations. Assuming the input image data has pixel values in
[0,255], we use ToTlensor() to convert the numpy array to a tensor with pixel values rescaled to
[0, 1]. Then, we use the built in Normalize(u = 0.5, oo = 0.5) function, which assumes tensor input
with [0, 1], and choose u = 0.5 and o = 0.5 such that pixel values in each image are normalized
to [—1, 1],

image — u

image =
o

Additionally, we use a third transform on the image data, introducing random rotations, to
reduce bias in the model. The motivating purpose of using this ECT-CNN pipeline for classification
analysis is that it is not necessary to pre-align the data. Indeed, to prevent the model from fitting
to any incidental alignment in the data, we apply a random rotation to each image before training.
In the case of the MPEG-7 dataset, and as is often the case in image-type datasets, there are some
classes for which most of the images appear to be aligned in a natural way. However, an arbitrary
dataset does not necessarily have a natural choice of alignment between classes of shapes. To
prevent any unintentional alignment from influencing the model, and to encourage the training to
focus on the shape of the data instead, we apply a random rotation to each image. This is done
through the built in PyTorch RandomRotation() transform for the shape images (with pixel fill
values set to be the same as the background pixel values to avoid artificial image edges visible after

rotation) and using a custom transform for the ECT matrices. Our custom ECT rotation transform
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works by first randomly selecting a rotation angle, then correspondingly translating the columns of
an existing ECT matrix. The result is a transformed version of the ECT matrix which represents the
ECT matrix exactly computed for that rotation of the original complex. This translation transform is
useful because it allows an easy way to perform "rotations" of the input pixel-based images without
having to worry about considerations to actually rotate a non-vector image file format (centering,
alignment, image edges and size, etc).

In the case of the SECT-CNN, we additionally apply a custom transform to the ECT image, to
convert the standard ECT matrix to the smooth Euler characteristic transform. The SECT, defined
in Sec. 2.1.7, is computed from the ECT matrix by first taking the average of each direction w
(i.e. column of the matrix). Then, the column-wise mean is subtracted from the associated column
so that each column is centered. Then, we integrate from the first threshold to the last threshold,
which is computed using a cumulative sum from the bottom of the matrix to the top. The resulting
matrix is the same size a the ECT, and we similarly normalize following the process described

above.

Architecture We use a simple CNN architecture with two convolutional layers paired with max
pooling layers, followed by two fully connected layers for classification. This model architecture is
depicted in Fig 4.4. Architectural parameter choices such as the number of channels were chosen
somewhat arbitrarily, as opposed to being selected to optimize the classification accuracy results.
Indeed, we utilize this CNN architecture to evaluate the method of evaluating ECT data in this
way, and not with an eye towards achieving state-of-the-art classification results. For specific
applications of the ECT-CNN to other datasets, the best architecture parameter choices would vary,
and selecting them to optimize model performance could be done through grid-search or other

standard methods.

4.4 Translation Equivariance and Invariance
Representing the ECT data as a matrix, with its cylindrical property accounted for using padding

in convolutional layers, we are able to use a CNN as a model for classification that is rotational

68



conv2d
3x3 kernel
cylinder padding

fully connected

convad flatten  Neural network
- fully connected
max pooling I_a)f Kerr:;;_ relu ac_t_n.raﬂon neural network
(2x2) cylinder padding

relu activation

'

» — _‘.-.‘__ i :
R output
7 units

20 channels
A (20,8,12) ; 024 its
10 channels 20 channels un
(10,16,24) (20,16,24)
Input
(1,32,48)
10 channels
(10,32,48)

Figure 4.4 CNN architecture used for classification of MPEG7 ECT data consisting of two convo-
lutional layers, each paired with a max pooling layer followed by two fully connected layers.

(R LLy

0 nm2 n 311/2211 0 H/Z n 3n/22n 0 nm2 n 311/2211 0 rr/2 n 31'1/2211 0 IT/Z n 311/2211 0 rl/2 n 3r1/22r1

Figure 4.5 An example graph (top) and computed ECT matrix (bottom), recomputed for rotations
of the graph. As the input graph is rotated (clockwise from left to right), the values of the ECT
matrix are translated, as seen by the left-to-right shift of the patterns within the image.

equivariant. Rotations of the input simplicial complex correspond to translations in the ECT matrix,
as shown in Fig. 4.5. As shown in the subsequent lemmas, rotation on the cylinder is the same as
translation in the flat-matrix, so we are able to rotate the input shape and the effect is translation
in the ECT image on the right, as shown in Fig. 4.5. The ECC for direction w € S! of the rotated
complex Ky is equal to the ECC for direction w — 6 of the original complex K. We then can show

that rotation of the input complex corresponds to horizontal translations in the ECT matrix.
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Lemma 4.4.1. Rotation of complex corresponds to translation of ECT For an embedded sim-

plicial complex K and the same complex rotated by 6, Ky,
ECT(Ky)(w) = ECT(K)(w — 6).

Proof. Let K C R? be the input simplicial complex with embedding given by g : V. — R? Let
w € S be a choice of direction in which to rotate the simplicial complex. Then, we can define the
rotated simplicial complex by applying the rotation 6 to the given embedding function g of K,
8o - K — Rz
v Rg-g(v),
where Ry is the rotation transformation matrix which operates on a vector to produce the rotated

vector for a fixed coordinate axes,

cosf —sind
Ry =
sind cosd

We refer this rotated embedded simplicial complex as Ky C R? for simplicity later. Consider the
Euler Characteristic Transform, ECT(Ky), and specifically the function with respect to direction
w,
fo o x(£5)7 (=eout])
Consider also the function on the original orientation of K with respect to the direction w — 6,
ff_g e )(((ff_g)_l(_"o’ t]) .
The Euler Characteristic curve, ECT(K)(w — 0), is defined by
f-g: K — R?

o — max{(gyg(v),w — ).
VET

Since go(v) = Ry - g(v),

fo-o(0) = %%;‘(Re -go(v), w — 6)
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The vectors (Ry - g(v), w — 6) and (g(v), w) are equivalent,

(Rg-go(v),w—0) =(R;'Rg - go(v), R, - (w — )
=(g), Ry - (w-0))

=(g(v), w),
since we can verify that R;! - (w — 0) = w:

| cosf —sinf || Tcos(w — 0)
R, - (w-0)=
sinf cosf |\ Tsin(w — 6)

T[cosé - cos(w — @) — sinf - sin(w — 0)]

T[sinf - cos(w — ) + cosB - sin(w — 6)]

by trig product identities and Ptolemy’s difference identities,

T[cos(€+w—9)+§os(9—(a}—9)) + —cos(@—(w—9)2)+cos(9+w—0)]

T [sinf(cosw - cosh + sinw - sinf) + cosf(sinw - cosh — cosw - sinb) |

T [ COSU);COS(A) ]

T[(sind - cosw - cosh) + (sin’6 - sinw) + (sinw - cos26) — (cosh - cosw - sinb)]

Tcosw

Tsinw(sin®6 + cos26)

Tcosw

T'sinw

Then, fX , : K — R? is equivalent to £’ : Ky — R? and we have that
ECT(Ky)(w) = ECT(K)(w - 6).

The direction w relative to K rotated by 6 is the same as the direction w — 6 relative to K with its

original orientation (see example Fig. 4.6). O
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K Ky

Figure 4.6 Visual depiction of the effect of rotation of shape K by 6 relative to a second angle w.
The ECC of K computed with respect to direction w — 6 is the same as the ECC of Ky computed
with respect to direction w.

We have shown that rotations of the input simplicial complex correspond to translations across
the collection of functions which encompass the ECT in the continuous setting. However, in
practice the ECT requires subsampling of directions on S' so computation requires discretization
by selecting a finite number of directions and finite number of thresholds to at which to compute
the Euler characteristic. It is expected to introduce error through subsampling directions for the
ECT computation, and consequently introduce error in the rotation equivariance property of the
ECT-CNN model. However, in the the continuous setting by using the Euler Characteristic curve
in all possible directions, rotation of the input image exactly corresponds to translation of the ECT
matrix. We recall the matrix approximation described in Sec. 4.3 such that the ECT matrix has
entries given by Eqn. 4.3.1 and show that input simplicial complex rotation corresponding to ECT
translation transfers through the matrix discretizations of the ECT.

Let K be an embedded simplicial complex and Mg be the Euler Characteristic Transform
matrix representation of K. If K is rotated by 6, then the resulting ECT matrix representation My
is equivalent to the ECT matrix representation Mg, with columns shifted according to the angle
0 (i.e. rotation of the input complex corresponds to horizontal translation of the ECT matrix). We
assume that the sampled directions are fixed and evenly spaced such that Aw = w; — w;_ for all

i < D, which gets rid of stability issues common with the ECT [62].

Lemma 4.4.2. Matrix representations are equivalent For fixed, evenly spaced directions {wi}lg ]

such that Aw = w; — w;_1 is the difference between directions, there exists some k € Z such that the
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rotation of K can be written 6 = Aw - k, and the matrix representations of the ECT are equivalent,
MKg[iaj] = MK[Z - k’J]

Proof. From the previous lemma, we have that ff_e = ff ¢ for some rotation 6 of K and the ECT
computed for directions w — 8 and w, respectively. Let w = w;, where i denotes the direction index.
By the construction of fixed, evenly spaced directions, we can write the rotation angle as a index

of the sampled directions, § = A6 - k for some k € Z. Then, f (f = ffie and we can write

i—(Aw-k)

f(fi_ L= ffi" . The matrix representations of each respective ECT (each M € R”*/ matrices, where
D is the number of directions w € S' sampled and J is the number of thresholds), have entries
given by

Mg, [i.j1 = x (fa (=00,17)

Mk [l - k’ .]] = X(fa:il_k(_oo7 t]))
Since ffi" = f(f[ _.» We have that the matrix representations are equivalent,
Mg, i, j] = Mkli -k, j].

The column at index w in the rotated shape is the same as the column at index w — € in the original
orientation of the shape. Thus, rotation of input complex K corresponds to horizontal translation

within M, the matrix representation of the ECT. O

The subsequent corollary follows directly from the previous two lemmas, as an immediate

consequence of the ECT matrix construction.

Corollary 4.4.3. Rotation Equivariant ECT-CNN For fixed, evenly spaced directions {w}ﬁ , the

2D ECT-CNN with cylindrical padding is rotation equivariant.

Given a translation equivariant CNN, the ECT-CNN model proposed is equivariant to rotations
of the input object. By Lemma 4.4.1, the ECC for direction w € S' of the rotated complex Ky is

equal to the ECC for direction w — 6 of the original complex K. By Lemma 4.4.2, rotations of the
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input shape correspond to horizontal translations within the matrix representation of the ECT and
the matrix representations of the ECT are the same. Then, since input object rotations are encoded
as translations of the ECT image, and since CNNs are translation equivariant, the ECT-CNN is

rotation equivariant.

Translation invariance of CNNs: what we can and cannot say The convolution and pooling
operators in CNNs (and GNNs) are important to facilitating learned representations that are equiv-
ariant and invariant. These properties are particularly desirable in the context of classification,
where for example, certain transformations of the input object should not change the class label
according to the model (invariant) or when transformations of the input object should change the
output by an equal amount (equivariant). Let us specifically consider the case of translation and

recall the definitions for invariance and equivariance presented in Ch. 2.

Definition 4.4.4 (translation invariance). Let x;(n) = x(n — t) be the translation of input object x

by translation ¢ and ®(x) € R be a representation of x. Then, ®(x) is translation invariant if
D(x;) = D(x).

Definition 4.4.5 (translation equivariance). Let x;(n) = x(n — ) be the translation of input object

x by translation # and ®(x) € R? be a representation of x. Then, ®(x) is translation equivariant if
D (x;)(n) = D(x)(n —1).

Indeed, translation equivariance is achieved in convolution layers of a CNN due to the definition
of the convolution operator, which commutes with respect to translation. By definition of convo-
lution, a convolution layer on its own is translation equivariant [35]. Recall the functional analysis
definition of convolution for two functions x and /4, defined by reflecting one of the functions about
the y-axis and shifting, then taking the integral of the product of the two functions,

xxh(u) = /mx(v)h(u —-T7)dv .

oo
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By this definition, convolution commutes with respect to translation because the choice of which
function you reflect and shift does not change the integral result.

However, convolution does not commute with respect to other transformations such as rotation
and scaling. This property is particularly important because it means that convolutional layers in
a CNN are not inherently rotation- or scale- equivariant. Thus, we cannot expect CNN models to
produce invariant or equivariant representations of rotated or re-scaled inputs, but do expect CNN’s
to provide equivariant (and potentially invariant) representations for translated inputs.

Convolutional layer output is translation equivariant, so features translated in the input signal
are equivalently translated in the feature map. Most standard choices of pooling layers also
produce equivariant representations, passing the equivariance through from the convolutional layer.
However, pooling layers can increase the translation invariance level of the internal representation,
depending on choices of filter size for pooling. This occurs because the pooling allows information
in the feature maps to be condensed down (through averaging, max function, etc), coarsening the
feature map representation, and reducing the relevance of where in the feature map the information
is. In the most extreme case, pooling down to a single pixel must yield a translation invariant
representation. For smaller pooling filter sizes, however, pooling functions such as MaxPool(),
MinPool(), and AvgPool() have the effect of producing equivariant representations, passing the
equivariance from the convolutional layers through to pooling layer output. Small filters pool local
features of the convolutional layer output, so feature information that is in a representation ®(x) is
translation invariant if ®(x;) = ®(x).

Despite the limited ability to prove translation invariance in our context, and in the context of
standard CNN:gs, it is generally accepted that a well-trained CNN model having convolution layers
paired with pooling layers can achieve translation invariance, and this translation invariance is
formed during training [8]. However, it is not proved how translation invariance of standard CNNs
occurs in practice and the conditions under which a model is considered "well-trained" enough to
be approximately translation invariant are not provided. A common method to introduce translation

invariance in CNNs is through image augmentations (i.e. additional training instances added of
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images with spatial movements). This suggests the need for the CNN to be trained with objects
presented at different locations and large, diverse datasets in order to achieve invariance [8, 40,
52]. While in theory, convolution layers guarantee equivariant representations, the closeness to
invariant representations achieved in practice pairing pooling layers seems to be limited by other
factors of the model including overfitting, data augmentation, and dataset size and diversity.

From Lemma 4.4.1 and subsequent corollary, it seems natural that a desirable CNN model for
classification, trained on translated ECT images, should be rotation invariant. That is to say, to
avoid pre-aligning data, we would like to have a pipeline designed such that rotations of the input
simplicial complex do not affect the output classification. While we do not guarantee translation
invariance of the proposed ECT-CNN method, we see model performance results that suggest it is
achieved in practice.

In testing of our ECT-CNN method in Sec. 4.5 and Ch. 5, we compare against using a standard
CNN to classify image versions of each dataset as a baseline. However, CNNs are not architecturally
rotation-invariant; passing un-aligned (randomly rotated) image-versions of our input data into a
standard CNN will not produce representations that are invariant to such rotations. For that reason,
we do not expect these models to perform well, however we see boosts in accuracy for larger datasets.
This is largely because there are more samples of each class, represented at multiple orientations
due to random rotations in the data loader, so the size and diversity of the training dataset inflates
the model’s ability to distinguish between classes for the same reason data augmentation methods

would: there is more data to train on and the risk of overfitting to a specific orientation is reduced.

4.5 Application to simple shape dataset

To show the utility of this ECT-CNN method, we compute the ECT and pass the representa-
tions into a simple CNN for a shape dataset of images MPEG-7 [81] commonly used for shape
classification. Replicating the subset of the dataset used in [54, 84], we restrict to using 7 out of the
70 total classes for classification: ‘bone’, ‘fork’, ‘fountain’, ‘glass’, ‘hammer’, ‘heart’, ‘key’. Each
of the classes contains 20 samples, resulting in a relatively small dataset for exposition. Samples

in this dataset are binary images of varying size, so in order to compute the ECT, we first use pixel
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Figure 4.7 Samples of each class used for classification in the MPEG7 dataset: ‘bone’, ‘fork’,
‘fountain’, ‘glass’, ‘hammer’, ‘heart’, ‘key’ (top), the corresponding ECT images (middle), and
corresponding SECT images (bottom). Pixel values in the ECT and SECT images are in [—1, 1]
due to the normalization described in Sec. 4.3.

values of the image to represent the array as a cubical complex as described in Sec. 2.1.7. Then,
for each binary image, represented as a cubical complex, we compute the Euler Characteristic for
32 directions and using 48 thresholds. ECT data for each sample is represented as a [1, 48, 32]
tensor, and passed into the CNN as a 1-channel image. We additionally compute the SECT from
each ECT image to use for classification. Recall that the SECT replaces the integer-valued Euler
Characteristic Curve with a continuous function, producing a transformed version of the ECT (see
Sec. 2.1.7 for its definition). Samples of each image class, along with their corresponding ECT and

SECT images are shown in Fig. 4.7.

Classification results Classification results for the ECT-CNN pipeline on MPEG-7 are summa-
rized in Table 4.1, separated into three categories, further described in this section: TDA-based
methods, a traditional CNN method, and combining TDA with traditional methods. Each of the
reported classification accuracies are computed using 10-fold cross validation to reduce the influ-

ence of specific train/test splits on model performance and the standard deviation of the 10 runs is
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MPEG-7 Classification accuracy, by input data and model

Model epochs Ir accuracy=+std
32 x 48 ECT-CNN 25 1073 93.57% + 6.74
TDA 32 x 48 SECT-CNN 25 107 87.86% + 7.86
1536 x 1 ECT SVM - - 57.86% + 13.34
Traditional 32 x 48 shape image CNN 25 1072 98.57% +2.86
Both 32 x 48 shape image + ECT-CNN 25 1073 100.00% + 0.00

Table 4.1 Summary of classification results on the MPEG-7 dataset for different combinations of
input data and model used. The number of epochs and learning rate for each trained model are also
noted. Each reported accuracy and standard deviation is computed with 10-fold cross validation.

also reported.

The first section of results in the table shows the various ways we use ECT data for classification.
The first model performance presented is the ECT-CNN, which is trained using the regular ECT
images and achieves an average test accuracy of 93.57% + 6.74 over 10-folds. In addition to the
standard ECT data, we also transform the ECT image to get the SECT. Without changing any
of the model architecture parameters, we train another CNN model using the SECT versions of
MPEG-7 training data. The resulting test accuracy on this second model shows a sharp drop from
the ECT-CNN accuracy to 87.86% =+ 7.86. This behaviour is interesting because the SECT and
ECT encode the same information, in the sense that you can derive one representation from the
other and vise versa, so we expect that a CNN trained on one data type could perform as well as a
CNN performed on the other. A likely explanation for the gap in performance is due to the specific
model architecture parameters chosen. Features in the SECT images, because of smoothing, are
generally more global and encompass a larger scale of the image than the features in the ECT
images. Increasing the convolution filter size in the model would enable it to learn the larger-scale
features of the SECT, and thus produce a more accurate model. Indeed, we verify this behavior by
training the SECT-CNN model using the same parameters as before, with 10-fold cross validation,
but increasing the convolution kernel size. We similarly train the ECT-CNN with varying kernel
sizes. Figure 4.8 shows a pattern of the SECT-CNN classification accuracy increasing as we

increase the kernel size, however the model performance decreases when the same is applied to
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Effect of convolution kernel size on classification accuracy of MPEG7
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Figure 4.8 Classification accuracy of the ECT-CNN (blue circles) and SECT-CNN (green squares)
for varying convolution kernel sizes, each averaged over 10-fold cross validation with the standard
deviation of each accuracy result plotted as error bars.

training the ECT-CNN model due to the differences between the ECT and SECT in the scale of
structure within the images.

The primary benchmark comparison we consider in this series of model comparisons is clas-
sifying the ECT data using a linear SVM model. From the ECT image, we flatten the image into
a 1536 x 1 vector, so each of the Euler Characteristic curves is concatenated to the one from the
previous direction. SVM classification does not give us a rotation equivariant pipeline because if
you change the orientation of the data, recompute the ECT, and flatten the data into a vector, all
association from one direction to the next has been lost. The input to these models is unaligned
data, so low classification accuracy using an SVM is expected. As expected, the classification
accuracy (57.86% =+ 13.34) is quite low with high variation in performance across folds, indicated
by the high standard deviation.

As a baseline comparison to traditional non-TDA methods, we also pass the original shape
images into a CNN of the same overall architecture. We use the same overall model architecture,
without the cylinder padding. Before training the model, we first reduce the resolution of the MPEG7
images to [32, 48], so that the input image sizes are consistent across different model, data-types

for more consistent comparison of the classification methods. Also to maintain consistency, we
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apply random rotations to each of the shape images, so input data is truly un-aligned. Traditional
CNNs are not rotation invariant, yet we see that the shape image CNN model outperforms the
ECT-CNN. This is likely due to the distinct edges present in the original silhouette images, which
are not as apparent in the ECT images. CNNs are formulated to extract edge information, and the
ECT representations on their own are more pixelated.

Finally, we combine the TDA and traditional methods, stacking the original MPEG7 image
with two copies of the ECT image into a three channel image of size [3, 32,48]. Input to a CNN
model is assumed to be either a single channel (greyscale) or three channel (color image with red,
green, blue channels) image, by default. To combine the ECT representation with the original
silhouette image, each individually represented as a single channel image, we choose to stack the
ECT and original image into a standard three channel representation. We choose to use two copies
of the ECT image instead of two copies of the original image, but note that swapping these yields
similar classification results. Now, using a 3-channel image instead of the previously used single
channel images, we pass the stacked image into the same CNN model for training. Combining the
traditional image CNN with the ECT data yields a higher classification accuracy; in fact, we achieve
100% test accuracy after just 15 training epochs. While the TDA method ECT-CNN on its own did
not outperform the standard image CNN, we are able to boost the standard model performance by

including the ECT data.

4.6 ECT parameter considerations

In this series of ECT computation and model comparisons, there are a number of parameters
which are hand selected, yet could influence various aspects of model performance. To isolate
experiments of interest to evaluate the ECT-CNN, we restrict to providing experimental results
without much parameter optimization. However, in this section we discuss methods for more
data-optimized architectures.

One such set of parameters which were hand-selected are the resolution of the ECT images.
The number of directions D sampled and the number of thresholds J used for the ECT computation

were selected to be 32 and 48, respectively. The addition of more directions would mean that the
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discrete ECT more closely approximates the continuous ECT. We can see the effect of this in the
sampling artifacts that appear in the ECT of the same input, computed at different orientations (refer
to Fig. 5.9 in Ch. 5). There are small pixels that appear and disappear as you recompute the ECT
for the image at a different orientation because the resolution of the ECT is not as fine-scaled as
the refined boundaries of the input shape. However, for the same choices of D, and J, the example
shown in Fig. 4.5 does not show sampling artifacts: the translation in the image as the input data
orientation changes is smooth because the scale of structure in the input data is much larger relative
to the resolution of ECT parameters. Generally, increasing the number of directions sampled and
the number of thresholds at which to compute the Euler Characteristic would make translation
appear more smooth in the ECT images because it allows us to pick up changes in topological
structure at a finer scale. Smoother translation of ECTs results in a CNN model that more closely

approximates a rotation equivariant pipeline.

4.7 Discussion & Future work

The presented CNN architecture used for the ECT-CNN produces a rotation equivariant pipeline
in practice, with rotation invariance coming mostly from training considerations (dataset size,
pooling filter size, etc). There are limitations to consider when using a simple, out of the box CNN
like this for ECT inputs. Future work in this domain should include adjustments to the architecture
to force the model into having translation invariance built-in to the architecture. Using a truly
architecturally translation invariant CNN model would allow the ECT-CNN pipeline to have the
desired rotation invariance property that motivates the use of un-aligned data.

While we describe the classification of ECT data using a CNN, the same idea could potentially
be applied for the use of other topological signatures in conjunction with the directional transform.
Using persistent homology as the choice of topological summary results in representation of
data in the form of the PHT, there is a trade-off: topological information gain at the cost of
more expensive computation than the ECT. Unlike the ECT, which is a collection of directions and
corresponding Euler characteristic vectors, the PHT is a collection of directions with corresponding

persistence diagrams. As is well-documented in the machine learning for TDA literature, the space
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of persistence diagrams is not well-suited for machine learning due to properties such as having
non-unique means [1, 4] and thus require vectorization. In order to use persistence diagrams
in standard machine learning pipelines, and also to use them in the context of this directional
transform neural network, the diagrams must first be vectorized. Various methods of persistence
diagram vectorization exist, including widely-used persistence images [1], persistence landscapes
[13], template function featurization [74], and silhouettes [18]. One choice of vectorization, the
Betti curve, would provide a vector representation necessary for input to the directional transform
neural network at the cost of notable topological information loss. The Betti curve maps each
persistence diagram to an integer-valued curve, closely related to the Euler characteristic curve
which is equivalent to alternating sums of Betti numbers. Using the PHT would also introduce
additional considerations to maintain the desired rotation equivariance property. The choice of
vectorization of persistence diagrams would have to be formed carefully, such that rotations of the
input simplicial complex correspond to translation of features in the PHT “image”. Overall, it is
possible to use PHT data instead of the ECT in a similar pipeline, however, notable preprocessing
would be required to get to the point of directional transform "images" to be passed into the CNN.

Another natural direction for future work is the consideration of input data in higher dimensions;
in this work, we have restricted to the setting of 2D input data which we can represent as an embedded
simplicial complex in R?. If we consider the case of 3D input data, perhaps represented as a point
cloud xg, x1, ..., x, € R3, we can still represent the data as an embedded simplicial complex and
compute the Euler Characteristic Transform as a faithful representation of the shape of the data [84].
While the mathematics of the ECT are clear to generalize to higher dimensions, the generalization
of representing ECT data as an image for input to a CNN is not obvious. For 3D data, instead of
the ECT data living on a cylinder S! x R, where we can represent it as a 2D tensor with two edges
identified, now we have ECT data that lives on a hyper-cylinder S?> X R. Representing a 3D tensor
in PyTorch is simple, however in order to do so, we require a regular grid pattern to arrange each of
the Euler Characteristic Curves. Sampling directions on S? in a regular grid pattern would permit

you to construct such a 3D tensor, however there is no natural way to sample the sphere in this way.

82



Being able to directly generalize our outlined ECT-CNN method to 3D would require being able to
have a coherent grid on S?. A recent preprint [69] uses 3D input data with a neural network for a
similar goal of classification of ECT data. Instead of leveraging translation invariance properties of
CNNs, they use a Graph Neural Network as an intermediate step before passing the data to a CNN
because GNNs allow for more flexibility in the underlying data structure-specifically not restricting
it to live on a grid. In their pipeline, they circumvent the issue of sampling directions on S? in a
regular grid by representing the data ECT data as a signal on a graph, where graph vertices are
defined to be the sampled ECT directions on the sphere. It would be interesting in future work to

find a more direct connection from the 3D input information to a CNN.
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CHAPTER 5

APPLICATIONS OF THE ECT CNN

In this chapter, we apply the Euler Characteristic Transform-Convolutional Neural Network (ECT-
CNN) to two different leaf shape datasets, exhibiting the utility of convolutional neural networks
(CNNps) for classification of Euler Characteristic Transform (ECT) data. While the details of
the ECT-CNN method are presented in Ch. 4, here we provide motivation for its application to
study the shape of leaves in a rotation invariant manner. One of the primary features of the ECT-
CNN pipeline is that it does not require the input data to be prealigned, as is the case for many
traditionally used shape classification methods. Depending on the application, pre-aligning data
can be computationally challenging, and in some cases infeasible. While neither of these cases
apply to the leaf shape datasets presented here, avoiding a preprocessing step of alignment is a
valuable feature of the ECT-CNN.

In the plant biology community, measuring and understanding the shape of leaves has important
consequences to phylogenetic and evolutionary relationships, adaptations, and plant characteristics.
As such, the effort to quantify the naturally occurring widespread variation in leaf morphology is
very important. Often, traditional measures are used by biologists to quantify the shape of leaves.
Many such methods are direct measures of leaf size including length, width, and aspect ratios of
leaf size. Other more complicated shape measures involve measuring concavity and curvature of
leafs, geometric morphometric methods, and Elliptical Fourier Descriptors [20]. We propose the
use of the ECT as a simple yet powerful measure of shape to complement the standard statistical
methods that are traditionally used to study plant morphology.

Previous applications of the ECT to biologically-relevant data often take a single vector rep-
resentation of the ECT and use that with SVM models for classification. In [2], the authors the
ECT to quantify the shape of barley seeds. They concatenate all of the ECC vectors into a high
dimensional vector, perform dimensionality reduction using principal component analysis, and then
pass it into a SVM for classification. Importantly, because they concatenate the ECT into into a

single vector, the relationship between the directions each ECC is computed from is lost. Because
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of using the SVM classifier, this method requires that the data is pre-aligned; indeed alignment is
a requirement for interpretability of which directions were most useful in the classification. As a
baseline comparison to our ECT-CNN method and to show which is gained, we also apply an SVM
classifier to ECT vectors, despite using non-oriented input data. Choosing between SVM and CNN
models for classification of ECT data comes with a trade-off between accuracy and interpretability.
With SVM models applied to vectorized ECT data of oriented data, the feature weights give insight
into which directions of the ECT were most useful for discrimination between classes in the classi-
fication. CNN models of ECT data are able to leverage the additional structure given by directions
on S!, yielding higher accuracy. Additionally, because of the rotation equivariance property of the
ECT-CNN which was discussed in Sec. 4.4, there is no need to pre-align or orient the input data

before ECT computation. The boost in accuracy, however comes at a cost of losing interpretability.

5.1 Datasets

In this section, we describe two leaf-shape datasets that will be used to experimentally validate
the utility of the ECT-CNN pipeline proposed in Ch. 4. Each of these datasets have been collected
and curated with the goal of further understanding plant morphology and the role of plant shape in
biological development and evolution. In previous work, more traditional and statistical measures

have been used to quantify the shape of the leaves in these datasets [20, 56].

5.1.1 Maracuya (Passiflora) leaf graph dataset

In this leaf dataset, Chitwood and Otoni amassed a collection of 3300 leaf samples from 40
different Maracuyd species [20]. Maracuyd, also commonly referred to as Passiflora, is a plant
genus with large amounts of variation between its species. Each of the leaves in the dataset are pre-
aligned using Procrustes analysis and are represented by 15 landmark points around the leaf shape.
The landmark point positions are designated according to the leaf vasculature, sinuses, and lobes
such that the relative positioning of all of these variations is adjusted in the landmark coordinates.
Figure 5.1 from [20] shows example leaves for each species and samples of each overlayed to show
the representation of each leaf. We use coordinates (x, y) € R? of the 15 landmark points on each

leaf sample to represent the data as an embedded graph. Each of the landmark points is represented
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Figure 5.1 Showing samples of each represented Maracuy4 species. Reproduced from [20], Creative
Commons Attribution License by the Authors.

in the graph as a vertex, and 24 edges are included between vertices according to a general vein
structure of leaves (see examples of the graph structure in Fig. 5.2). The result is an embedded
graph representation of 15 vertices and 24 edges for each leaf sample, which can then be used for
classification according to species label. For the ECT computation of all graphs in the dataset, we
first find a bounding box for the entire dataset using all xy-coordinates of the graphs. The global
bounding box ensures that the spacing between thresholds is equal for each direction so that the
scale of structure within each sample is accounted for in the ECT computation. Alternatively, the
ECT can be computed using a fixed number of thresholds, evenly dividing the distance between the
minimum and maximum filtration values of the shape for that specific direction. This construction

can result in differently spaced thresholds for different directions and thus is useful in settings where
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Figure 5.2 Three examples of Maracuya landmarks (top) and their corresponding graph represen-
tation (bottom).

global size differences between samples should not be taken into account.

Note that while there is notable variation between the shape of leaves from different Maracuya
species, the graph representation is too simple and averages out the differences. This behavior can
be seen in 5.1, where the shape of the actual leaves look quite distinct between different classes,
however the landmark representations are very similar, especially considering the variation within

classes shown by the blue "shadow" outlines.

5.1.2 Leaf family outline dataset

The second leaf shape dataset we use to test the ECT-CNN method is a set of leaf outlines,
curated by [56]. See [56, Table 1] for the sources and dataset authors for each of the different plant
types represented in this large compiled dataset; the dataset we use represents a subset of the one
described in the table, representing leaf samples from all of the leaf types listed except the Climate
and LeafSnap datasets. This dataset consists of leaf outlines curated from a collection of published
and unpublished datasets, representing 14 different plant groups.

Samples in the dataset are coordinates (x,y) € R? that form outlines of leaves. The data is

pre-centered and scaled to account for any sampling resolution differences between leaf samples.
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Figure 5.3 An example graph representation of a leaf outline from the Cotton class, zoomed in
(right, in red) to show graph structure and the subgraph highlighted in red on the full outline graph.

In the published version of the dataset, these coordinates are not ordered, however in order to
represent the leaf outlines as a graph, we require the coordinates be ordered such that the outline
of each leaf can be traced out by the graph representation. To address the lack of ordering of the
coordinates, we use the dataset version from [91], in which they use 2-nearest neighbor graphs
to order all coordinates so as to trace the outline of each leaf. Note that the total number of leaf
samples we use in our analysis is less than the original dataset as described in [56], due to omissions
of some samples in the coordinate re-ordering step of preprocessing. Using coordinates for each
leaf, ordered such that connecting subsequent coordinates in forms the leaf outline, we build a
graph representation of each leaf sample. Each of the coordinates of the leaf are represented as
vertices in the graph, with edges between vertices that are adjacent in the leaf outline and the graph
embedding defined by the coordinates (x, y) € R? for each vertex. Figure 5.3 shows an example of
the graph representation for this dataset.

We apply our ECT-CNN pipeline to this dataset for the task of plant type classification (a
14-class classification problem). Apart from the large number of samples in the dataset, a notable
feature of the dataset is its class imbalance, shown in Fig. 5.4. Tomato leaves, while only one out
of fourteen classes for our classification task, represent more than 50% of the dataset. Selected
samples of each leaf outline are shown in Fig. 5.5.

To ensure that the spacing between thresholds is consistent for each direction, and that the scale
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Figure 5.4 Distribution of plant type labels in the leaf outline dataset. The entire dataset consists
of 162,417 samples.
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Figure 5.5 Example leaf outlines of each plant type used for classification. Note that there is

variation within each of these classes and the samples shown are randomly selected to represent
each respective class.
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Figure 5.6 An example bounding box for a small collection of leaf outline graphs. In practice, we
apply this procedure to the entire dataset to get a single, global bounding ball for the dataset.

of structure in each sample is taken into account, we define a single distance between thresholds
and use the same number of these to compute the Euler Characteristic Curve for each direction of
each sample. This distance between thresholds is decided using a bounding ball of all coordinates
of every leaf outline in the dataset with radius defined to be half of the Euclidean distance between
the points (min X, min Y) and (max X, max Y), where X and Y represent the set of x—coordinates
and y—coordinates of all points in the dataset, respectively. Figure 5.6 shows the bounding box for
example leaf outline graphs. Despite the re-scaling and centering of all data as part of preprocessing,
there are some leaf samples that are larger than most. This results in a dataset bounding box which
does not tightly fit most leaf samples, causing bands of constant zero Euler Characteristic values in

the ECT matrices for the dataset (as visible in Fig. 5.10).

5.2 Architecture and hyperparameters
For ECT computation, the parameter choices are the number of thresholds at which to compute
the Euler Characteristic and the number of directions sampled to compute the Euler Characteristic

curve. We use 48 thresholds for each of the 32 sampled directions, resulting in ECT matrices of
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Figure 5.7 CNN architecture used for classification of leaf outline ECT data consisting of two
convolutional layers, each paired with a max pooling layer followed by two fully connected layers.

size 32 x 48 (which we equivalently refer to as ECT images with resolution 32 X 48). While there
may be choices of these parameters that encode more fine scaled structure and thus more closely
encode the shape of the input, we note that the effect of such choices is largely dependent on the
input data. We consider the influence of threshold and direction numbers on ECT injectivity and
the ECT-CNN rotation invariance properties in Ch.4.

We use a simple CNN architecture for classification models, depicted in Fig. 5.7, consisting of
two convolutional layers paired with max pooling layers, followed by two fully connected layers
for classification. For both types of CNN models: ECT classification and leaf outline image
classification, the overall architecture is the same. To maintain consistency for comparison of
the different input types, we maintain the same model parameters as much as possible. Using
the described architecture of convolution and pooling layers, all of the CNN-style models have
2,010, 204 trainable parameters, except where otherwise noted that the learning rate and input data
size are different.

There are necessary differences between CNN models of the ECT images and regular images,
however. For ECT image classification, we use cylinder padding as described in Ch 4, while for
standard image classifiers we use all zero padding of the same size. In some cases, the learning

rate is adjusted (and denoted in reported classification results for that model). One such case is
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using a higher resolution image for classification. In this setting, using a learning rate that is too
high causes testing and validation accuracy to peak quickly and then sharply drop off and stay low
for the remainder of the training epochs. By decreasing the learning rate in these cases, we achieve
smoother loss curves with better overall accuracy in the model because the model avoids getting
stuck in a sub optimal region of the parameter landscape.

Cylinder padding is done using PyTorch with a combination of 2D circular and zero padding,
selecting the padding size such that the size of the feature map is preserved (i.e. the input data size
is the same as the output feature map size). We achieve this (assuming stride=1) by taking the
padding size to be L%J , where £ is the kernel size. For example, for input image of size 5 X 5, if the

kernel size is 5, stride is 1, and the padding size is 2, the output feature map size is 5 X 5.

5.3 Results

In this section, we describe the results of using the ECT-CNN pipeline for classification on
the previously described leaf graph dataset and leaf outline dataset. We also provide comparison
using the SECT variation as input to the model and baseline comparison of classification of the
ECT vector representation using an SVM model. To compare each of these TDA-based methods to
traditional classification methods, we also train a CNN model for classification of image versions
of the original input samples. Finally, we combine the TDA and traditional methods to train a
model which classifies 3-channel images consisting of stacked ECT images and the traditional

image version of samples.

5.3.1 Leaf graph dataset

To apply the ECT-CNN pipeline, its model variations, and comparisons, we have four versions
of dataset samples. Three of these input data types are depicted in Fig. 5.8: the image version of
leaf graphs, the ECT of leaf graphs, and the SECT of leaf graphs. The fourth representation used
as input to a classification model is the ECT vector, which we get by column-wise flattening of the
32 x 48 ECT image, resulting in a 1536 X 1 vector.

Classification results of the leaf graph dataset using ECT-CNN model (and comparison models)

are summarized in Table 5.1. We use the Maracuy4 species as a label, resulting in a 40-class
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Figure 5.8 Samples from five classes used for classification in the leaf graph dataset: ‘amethystina’,
‘ligularis’, ‘capsularis’, ‘mollissima’, ‘triloba’(top), the corresponding ECT images (middle), and
corresponding SECT images (bottom). Pixel values in the ECT and SECT images are not the raw
Euler characteristic values. The images are normalized to [—1, 1] as part of preprocessing for CNN

classification.

Leaf graph dataset classification accuracy, by input data and model

Model epochs Ir accuracy=+std

32 x 48 ECT CNN 100 1073 71.05% + 1.34
TDA 32 x 48 SECT CNN 100 1073 23.29% + 21.52

1536 x 1 ECT SVM - - 32.33% + 2.57
Traditional 32 x 48 shape image CNN 100 1073 59.66% + 2.06
Both 32 x 48 shape image + ECT CNN 100 1073 71.10% + 2.40

Table 5.1 Summary of classification results on the leaf graph dataset for different combinations
of input data and model used. Each reported accuracy and standard deviation is computed with

10-fold cross validation.

classification problem. Each of the reported classification accuracy results are computed using

10-fold cross validation to reduce the influence of a specific train/test split on reported model

performance. The accuracy results shown are the average test set accuracy and standard deviation

over the 10 folds.
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TDA-based models Our primary method of interest, the ECT-CNN, uses the ECT images as
input to a CNN. These models are trained for 100 epochs, resulting in an average testing accuracy
of 71.05% =+ 1.34 across 10-folds. A crucial property of the ECT-CNN pipeline is its equivariance
to rotations of the input data as described in Sec. 4.4, so following the method described in Ch. 4,
we apply random rotations (or associated translations in the case of ECT images) to each of the
input samples before training. Preprocessing of the leaf graph dataset, including the placement of
landmark points using Procrustes alignment, causes the embedded graph representations to all be
aligned. Training the CNN models on aligned data would risk potential overfitting to the orientation
of leaf samples, as opposed to the model relying on the signal of interest, namely the leaf shape
quantified by the ECT. Eliminating alignment of the leaf images and ECT images reduces the
risk of the model fitting to leaf-alignment and allows us to more accurately evaluate the rotation
equivariance of the ECT-CNN pipeline. Thus, for all of the classification models described, we
must apply the random rotations to samples before training to remove the rotational alignment.

As noted in the classification results of the MPEG7 dataset in Ch. 4, the poor SECT CNN
model performance can be attributed to model parameters chosen to keep the comparison consistent
across different input data type experiments. Similarly, we could expect to boost the SECT CNN
performance to match the ECT-CNN performance by increasing the kernel size for convolution so
that the global features of the SECT images are captured in the convolutional layers.

To provide a comparison to the standard choice of classification model for ECT data, we classify
Maracuyé species using an SVM. See these results included in Table 5.1 as a TDA method. The
low accuracy of this model (32.33% =+ 2.57) is expected considering the use of unaligned input
data. Vectors passed to this model are very high-dimensional, yet the poor model performance can
be largely attributed to the lack of alignment in the input data. Applying the same SVM model
for classification of the ECT vectors, without random rotations of the input samples, yields much

better performance: 63.63% accuracy with a standard deviation of 2.47%.
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Traditional model An interesting result is the relatively poor performance of the traditional CNN
classifying image versions of the leaf graphs (see Table 5.1). Images of the leaf graphs used for
classification are intentionally low resolution; we use 32 X 48 image representations of the graphs
to maintain a more direct comparison to the ECT-CNN, where the ECTs are computed using 32
directions and 48 thresholds in each direction. Keeping all other model architecture choices the
same, using different sized input images would cause exponentially different numbers of trainable
parameters in the model. Having a model with more trainable parameters can increase the model’s
ability to approximate a function and thus increase model performance; consequently, having too
many trainable parameters can cause model overfitting to the training data and an inability to
generalize well to unseen testing data. To avoid the influence of the number of trainable parameters
and associated performance trade-offs, we use image representations of the same image size as the
ECT images.

The choice of pooling layer in the CNN architecture could also impact the expressiveness of the
CNN model. In general, MaxPool layers, which coarsen the feature map output of a convolution
layer, are effective on images with a dark background. By picking out pixels with the maximum
values within each filter-size section of the feature map, these pooling layers retain information
from the light-pixels. Conversely, MinPool layers are effective on images with light backgrounds
because they are able to extract the dark pixels when they select the minimum pixel values within
sections of the feature map. With this behaviour in mind, we re-trained the traditional CNN model
on the leaf graph images, swapping the MaxPool layers with MinPool layers in our architecture.
However, there was no effect on classification performance of the model, despite the light pixel
backgrounds of the leaf graph images. The same shape information is available in the original leaf
graph image or if we took the negative of the image because it is a binary image outline. Thus,
swapping the pooling layer type did not have the effect of boosting the model’s performance on
classifying the images.

For consistency of model architectures across the different input data types, we use a CNN model

for comparison. However, a more direct (and well-suited for the input data representation) baseline
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comparison for this dataset would be to use a graph neural network for classification. Before any
ECT computation or transformations to the data, we are working with embedded graphs, and the
most well-suited deep learning architecture for graph classification is a graph neural network. Using
this method, we could pass the graph representation directly into a model, instead of converting the
graph representation to an image and passing it to a CNN. This analysis method could be useful
as an additional avenue for species classification of the dataset, however it would not be directly

comparable to the CNN-style networks we propose for classification of ECT data.

TDA combined with traditional model The combined model (TDA and traditional) notably
improves from just the image classification using a traditional CNN. Combining the leaf graph
image with the ECT images yields only slightly better performance than the CNN model for the
ECT alone. As was also the case for the MPEG?7 dataset in Ch. 4, the combined ECT and traditional
images outperform all considered methods. Interestingly, the combined model, which now uses
a 3-channel image compared to the 1-channel images for the other CNN models, starts to overfit
beyond 15 epochs. The dataset is relatively small with only 3300 leaf samples, distributed across 40
classes (the Maracuyd species). The dataset’s limited number of samples per class and simplified
representation of each leaf as a graph contribute to the restricted classification model performance

observed across the different input types and models considered.

Within species variation: heteroblasty This leaf graph dataset consists of many vines of leaves
sampled for each species, with varying numbers of leaves sampled from each vine. In addition to the
species labels of samples, the order of the leaves as they come out from the vine is also recorded in
the dataset. A difference in leaf shape occurring over its lifespan is called heteroblasty, in this case
denoted by the integer count of the leaf from the base of the vine. Older leaves are at the base of the
vine and younger leaves at the tip. In general, the oldest leaves from a shoot have a different shape
than the youngest leaves at the growing tip of a vine, which accounts for the large amounts of shape
variation within a single species. The varying heteroblasty, and subsequent leaf-shape variation,

make classification by Maracuyd species a more difficult task; as is the case with any model, having
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low between-class variance and high within-class variance makes classification challenging. An
alternative analysis route of biological interest would be classification by heteroblasty across all
Maracuyaé species in the dataset. A model for this task would be useful to understand the relationship

of leaf age and shape within the Maracuyéa genus.

Dataset limitations Representing each sample as a graph using landmark points is a notable
limitation of this method. As discussed in the previous paragraph, classifying the dataset by species
already presents a challenge due to the high within-class variance and low between-class variance.
The embedded graph representations using the same vertices, edges, and adjacency information for
each sample means that the only variation between samples is restricted to the landmark coordinates
(which give us an embedding for each graph). The simplicity of this representation is useful because
the resulting graphs are easy to construct and relatively small, so the ECT computation is not very
expensive. However, relying on only the landmark coordinates does not give a lot of information
to build particularly meaningful and discriminatory representations. Additionally, classifying the
dataset by species is a 40-class problem, which presents a challenge, in particular because of the

high variance within classes.

5.3.2 Leaf outline dataset

In contrast to the previous leaf graph dataset, the leaf outline dataset is much larger and samples
in this dataset have more refined boundaries than the simplified graph representations. Leaf outline
samples of this dataset are still represented as embedded graphs, yet the scale of structure is more
fine-grained because the graphs themselves are much larger: on the order of 103 vertices per graph,
as opposed to the 15 vertices of the previous dataset (Fig. 5.3 shows an example of embedded
graph size and the scale of structure in the leaf outline dataset). The smaller scale of features
presents as noise in the correspondence between rotation of the input leaf outlines and translation
within the ECT image representations. Figure 5.9 shows the rotation of a cotton leaf outline and
the corresponding ECT images. In this dataset, because we are still only using 32 directions and

48 thresholds for the ECT computation, and because of the fine-grained outline information, the

97



o B N W » v

e R
SEEERE

0 n2 n 3n/22n 0 n/2 nm 3n22n 0 n2 n 3n/22n 0 n/2 nm 3n22n 0 n2 n 3n/22n 0 m2 m 3n/22n

Figure 5.9 An example leaf outline from the Cotton class (top) and associated ECT image (bottom),
recomputed for rotations of the leaf outline. As the input is rotated (clockwise from left to right),
the values of the ECT matrix are translated, as seen by the left-to-right shift of the patterns within
the image.

translation does not appear smooth. Increasing the resolution of the ECT images (i.e. increasing
the number of directions and thresholds) would reduce the sampling artifacts in the ECT images
as the input outline is rotated. Examples of three out of four of the input data types are depicted
in Fig. 5.10: the image version of leaf outlines, the ECT of leaf outlines, and the SECT of leaf
outlines. The vectorized ECT, the fourth representation used as input to a classification model, is a
1536 x 1 vector.

Classification results of the leaf outline dataset using the ECT-CNN model (and comparison
models) are summarized in Table 5.2. We use the different plant types as labels, resulting in a
14-class classification problem. Each of the reported classification accuracy results are computed
using 10-fold cross validation to reduce the influence of a specific train/test split on reported model
performance. The accuracy results shown are the average test set accuracy and standard deviation

over the 10 folds.

TDA-based models The first section of results in the table show the TDA-based methods, the
various ways we use ECT data for classification. First, the ECT-CNN, which is trained using the
regular ECT images and achieves an average test accuracy of 88.98% + 0.28 over 10-folds. In
addition to the raw ECT data, we also transform the ECT image to get a smooth version: the SECT.

Without changing any of the model architecture parameters, we train this additional CNN model
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Figure 5.10 Samples from five classes used for classification in the leaf outline dataset: ‘Cotton’,
‘Ivy’, “Tomato’, ‘Grape’, ‘Apple’ (top), the corresponding ECT images (middle), and corresponding
SECT images (bottom). Pixel values in the ECT and SECT images are not the raw Euler charac-
teristic values. The images are normalized to [—1, 1] as part of the CNN preprocessing.

Leaf outline dataset classification accuracy, by input data and model

Model epochs Ir accuracy
32 x 48 ECT CNN 15 1073 88.98% + 0.28
TDA 32 x 48 SECT CNN 15 1073 86.42% + 0.50
1536 x 1 ECT SVM - - 70.08% + 3.72
Traditional 32 % 48 Leaf outline CNN 15 1073 90.38% =+ 0.25
90 x 90 Leaf outline CNN 15 10~ 91.62% + 0.27
Both 32 x 48 Leaf outline + ECT CNN 15 1073 94.95% + 0.14

Table 5.2 Summary of classification results on the leaf outline dataset for different combinations of
input data and model used. Each reported average accuracy with standard deviation is computed
with 10-fold cross validation.
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