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ABSTRACT

The observed baryon asymmetry of the universe requires combined Charge Parity (CP) violation,

likely more than the Standard Model contains. Simultaneously, the scarcity of antimatter makes

direct tests of CP-violation difficult to perform in a laboratory, and many tests search for time-

reversal violation (T ) and use combined CPT -symmetry to equate this with CP-violation. Direct

searches involving matter and antimatter are robust and insensitive to false signals like final state

interactions.

Positronium is a bound state of an electron and a positron, and can be copiously produced in

a laboratory. This motivates the design and construction of a dedicated detector array to search

for CP-violation in the 3-𝛾 decay of ortho-positronium, with a target sensitivity of 10−5 for the

measured asymmetry, a factor of 10 improvement on current limits.

The experiment will require tensor polarized positronium, which can be achieved by utilizing

a magnetic field. The sensitivity target will require high statistics and large detector acceptances.

To these ends the array will feature three rings of 𝛾-detectors with 16 crystals in each ring. The

detector array and all readout electronics will be constructed to fit within the warm bore of the FRIB

Positron Polarimeter magnet. The detector geometry and placement were studied in Monte-Carlo

simulations in order to optimize the array for this specific experiment. This allowed optimization

of detector size, shape, array geometry, and energy and multiplicity cuts.

Extensive tests of the crystal shape and geometry were performed, these characterized and

removed a geometric light collection distortion. A test stand for optimization of positronium

formation was constructed. Tests of multiple powders showed that using chunks of silica-aerogel

could achieve a lifetime of 135 ns, and up to 40% formation fraction. This was then placed in

a three crystal demonstrator to prototype the online DAQ. The three crystal and start detector

combination was able to remove backgrounds and extract the continuous 2-D energy distribution

of ortho-positronium decay.

The direct comparison of measured count asymmetries with theory motivated quantities (La-

grangian parameters, mixing coefficients, etc.) is non-trivial, and cannot be done in a model-



independent way. A detailed discussion of removal of detector acceptances and efficiencies is

presented in the context of a specific model. This further required extension of the theory analysis

to incorporate the effects of a static magnetic field, which induces non-trivial time dynamics of

the different angular distributions. This clarifies some inconsistencies in the literature on the time

dependence of the asymmetry in a magnetic field. The detector array is under construction and

will be able to reach the target sensitivity with 35 days of continuous runtime.
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CHAPTER 1

PHYSICS OF CP-VIOLATION

1.1 Overview

In this chapter we give an overview of discrete spacetime symmetries and their relation to anti-

matter, fundamentally connected through the CPT -theorem of relativistic quantum field theories.

This includes a brief review of the cosmological observations that lead to the widely held belief that

there must be more CP-violation than currently accomadated in the Standard Model. Following

this is an overview of the history and observation of discrete symmetry violations, culminating in

a discussion of CP-violation. This finally motivates neutral mixed matter-antimatter systems as

particularly clean systems to search for CP-violation.

As the positron and positronium are both historically important for the conceptual develop-

ment of quantum field theory, and early precision tests of Quantum Electrodynamics (QED), the

discussion begins with a general conceptual overview of antimatter and its natural connection to

spacetime symmetries. This will follow the discussions in Refs. [1, 2] but highlighting the role of

discrete symmetries.

1.2 Discrete spacetime symmetries

The current most precise framework to describe particle interactions is using relativistic quantum

field theory. This describes the interactions of quantized fields in a flat spacetime. The structure of

spacetime is taken to be flat Minkowski space following from special relativity. The finiteness of

the speed of light means that for any event (x, 𝑡) the whole of spacetime can factor into 5 distinct

regions, illustrated in Figure 1.1. These are the timelike future, timelike past, lightlike future,

lightlike past, and spacelike separation. Since no signal can travel faster than the speed of light, no

two events that are spacelike separated can affect each other.

The five regions of spacetime are invariant under rotations and boosts. This means all inertial

reference frames agree on the time order of events that are timelike separated. The concept of

cause and effect ("causality") can be applied within the past and future lightcones. However, any

signal that can reach a spacelike separated event (and therefore travel faster than light) will violate
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Figure 1.1 Decomposition of Minkowski spacetime into past and future lightcones, and spacelike
separated region. Image from Ref. [3]

causality. Different observers can disagree on which event was first and which was second (or

which was the cause and which was the effect).

Beyond rotations and boosts there are two more spacetime transformations that warrant consid-

eration. The three spatial axes have an intrinsic handedness (right or left), a right handed spacetime

cannot be mapped into a left handed one through any rotations or boosts, but instead requires a dis-

crete transformation termed "Parity" or P. Similarly, the future and past lightcone are individually

Lorentz invariant, but they can be mapped between each other through "time-reversal" or T .

Now consider a single particle state defined on Minkowski space, it is specified by an energy,

momentum, helicity (or chirality), and internal quantum numbers. A state of a single particle

of species 𝑎 can be considered as |𝑎, p, 𝜎⟩, where p is the momentum and 𝜎 is chirality or

helicity. Further, consider that this particle has a conserved quantum number, like electric charge,

�̂� |𝑎, p, 𝜎⟩ = 𝑞𝑎 |𝑎, p, 𝜎⟩.

Study of the causal structure of relativistic single particle quantum mechanics quickly runs into

trouble. The "propagator" gives the amplitude for a particle to travel from position 𝑥𝑖 to 𝑥 𝑓 in time

2



𝑡 𝑓 − 𝑡𝑖,

𝐾 (𝑥 𝑓 , 𝑡 𝑓 ; 𝑥𝑖, 𝑡𝑖) = ⟨𝑥 𝑓 , 𝑡 𝑓 |𝑥𝑖, 𝑡𝑖⟩ = ⟨𝑥 𝑓 |𝑒−𝑖𝐻 (𝑡 𝑓−𝑡𝑖)/ℏ |𝑥𝑖⟩ (1.1)

For the single particle theory to respect causality this should vanish at spacelike separations

(ensuring no particle can travel faster than light). Direct computation using the relativistic energy

momentum dispersion relations 𝐸 = +
√︁

p2 + 𝑚2 gives a non-vanishing amplitude at spacelike

separations, Δ𝑥2 − 𝑐2Δ𝑡2 > 0. Instead the propagator falls off like 𝑒−Δ𝑥/𝜆𝐶 for Δ𝑥 >> 𝑐Δ𝑡, where

𝜆𝐶 is the Compton wavelength for the particle [1, 2]. This means that relativistic single particle

quantum mechanics cannot respect causality on the scale of the Compton wavelength of the particle.

For spacelike separations the order of the two events is dependent on the reference frame of the

observer. Instead of abandoning quantum mechanics or special relativity, the solution comes from

abandoning a single particle description and instead considering only systems where the particle

number can change. So it is in-fact inappropriate, for spacelike separations, to only consider a

particle traveling from (𝑥𝑖, 𝑡𝑖) → (𝑥 𝑓 , 𝑡 𝑓 ), without also considering a separate particle traveling

from (𝑥 𝑓 , 𝑡 𝑓 ) → (𝑥𝑖, 𝑡𝑖).

This gives an exact cancellation for propagation across the lightcone when we restrict to only

considering observables constructed out of sums of creation operators that create a particle of

charge 𝑞 and helicity 𝜎 with destruction operators that annihilates a particle of charge −𝑞 and

helicity −𝜎. This operator is called a "quantum field".

In effect this construction requires that a particle with charge and helicity {𝑞, 𝜎} propagating

over (Δ𝑥,Δ𝑡) must have a partner with charge and helicity {−𝑞,−𝜎} such that it interferes when

travelling over (−Δ𝑥,−Δ𝑡) across the lightcone. This partner is called the antimatter partner for the

original particle. This construction demonstrates the connection between spacetime symmetries

and charge conjugation. The two spacetime intervals, (Δ𝑥,Δ𝑡) and (−Δ𝑥,−Δ𝑡), are related by a

combined parity-time reversal operation PT . Antimatter conceptually arises as a method to ensure

causality in a relativistic quantum theory [1, 4, 5], at least in the context of a particle interpretation.

It requires most generally that there is a symmetric particle state with opposite charge and opposite

helicity. The mapping between these states is anti-unitary and termed Θ [4]. If the theory admits
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an operator P and T , then Θ can be considered as a combined CPT -transformation of the particle

state. But this should really be taken as defining the operator C for the theories that admit a P and

T .

This construction highlights the deep connection between antimatter and spacetime geometry,

which appears accidental when presenting each discrete operation individually. It also highlights

CPT as a deep underpinning of the conceptual framework for describing modern physics.

1.3 Observed discrete symmetry violations

All three discrete symmetries C, P, and T were assumed to be individually respected. Ex-

perimental observation shows that electromagnetism and strong interactions do respect these sym-

metries. Increasingly precise studies of particle properties in the 1950’s called these ideas into

question. In response to the "𝜃-𝜏" puzzle, Lee and Yang proposed that parity may be violated in

weak interactions [6]. They formulated an extension of the Fermi theory of weak interactions that

allowed for the violation of parity.

This was discovered in the famous Madame Wu experiment in 1957 [7], by the observation that

𝛽 particles were preferentially emitted opposite to the direction of the spin of a 60Co nucleus. This

demonstrated that P was violated in weak interactions [8].

These experiments did not provide information on possible combined charge-parity symmetry,

shortened to CP. Such a test in nuclei would require measuring the angular distribution of 𝛽−

particles from a 60Co nucleus and compare with the angular distribution of 𝛽+ particles from an

anti-60Co nucleus [4]. Direct tests of CP-violation prove difficult due to the lack of availability of

antimatter.

Nevertheless, CP-violation has been observed in neutral meson physics, first by Fitch and

Cronin in neutral kaons in 1964 [9]. The CP-violation in the current Standard Model is very small,

entirely contained in the 3×3 Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix [10],

although there is increasing evidence of a similar mechanism in the neutrino mixing matrix as well

[11]. There is good reason to expect that there are as of yet unobserved sources of CP-violation.
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1.4 Cosmological considerations

The observed baryon asymmetry of the universe quantifies the imbalance between matter and

antimatter at cosmological scales. It is defined as,

𝜂 =
𝑛𝐵 − �̄�𝐵
𝑛𝛾

(1.2)

where 𝑛𝐵 is the Baryon density, �̄�𝐵 is the anti-baryon density, and 𝑛𝛾 is the photon density. Current

measurements show this number to be very small 𝜂 = 10−10 [12]. In 1967 Andrei Sakharov

identified a set of three conditions that are sufficient (though not strictly necessary) to generate a

baryon asymmetry [12, 13],

1. thermal inequilibrium

2. baryon number violation

3. C- and CP-violation

the first two ingredients are mostly straightforward, the universe must not be in equilibrium, or

else as many particles would be becoming antiparticles as the other way around. Similarly, for a

net change in baryon number, baryon number must be violated. Understanding the necessity of

CP-violation is more nuanced.

It might seem that C-violation alone is enough to generate an imbalance in matter versus

antimatter, however this is not the case. Consider a particle 𝑋 that decays to 𝑞𝑞, and its antiparticle

�̄� that decays to 𝑞𝑞, the conservation of C implies that Γ(𝑋 → 𝑞𝑞) = Γ( �̄� → 𝑞𝑞). If the universe

starts with an equal number of 𝑋 and �̄� , then the rate of change of baryon number,

d𝐵
d𝑡

∝ Γ(𝑋 → 𝑞𝑞) − Γ( �̄� → 𝑞𝑞) (1.3)

is equal to zero unless C-symmetry is violated. Consider the fact that particles with spin come

with a handedness, and that left handed particles are transformed into right handed particles under

parity. Now under CP the particles are mapped such that 𝑋 → �̄� , 𝑞𝐿 → 𝑞𝑅, 𝑞𝑅 → 𝑞𝐿 , etc.

C-violation means that Γ(𝑋 → 𝑞𝐿𝑞𝐿) ≠ Γ( �̄� → 𝑞𝐿𝑞𝐿). However, CP-symmetry means that
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Γ(𝑋 → 𝑞𝐿𝑞𝐿) = Γ( �̄� → 𝑞𝑅𝑞𝑅) and Γ(𝑋 → 𝑞𝑅𝑞𝑅) = Γ( �̄� → 𝑞𝐿𝑞𝐿). Now if the universe starts

with the same amount of 𝑋 and �̄� , it can generate a net change in baryon number proportional to,

d𝐵
d𝑡

∝
(
Γ(𝑋 → 𝑞𝐿𝑞𝐿) + Γ(𝑋 → 𝑞𝑅𝑞𝑅)

)
−

(
Γ( �̄� → 𝑞𝐿𝑞𝐿) + Γ( �̄� → 𝑞𝑅𝑞𝑅)

)
(1.4)

which is only non-zero with full CP-violation, not just C-violation. If all 𝑋 decay to 𝑞𝑞 and all

�̄� decay to 𝑞𝑞, then once all 𝑋 and �̄�’s have decayed the baryon number would return to zero.

Further, CPT requires that the lifetimes of 𝑋 and �̄� must be equal, so there must be competing

decay channels as well, Γ(𝑋 → 𝑌 ) and Γ( �̄� → 𝑌 ). So long as 𝑌 has a different baryon number

than 𝑞𝑞, then a non-zero baryon number can be generated [12, 14].

1.5 Experimental evidence and searches for CP-violation

CP-violation was discovered in the neutral kaon system in which the kaon and anti-kaon mix.

Further studies have shown CP-violation in B-mesons beyond 5𝜎 as well [10]. These are induced

by the complex phase of the CKM matrix, and indeed the third generation of quarks was predicted

by Koboyashi and Maskawa to explain the CP-violation observed in kaons [15].

Permanent electric dipole moments (EDMs) are highly sensitive to CP-violating physics.

Decades of searches for neutron EDMs have tightly constrained possible values of 𝜃𝑄𝐶𝐷 [10].

Similar searches for electron EDMs have constrained the possible electric dipole moment of the

electron to 10−29 𝑒cm [16].

There is a distinction between two types of CP-violation searches. One searches for T -

odd properties and through CPT -symmetry relates this to CP-violation. This includes EDM

searches, and the D-coefficient in 𝛽-decay. T -violation can be mimicked in decaying systems by

processes that respect T [17, 18]. In this way, equating CP-violation with signatures of T -violation

in decaying systems are technically model dependent interpretations (even when requiring strict

CPT -conservation).

Searches for CP-violation that use neutral systems such as kaons, B-mesons, or 𝑍-bosons are

termed as "clean signals" of CP-violation, in that they cannot be mimicked in a theory that respects

CP. This means that such signals cannot be induced by higher order radiative corrections, or

absorptive processes like final state interactions, unless those processes themselves violate CP-
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symmetry [18, 19, 20]. While the interpretation of such signals is very clean, the experiments

are hard to perform because of the rarity of such systems limiting the statistical reach of such

experiments.

This motivates the use of mixed matter-antimatter bound state searches that utilize systems that

can be produced in large quantities, and have moderately long lifetimes. Positronium is one such

system.

7



CHAPTER 2

POSITRONIUM DECAY AND CP-VIOLATION THEREIN

In this chapter we give a brief historical overview of the discovery of the positron, and of the

bound state positronium. This includes a discussion of some early experimental work that utilized

magnetic fields to study the different spin states of positronium. We focus on two previous searches

for CP-violation in the angular distribution of the photons from positronium decay, and give a

detailed overview of the theoretical description of these searches.

2.1 Overview of positronium physics and history

Antimatter is a generic prediction of relativistic quantum mechanics, historically motivated

by the "negative energy" solutions to the Dirac equation. These solutions could not be discarded

without sacrificing a Hilbert space interpretation of the solutions. The details of the discussions

and theories, along with the resolution are given in Ref. [21].

Dirac’s theory generically predicted "positive electrons" or positrons. The positron was quickly

discovered in 1932 by Anderson, though it is interesting that positron tracks had been appearing

in many cloud chambers for the better part of a decade by that point, but were not identified as

such [21]. Figure 2.1 shows one of the cloud chamber images from Anderson’s studies. There

was a reluctance to equate these positive electrons with the positron from Dirac’s theory. The

Dirac theory of electrons and positrons was not widely accepted until absorption lengths of the

2.6 MeV 𝛾-ray from 208Tl could not be reproduced without including the pair creation that high

energy 𝛾’s undergo in matter [21]. In the 1930’s this was the highest energy 𝛾 source available,

and pair creation, which begins to dominate over photo-absorption at higher energies [22], is not

even possible below 1 MeV.

As the positron is simply an electron but with positive charge, there is a Coulomb attraction

between the two particles. This allows for possible bound states between the two in analogy with

the Hydrogen atom. Wheeler proposed that there could be an electron-positron bound state [24].

He coined the term "polyelectrons," and worked out some atomic and molecular properties of the

system. A similar proposal by Ruark coined the term "positronium" [25] . These initial works
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Figure 2.1 Image of positron track in a cloud chamber from Ref. [23]. The cloud chamber has a
magnetic field coming out of the page. The positron enters from the bottom left, and its curvature
corresponds to a positive charge.

suggested looking at stellar spectra for the spectral lines that would correspond to positronium,

and not the method of directly producing it in the laboratory. Wheeler’s work estimated speeds

of positron thermalization, and lifetimes of spin-0 ground state positronium. In 1939 Ore and

Powell calculated the lifetime of spin-1 positronium and the energy distribution of the photons

from unpolarized spin-1 positronium decay [26].

2.1.1 Symmetry properties of positronium and decay selection rules

Positronium has well defined behavior under C and P. Its eigenvalues correspond to C =

(−1)𝐿+𝑆, and P = (−1)𝐿+1, where 𝐿 is the orbital momentum, and 𝑆 is the spin of the bound state

[1, 27]. As this bound state is mixed matter-antimatter it is mapped back to itself under charge

conjugation, unlike charged particles like electrons or protons.

The photon also has a well defined charge conjugation eigenvalue of −1. This follows from

Maxwell’s equations [27]. This gives the selection rule that dominates the positronium lifetimes.

When C is a good symmetry, spin-0 positronium can only decay to an even number of photons and

spin-1 can only decay to an odd number.

Positronium has two nearly degenerate ground states separated by an 841 𝜇eV hyperfine interval.

The ground state spin-0 positronium is referred to as singlet positronium or "para-positronium"

(p-Ps). Due to the selection rules above it can only decay to an even number of photons, primarily
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2. It has a lifetime of 125 ps. Spin-1 positronium is referred to as triplet positronium, or "ortho-

positronium" (o-Ps). Due to the C-selection rules it must decay to an odd number of photons,

primarily 3. This increases the lifetime of ortho-positronium to 142 ns, over one thousand times

longer than that of para-positronium. Quite generally a spin-1 boson cannot decay to two photons

due to the Bose-statistics of the photons [28, 29]. This means that ortho-positronium cannot decay

to two photons in vacuum for any theory that conserves angular momentum.

2.2 Positronium discovery

Positronium was discovered by Martin Duetsch at MIT in 1951 [30]. The group was studying

positron thermalization and annihilation times in different gasses. They had containers filled with

gasses (O2 and N2), and would bombard them with positrons. They observed a clear drop in time

of the amount of annihilation events, not matching the expected 10’s of ns lifetime of thermalized

positrons in gasses. There was twice as much quenching in Oxygen compared to Nitrogen as

well. After multiple experiments Deutsch realized that if some electrons form positronium in the

gasses, then that positronium scatters off a gas molecule in such a way that there is a spin flip, the

atom would be in a short lifetime state and decay. Then if N2 and O2 had similar formation rates,

the discrepancy in observed time spectra would be explained by the increased interaction strength

between positronium and O2 causing more spin flips. To test this he added nitric oxide gas and

measured the subsequent proportional quenching of the longer lifetime state [30, 31, 32].

2.2.1 Early studies of positronium in a magnetic field

After discovering positronium the MIT group performed further studies of the system. Deutsch

performed the calculations of the magnetic mixing of ortho- and para-positronium states that

occur in a magnetic field. Since the electron and positron have opposite magnetic moments, the

|𝑠 = 1, 𝑚 = 1⟩ and |𝑠 = 1, 𝑚 = −1⟩ states have no net magnetic moment, whereas both 𝑚 = 0 states

do have net magnetic moments. This means in a B-field the |𝑠 = 0, 𝑚 = 0⟩ and |𝑠 = 1, 𝑚 = 0⟩ states

mix. We call the resulting states "pseudo-singlet" and "pseudo-triplet" states, corresponding to

shorter and longer lifetimes respectively [33].

Deutsch and Dulit performed coincidence measurements with detectors arranged in a plane
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perpendicular to the magnetic field and indeed observed a quenching in the counts. They assigned

a large uncertainty of 15% to the quoted value [33].

The lifetime of triplet positronium as calculated by Ore and Powell [26] followed the standard

procedure of averaging the initial spin states, and summing over final states. Drisko later observed

that this loses some experimentally testable predictions [34]. He drew attention to dependence

of the angular distribution of final state photons on the initial spin state of the positronium. This

intuitively follows from conservation of angular momentum, if the initial positronium carries

angular momentum along some axis, the final state of three photons must as well, and therefore

likely has a non-trivial angular distribution.

Drisko calculated the angular distortions that occur in QED [34]. This gave the prediction that

in the plane perpendicular to the quantization axis, 1/2 of the decays occur from the 𝑚 = 0 state, as

opposed to 1/3 as expected by counting statistics.

This led to experiments by Wheatley and Halliday to measure the possible angular dependence

to the quenching of counts in a magnetic field [35]. The group measured the coincidence counts for

two of the three photons from ortho-positronium decay. The authors utilized a permanent magnet

and adjusted the field strength by changing the position. A similar experiment was performed

by Hughes, Marder, and Wu [36]. They recorded single counts in the plane perpendicular to the

magnetic field axis. They applied a tuneable field using an electromagnet that they powered with

two submarine batteries. Both experiments saw a clear quenching that matched the predictions by

Drisko. The results from Ref. [36] are shown in Figure 2.2, and show that the data only agrees

with the theoretical curve after correcting for the angular dependence.

This non-trivial effect was neglected in the initial positronium experiments in magnetic fields,

but was smaller than their large uncertainty estimates. Further experiments that studied the angular

distribution of photons from positronium decay searched for more complex distributions. This

requires a more thorough discussion of ortho-positronium decay kinematics.
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Figure 2.2 Observed quenching of counts in the plane perpendicular to the magnetic field. Ex-
perimental data does not agree with the theoretical prediction unless corrected for the angular
distribution that occurs in a magnetic-field. From Ref. [36].

2.3 Overview of 3-photon kinematics

The three photons from positronium decay have a continuous energy distribution given by the

Ore-Powell distribution [26]. This distribution is shown in Figure 2.3b. The photons are ordered

by their energies, 𝜔1 > 𝜔2 > 𝜔3, where 𝜔𝑎 = |k𝑎 | is the energy of photon 𝑎. The kinetic energy

of the positronium is negligible compared to the energies of the photons, so it is safe to assume

k1+k2+k3 ≈ 0. Momentum conservation requires that the three photons are co-planar. Further the

event can be fully described by only observing two of the photons, as the third is entirely constrained

kinematically. Figure 2.3c informs the needed detector placement. For instance, measuring k̂1 and

k̂2 in coincidence requires an angle between the two detectors of 120◦ − 180◦. The distribution

peaks around 160◦.

Figure 2.4 shows the geometry of a decay event. The two photon momenta are confined

to a plane. The normal to the decay plane is determined by these momenta, and taken to be

n̂ = k̂1 × k̂2/|k̂1 × k̂2 | or any cyclic permutation of indices. Figure 2.4 also includes some axis

defined by the positronium state, either the vector polarization or (a component of) the tensor

polarization. It is represented with ŝ to match existing literature.

If the vector polarization and tensor polarization lie on the same axis then their values are given

by the state populations as,

𝑠𝑧 =
𝑁+ − 𝑁−

𝑁+ + 𝑁0 + 𝑁−
(2.1)
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(a)

(b) (c)

Figure 2.3 (a) Three photons ordered by their energies |k1 | > |k2 | > |k3 |, and respective angles
between the photons. (b) Energy distribution of events for each photon, and summed together
reproducing the Ore-Powell distribution. (c) Distribution of angles between photons, 𝜓12 shows
the optimal detector placement to see the two photons in coincidence.

𝑃2 =
𝑁+ − 2𝑁0 + 𝑁−
𝑁+ + 𝑁0 + 𝑁−

(2.2)

where 𝑁𝑖 is the population of the state with 𝑚 = 𝑖 along the axis. We call these the polarization

and the aligment of the state. We reserve "unpolarized positronium" to refer to a positronium state

with neither vector nor tensor polarization.

The charge conjugation properties of the decay are completely fixed by the positronium initial

state and the 3-𝛾 final state. This means the observation of parity violation in spin-1 positronium

decaying to 3-𝛾 immediately indicates combined CP-violation.

Similar arguments have been applied to argue that an observation of a P-even "T -odd" angular

correlation would therefore imply full CPT -violation. This claim is incorrect [19], because

T -violation can be mimicked in decaying systems by absorptive processes such as final state

interactions [4, 17]. Such interactions cannot induce a CP-violating signature in this decay unless
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Figure 2.4 k̂1, k̂2, and k̂3 are the 3 linearly independent vectors describing the 3-𝛾 final state. ŝ is
the "quantization axis" for the positronium atom, indicative of some axis defined by the positronium
state, either by a spin polarization or a tensor polarization.

they also violate CP-symmetry themselves [18].

2.4 Searches for fundamental symmetery violations in positronium

Further studies of positronium were performed in the 80’s and 90’s by a group at University

of Michigan. This group proposed a set of measurements in positronium that would be sensitive

to new physics. In Ref. [37] Arbic, Hatamian, Skalsey, Van House, and Zheng proposed and

performed a search for an asymmetry in events with the 3-𝛾 decay plane aligned with the initial

positronium polarization, or anti-aligned. This would not be induced in the Standard Model except

at higher orders due to photon-photon scattering. They performed this search with two sets of

NaI detectors read out in coincidence. They utilized parity violation in nuclear 𝛽-decay to have

polarized positrons that formed vector polarized positronium. They could change the direction of

the decay plane by switching which pair of detectors they read out. Utilizing this simple setup they

demonstrated the feasibility of such studies. They state that such an asymmetry would be induced

by a term in the angular distribution of the form 𝐶𝐶𝑃𝑇 ŝ · (k̂1 × k̂2), coining the term 𝐶𝐶𝑃𝑇 as the

"coefficient" of the "angular correlation" ŝ · n̂. This language matches similar studies in nuclear

𝛽-decay, and was suggested by Natchmann. At the end of this work they identified a few other

angular distributions that would be indicative of symmetry violations. Of interest for this current

work is the "correlation," (ŝ · k̂1)ŝ · (k̂1 × k̂2) which is odd under parity and would be indicative of
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CP-violation. They stated that since ŝ enters this correlation twice it would require tensor polarized

positronium in-lieu of vector polarized positronium [37].

In conjunction with this work, Bernreuther, Löw, Ma, and Natchmann worked through the

general theory of 3-𝛾 decay of spin-1 positronium [19]. They performed a general tensor de-

composition to represent the possible angular distributions by irreducible tensors constructed from

kinematic vectors each multiplied by a form factor. They then analyzed term by term what sym-

metries each form factor would respect or violate. They identified four terms that could only be

induced by CP violation, two requiring vector polarized positronium, and two requiring tensor

polarized positronium, one of which corresponds to the term referred to as (ŝ · k̂1)ŝ · (k̂1 × k̂2)

above. In Ref. [19] this is written as 𝑠𝑖 𝑗 (k̂1𝑖n̂ 𝑗 + k̂1 𝑗 n̂𝑖), where 𝑠𝑖 𝑗 is the tensor polarization. This

highlights the tensorial nature of this quantity, and avoids the possible misconception of equating

the vector polarization squared with the tensor polarization, as the two are independent quantities.

To simplify the discussion throughout this work we will use the following notation when

discussing unit vectors,

k̂𝑎 = 𝜅𝑎𝑥 x̂ + 𝜅𝑎𝑦ŷ + 𝜅𝑎𝑧ẑ (2.3)

n = n̂ = 𝑛𝑥 x̂ + 𝑛𝑦ŷ + 𝑛𝑧ẑ (2.4)

where 𝑎 = 1, 2, 3. We take n to always be a normalized unit vector, otherwise we write (k̂1 × k̂2).

For a tensor polarization along the 𝑧-axis this correlation can be reweritten as 𝜅1𝑧𝑛𝑧 which is an

unambiguous analogue of (ŝ · k̂1)ŝ · (k̂1 × k̂2), although the two differ by the magnitude of k̂1 × k̂2.

To date there have been two searches for this tensor term that would indicate CP-violation.

2.5 University of Michigan CP-violation search

The first search for the quantity (ŝ · k̂1)ŝ · (k̂1× k̂2) was performed at the University of Michigan

in 1991 [38]. They utilized the same gamma detector setup used in their previous search for the

correlation ŝ · n̂ [37]. Their setup is shown in Figure 2.5. It featured the following components:

1. 68Ga positron emitting 𝛽 source,

2. Plastic scintillator to detect 𝛽 emission,
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(a) (b)

Figure 2.5 Diagram of the detector setup used for the University of Michigan measurement [38].
Both top-down and side view of the setup.

3. Magnesium Oxide (MgO) powder for positronium formation,

4. Permanent magnet centered on the positronium source,

5. Three NaI 𝛾-detectors.

The detectors had 9.5% FWHM energy resolution at 511 keV, and 3.9 ns FWHM time resolution

between two NaI detectors (for 511-511 coincidences). The setup featured a dedicated highest

energy photon detector, and two second highest energy detectors at 145◦ from the highest energy

detector. These were placed such that the quantity (ŝ · k̂1)ŝ · (k̂1 × k̂2) is positive for one pair of

detectors, and negative for the other pair. CP-violation would manifest as an asymmetry in counts

between the two pairs of detectors.

For further control of the systematics they measured in two time windows. The addition of a

magnetic field reduces the lifetime of the 𝑚 = 0 state, meaning more 𝑚 = 0 states decay at an

earlier time. They state that the alignment of the decaying positronium atom within a time window

will flip sign; the early window is mostly negative from the 𝑚 = 0 decays, and the late window is

mostly positive from the 𝑚 = ±1 decays. The authors state that they can change the sign of the

signal both geometrically, and between two time windows.

They measured a count asymmetry of 𝐴𝑀𝑖𝑐ℎ = −0.0004 ± 0.0010. They searched for a term

𝐶𝐶𝑃 (ŝ · k̂1)ŝ · (k̂1 × k̂2), and they defined an “analyzing power" as 𝐴 = 𝐶𝐶𝑃/𝑆𝑎𝑛. This gives their

analyzing power as 𝑆𝑎𝑛 = 1
2𝑃2⟨cos(2𝜃)sin(𝜓12)cos(𝜙)⟩, where 𝑃2 is the alignment, and 𝜃, 𝜓, and
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𝜙 are given in Figure 2.4. They estimated their analyzing power as 𝑆𝑎𝑛 = 0.072 ± 0.015, giving a

final value for 𝐶𝐶𝑃 = −0.0056 ± 0.015.

2.6 University of Tokyo search

A subsequent search was performed at the University of Tokyo in 2010 [39]. They used a similar

mechanism to form positronium, induce an aligment, and measure a count asymmetry between

pairs. They state that the number of events can be written as,

𝑁 = 𝑁0 [1 + 𝐶𝐶𝑃 (ŝ · k̂1)ŝ · (k̂1 × k̂2)]𝑒−𝑡/𝜏 (2.5)

where we have slightly changed the notation of unit vectors to match the rest of this discussion. The

array featured sets of detectors (each with two possible pairings) placed on a turntable as shown in

Figure 2.6.

Figure 2.6 Setup for the University of Tokyo search [39]. The four detectors can be combined into
two sets of three detectors to compare with the University of Michigan setup.

Positronium was formed using a 1 MBq 22Na source for their 𝛽+, and silica aerogel. The 𝛾-

detectors were LYSO crystals with 11.7% energy resolution FWHM at 511 keV, and 1.2 ns timing

resolution FWHM for two 511 keV photons.

If there was a term (ŝ · k̂1)ŝ · (k̂1×k̂2) it would create a modulation of counts that goes as cos(𝜙),

where 𝜙 is given in Figure 2.4, which also corresponds to the angle the turntable has rotated. They

observed no signal and quote a final value of𝐶𝐶𝑃 = 0.0013±0.0021(stat)±0.0006(syst). They did
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not measure in two time windows with flipping alignment, instead they used a 0.49 T permanent

magnet and selected events between 50-130 ns after the 𝛽-detection. The experiment collected

data for six months and was statistically limited. The major systematic uncertainties were from the

stepper motor that rotated the setup.

2.7 Theoretical description

The authors of Ref. [19] investigated the general form of the 3-𝛾 final state distribution from

spin-1 ortho-positronium. For the discussion in this chapter, there is no implied summation over

repeated indices. They call the mapping of the ortho-positronium state to the 3-𝛾 distribution

the "decay matrix." They performed a tensor decomposition on this matrix and identified the 9

independent terms, and what each terms discrete symmetry properties are. Before summarizing

this work, we will take one step back to highlight the connection between the decay matrix elements

and the time evolution of the positronium states. This will be key to clarifying future discussions

in this work.

A pure quantum state |𝑖⟩ can decay to a variety of final states (for example states with a different

number of photons, or different angular distributions of photons). The partial decay rate for this

state to a given final state | 𝑓𝑎⟩ is given as Γ𝑖→ 𝑓𝑎 = ⟨𝑖 |𝒯 | 𝑓𝑎⟩ ⟨ 𝑓𝑎 |𝒯 |𝑖⟩, where 𝒯 is the "transition

matrix," or more standardly the S-matrix [1]. The decay width of the state is given by the sum of

the partial decays to all final states, Γ𝑖 =
∑
𝑓𝑎
Γ𝑖→ 𝑓𝑎 . Assuming the initial state diagonalizes the

Hamiltonian, then the state will have the following time evolution,

|𝑖; 𝑡⟩ =
√︁
𝑁𝑖𝑒

−𝑖𝑡𝜔𝑖− 1
2 𝑡Γ𝑖 |𝑖; 𝑡 = 0⟩ (2.6)

which reproduces the exponential decay expected for the total number, 𝑁𝑖 (𝑡) = ⟨𝑖, 𝑡 |𝑖, 𝑡⟩ = 𝑁𝑖𝑒−𝑡Γ𝑖 .

Also consider the population of the final state 𝑓𝑎 as 𝑁 𝑓𝑎 (𝑡). The decay rate of state 𝑖, and the rate

of population of state 𝑓𝑎 are,

¤𝑁𝑖 (𝑡) = −𝑁𝑖Γ𝑖𝑒−𝑡Γ𝑖 (2.7)

¤𝑁 𝑓𝑎 (𝑡) = 𝑁𝑖Γ𝑖→ 𝑓𝑎𝑒
−𝑡Γ𝑖 (2.8)
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Note that
∑
𝑓𝑎

¤𝑁 𝑓𝑎 (𝑡) = − ¤𝑁𝑖 (𝑡), meaning all decaying states decay to some final state. Now consider

the rate for some statistical mixture of initial states. For instance in spin-1 𝑚 = +1, 0,−1, with

initial populations 𝑁+, 𝑁0, 𝑁−. The final state distribution is,

¤𝑁 𝑓𝑎 (𝑡) = 𝑁+Γ+1→ 𝑓𝑎𝑒
−𝑡Γ+ + 𝑁0Γ0→ 𝑓𝑎𝑒

−𝑡Γ0 + 𝑁−Γ−1→ 𝑓𝑎𝑒
−𝑡Γ− (2.9)

¤𝑁 𝑓𝑎 (𝑡) = 𝑁+𝐵𝑅+1→ 𝑓𝑎Γ+𝑒
−𝑡Γ+ + 𝑁0𝐵𝑅0→ 𝑓𝑎Γ0𝑒

−𝑡Γ0 + 𝑁−𝐵𝑅−1→ 𝑓𝑎Γ−𝑒
−𝑡Γ− (2.10)

where 𝐵𝑅𝑖→ 𝑓𝑎 = Γ𝑖→ 𝑓𝑎/Γ𝑖. This can be simplified by invoking rotational invariance, which requires

Γ+ = Γ0 = Γ− = Γ. It does not imply that partial decay rates are equal only the summed final rate

[4]. Now consider the final state as a 3 photon state with momenta {k1, k2, k3},

¤𝑁 (k1, k2, k3) = (𝑁+𝑅++(k1, k2, k3) + 𝑁00𝑅00(k1, k2, k3) + 𝑁−𝑅−−(k1, k2, k3)) Γ𝑒−𝑡Γ (2.11)

where we have introduced 𝑅𝑖𝑖 (k1, k2, k3) = Γ−1 | ⟨3𝛾(k1, k2, k3) |𝒯 |𝑃𝑠, 𝑖⟩ |2 = 𝐵𝑅𝑖 (k1, k2, k3).

This illustrates that the initial positronium state can be mapped into a distribution of final state

photons, and to do so it is useful to introduce some sort of "normalized partial decay rate" that is

really just the branching ratio for that initial state to that final state. Following Ref. [19] we refer to

this as "the decay matrix." The state populations can be represented in terms of a polarization and

an alignment,

¤𝑁 (k1, k2, k3) = (𝐴(k1, k2, k3) + 𝑠𝑧𝐵𝑧 (k1, k2, k3) + 𝑃2𝐶00(k1, k2, k3)) Γ𝑒−𝑡Γ (2.12)

where 𝐴 = 𝑅++ + 𝑅00 + 𝑅−−, 𝐵𝑧 = 𝑅++ − 𝑅−−, and 𝐶00 = 𝑅++ − 2𝑅00 + 𝑅−−. This highlights the

dependence of the angular distribution on the polarization (and alignment) of the initial positronium

atom. As described here, the formalism is too limiting and cannot accommodate many states of

practical importance. To do so we need to use the density matrix as a description of a "mixed"

quantum state.

2.8 Spin-1 positronium mixed state

A normalized spin-1 system requires 8 independent numbers to be fully described. These

can be taken as the 3 components of the vector polarization, and the 5 components of the tensor
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polarization (a symmetric traceless tensor) [40]. In the Cartesian basis, the density matrix takes

the simple form,

𝜌𝑖 𝑗 =
1
3
𝛿𝑖 𝑗 +

1
2𝑖

∑︁
𝑘

𝜖𝑖 𝑗 𝑘 𝑠𝑘 − 𝑠𝑖 𝑗 (2.13)

where 𝑠𝑖 is the 𝑖th component of the vector polarization and 𝑠𝑖 𝑗 is the 𝑖 𝑗 th component of the tensor

polarization. This is described in more detail in Appendix A.

2.9 3-𝛾 phase space

The final state is described by the massless 3-body Lorentz-invariant phase space for 3 identical

particles. In Ref. [19] this is written as dΓ 𝑓 , but to avoid confusion in future discussions, we

will call this d 𝑓 3𝛾. The form of the 3-body phase space is worked out in detail in many standard

texts, for example Ref. [2]. In the center of momentum frame the phase space measure takes the

following form,

d 𝑓 3𝛾 =

3∏
𝑗=1

d3𝑘 𝑗

2𝜔 𝑗

𝜃 (𝜔1 − 𝜔2)𝜃 (𝜔2 − 𝜔3)
(2𝜋)5 𝛿

( 3∑︁
𝑖=1

𝜔𝑖 − 𝑚𝑃𝑠

)
𝛿(3)

( 3∑︁
𝑖=1

k𝑖

)
(2.14)

where 𝑚𝑃𝑠 is the rest mass of the initial positronium, 𝜔 𝑗 = |k𝑖 | is the energy of the photon, and

𝜃 (𝑥 − 𝑦) is the Heaviside step function that imposes the energy ordering 𝜔1 > 𝜔2 > 𝜔3. The

ordering of the photons is a restriction of the phase space so we do not overcount final states. This

is ultimately a convention. This is discussed more in Appendix B.

In general any 3-body decay is described by 5 variables. This follows from the 4-momentum of

each particle, minus the energy-momentum relation for each particle, total momentum conservation,

and total energy conservation. This gets 12 − 3 − 3 − 1 = 5 independent variables. We can choose

these to be the energies of two photons, 𝜔1 and 𝜔2, the direction of the normal to the decay plane

n̂(𝜃𝑛, 𝜙𝑛), and an azimuthal rotation of k̂1 within the decay plane, 𝜙. The angle between k̂1 and k̂2

is fixed by their energies, 𝜓12(𝜔1, 𝜔2).

2.9.1 Tensor decomposition of the decay matrix

The transition matrix maps an initial pure positronium state into a 3-photon final state. We

shorten the notation for the state from |3𝛾; k1, 𝜖𝜖𝜖1; k2, 𝜖𝜖𝜖2; k3, 𝜖𝜖𝜖3⟩ = |3𝛾(k, 𝜖𝜖𝜖)⟩ to match the notation

in Ref. [19]. Take an element of the transition matrix to be ⟨3𝛾(k, 𝜖𝜖𝜖) |𝒯 |𝑃𝑠, 𝑖⟩. The distribution
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of final photons for a mixed initial state is given by the decay matrix, which is summed over photon

polarizations as those are not measured,

𝑅𝑖 𝑗 (k1, k2, k3) = Γ−1
𝑜−𝑃𝑠

∑︁
𝜖

⟨3𝛾(k, 𝜖𝜖𝜖) |𝒯 |𝑃𝑠, 𝑖⟩∗ ⟨3𝛾(k, 𝜖𝜖𝜖) |𝒯 |𝑃𝑠, 𝑗⟩ (2.15)

where Γ𝑜−𝑃𝑠 is the vacuum lifetime for ortho-positronium. This is normalized so that,

1
3

∫
d 𝑓 3𝛾

∑︁
𝑖

𝑅𝑖𝑖 (k1, k2, k3) = 1 (2.16)

This contains all measurable information about angular distributions of the photon momenta

from an arbitrary mixed 𝐽 = 1 positronium state, assuming photon polarizations are not measured.

For an observable defined on the final state the expectation value can be calculated as,〈
Ô(k1, k2, k3)

〉
𝜌
= Ô(k1, k2, k3)

∑︁
𝑖 𝑗

𝑅𝑖 𝑗 (k1, k2, k3)𝜌𝑖 𝑗 (2.17)

Now perform a tensor decomposition of the decay matrix. As a 3×3 Hermitian matrix acting

on the spin-1 Hilbert space it can be decomposed into 9 form factors, one scalar, three vector, and

five tensor. These can be constructed from the three linearly independent vectors k̂1, k̂2, and n̂,

𝑅𝑖 𝑗 = 𝛿𝑖 𝑗𝑎(𝜔1, 𝜔2) +
1
𝑖

∑︁
𝑙

𝜖𝑖 𝑗 𝑙B𝑙 (k1, k2, k3) − 𝐶𝑖 𝑗 (k1, k2, k3), (2.18)

where,

B = k̂1𝑏1(𝜔1, 𝜔2) + k̂2𝑏2(𝜔1, 𝜔2) + n̂𝑏3(𝜔1, 𝜔2), (2.19)

and,

𝐶𝑖 𝑗 =(𝜅1𝑖𝜅1 𝑗 −
1
3
𝛿𝑖 𝑗 )𝑐1(𝜔1, 𝜔2)

+ (𝜅2𝑖𝜅2 𝑗 −
1
3
𝛿𝑖 𝑗 )𝑐2(𝜔1, 𝜔2)

+
(
𝜅1𝑖𝜅2 𝑗 + 𝜅1 𝑗 𝜅2𝑖 −

2
3
(k̂1 · k̂2)𝛿𝑖 𝑗

)
𝑐3(𝜔1, 𝜔2)

+ (𝜅1𝑖𝑛 𝑗 + 𝑛𝑖𝜅1 𝑗 )𝑐4(𝜔1, 𝜔2)

+ (𝜅2𝑖𝑛 𝑗 + 𝑛𝑖𝜅2 𝑗 )𝑐5(𝜔1, 𝜔2)

(2.20)

21



Finally, for some observable 𝐴 on the 3-𝛾 final state, the expectation value is,

⟨𝐴⟩𝜌 =
∫

d 𝑓 3𝛾𝐴(k1, k2, k3)
{
𝑎(𝜔1, 𝜔2) + ŝ · B(k1, k2, k3) +

∑︁
𝑖 𝑗

𝑠𝑖 𝑗𝐶𝑖 𝑗 (k1, k2, k3)
}
. (2.21)

where ŝ is the vector polarization, and 𝑠𝑖 𝑗 is the full tensor polarization. This follows from

⟨𝐴⟩𝜌 =
∫

d 𝑓 3𝛾Tr(𝐴𝑅𝜌)

The authors of Ref. [19] identified the symmetry properties of each form factor and what

expectation values it would induce. We shorten these here, so for instance ⟨k̂𝑎⟩𝜌 means "if this

form factor is nonzero then there is a positronium state 𝜌 that would produce a non-zero expectation

value for one or more of the components ⟨𝜅𝑎𝑖⟩ of photon 𝑎." Similarly the tensor terms are shortened,

so the term ⟨k̂𝑎k̂𝑏⟩𝜌 really means, "if this form factor is nonzero there is a state 𝜌 that would produce

a non-zero value for ⟨𝜅𝑎𝑖𝜅𝑏 𝑗 + 𝜅𝑎 𝑗 𝜅𝑏𝑖 − 2
3 k̂𝑎 · k̂𝑏𝛿𝑖 𝑗 ⟩." This is quoted below,

1. 𝑎(𝜔1, 𝜔2) – The stardard Ore-Powell distribution for unpolarized ortho-positronium decay

2. 𝑏1(𝜔1, 𝜔2), 𝑏2(𝜔1, 𝜔2) – CP-violating form factors. These would induce non-zero expec-

tation value for ⟨k̂𝑎⟩𝜌 for any photon 𝑘𝑎. These terms have never been searched for.

3. 𝑏3(𝜔1, 𝜔2) – This form factor has been searched for 5 times [37, 41, 42, 43, 44], however it

has erroneously been claimed in those searches to be indicative of CPT -violation. A non-

zero value would be indicative of new physics, but would give no indication of the symmetry

properties of that physics [19]. This term would induce a non-zero value for ⟨n̂⟩𝜌.

4. 𝑐1(𝜔1, 𝜔2), 𝑐2(𝜔1, 𝜔2), 𝑐3(𝜔1, 𝜔2) – These form factors are non-zero in QED, and are

precisely the terms measured in the early QED angular anisotropy experiments [35, 36].

They generate non-zero values for ⟨k̂𝑎k̂𝑎⟩𝜌, ⟨k̂𝑎k̂𝑏⟩𝜌, and ⟨n̂n̂⟩𝜌

5. 𝑐4(𝜔1, 𝜔2), 𝑐5(𝜔1, 𝜔2) – These are indicative of CP-violation. They would generate a

non-zero expectation value for ⟨k̂𝑎n̂⟩𝜌

These functions are given explicitly in Ref. [19], and reproduced here in Appendix B. The

authors calculated 𝑎, 𝑐1, 𝑐2, and 𝑐3 from QED, and 𝑏1, 𝑏2, 𝑐4, and 𝑐5 in the context of a CP-

violating mixing of 𝑛3𝑆1 and 21𝑃1 states. Though not explicitly stated in Ref. [19] these terms
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are not completely independent. Within each item above the functions are related due to photon

indistinguishability. The relationships are the following,

𝑎(𝜔1, 𝜔2) = 𝑎(𝜔2, 𝜔1) (2.22)

𝑏1(𝜔1, 𝜔2) = 𝑏2(𝜔2, 𝜔1) (2.23)

𝑏3(𝜔1, 𝜔2) = −𝑏3(𝜔2, 𝜔1) (2.24)

𝑐1(𝜔1, 𝜔2) = 𝑐2(𝜔2, 𝜔1) (2.25)

𝑐4(𝜔1, 𝜔2) = −𝑐5(𝜔2, 𝜔1) (2.26)

this is shown for the scalar, vector, and CP-odd tensor terms in Appendix B. 𝑐3 is also related with

𝑐1 and 𝑐2 although it is not readily apparent in this choice of coordinates.

The CP-violating quantity that has been searched for in Refs. [38, 39] is induced by a nonzero

𝑐4(𝜔1, 𝜔2) and 𝑐5(𝜔1, 𝜔2). It is important to note that there are actually two terms, and both must

be present together due to photon indistinguishability (as shown in Appendix B).

No singular number quantifying CP-violation has appeared, like the proposed 𝐶𝐶𝑃 in Refs.

[38, 39]. Instead some model dependent functions of energies, 𝑐4(𝜔1, 𝜔2) and 𝑐5(𝜔1, 𝜔2), carry the

information. It is possible that the terms𝐶𝐶𝑃𝑇 and𝐶𝐶𝑃 were introduced as a rough characteristic of

the scale of the sensitivity. These quantities are inherently model dependent. The structure of the

form factors that contribute (a combination of both 𝑐4 and 𝑐5) also eludes any simple factorization

into a purely geometric factor multiplied by a purely energy dependent factor.

For this reason we find the terminology "coefficients of angular correlations" to be unclear, as

they are functions whose contributions are intertwined with the detector placement and energy cuts

used in each search.

2.10 Optimal B-field for tensor polarization

Throughout this work Γ𝑝−𝑃𝑠 exclusively refers to the para-positronium lifetime in vacuum,

and Γ𝑜−𝑃𝑠 to refer to ortho-positronium lifetime in vacuum. A magnetic field can induce a time

dependent Nenote the relative spin states of the electron and positron as
��𝑠𝑝𝑧 , 𝑠𝑒𝑧 〉. These can be
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combined into states of definite spin in the following combinations,

|𝑆 = 0, 𝑚 = 0⟩ = 1
√

2
( |↑↓⟩ − |↓↑⟩) (2.27)

|𝑆 = 1, 𝑚 = 1⟩ = |↑↑⟩ (2.28)

|𝑆 = 1, 𝑚 = 0⟩ = 1
√

2
( |↑↓⟩ + |↓↑⟩ (2.29)

|𝑆 = 1, 𝑚 = −1⟩ = |↓↓⟩ (2.30)

The introduction of an external B-field breaks overall rotational symmetry, but maintains azimuthal

rotational symmetry. This means in general there can be mixing between states with the same 𝑚

but different 𝐽, and level splitting between states with different 𝑚, but no mixing of states with

different 𝑚. CPT -symmetry requires that two states related by a CPT -transformation have the

same mass and lifetime [4]. The addition of a B-field does not break CPT symmetry. Under CPT

the 𝑚 = ±1 states transform as Θ |𝑃𝑠, +𝑚⟩ → 𝜁Θ |𝑃𝑠,−𝑚⟩, where 𝜁Θ is a phase. This means that

in the Standard Model (and most extensions that respect CPT ) there is no level splitting between

|𝑃𝑠, 𝑚⟩ and |𝑃𝑠,−𝑚⟩ in a magnetic field to all orders. A more common argument is that CPT

requires the electron and positron have opposite magnetic moments and therefore the net magnetic

moment of positronium cancels when the two are spins are parallel. This is a less general argument

and does not rule out complicated positronium structure effects, possible higher order interactions,

or effects of renormalization of the magnetic moment in the bound state.

Purely by symmetry arguments, positronium in a B-field can only have mixing between states

with the same𝑚, and level shifts between states with different |𝑚 |. The leading order interaction of a

positronium atom with a magnetic field is determined by the magnetic moments of the electron and

positron. The |𝑆 = 1, 𝑚 = ±1⟩ are unaffected by the field and can be disregarded in this discussion.

In the subspace of {|𝑆 = 0, 𝑚 = 0⟩ , |𝑆 = 1, 𝑚 = 1⟩} the Hamiltonian takes the form,

𝐻
𝑖 𝑗

𝑚=0 = 𝐸0𝛿
𝑖 𝑗 − 2𝜇𝐵𝑧𝜎𝑖 𝑗1 − Δℎ 𝑓 𝑠𝜎

𝑖 𝑗

3 (2.31)

where 𝜇 is the magnetic moment of the electron and Δℎ 𝑓 𝑠 is the hyperfine splitting of positronium.
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We define 𝑥 = 2𝜇
Δℎ 𝑓 𝑠

|𝐵| = |𝐵 |
3.63 T the stationary states are [45],

|𝜓𝑝𝑆⟩ = cos(𝜃) |𝑆 = 0, 𝑚 = 0⟩ − sin(𝜃) |𝑆 = 1, 𝑚 = 0⟩

|𝜓𝑝𝑇 ⟩ = sin(𝜃) |𝑆 = 0, 𝑚 = 0⟩ + cos(𝜃) |𝑆 = 1, 𝑚 = 0⟩

𝐸𝑝𝑆 = 𝐸0 −
1
2
Δℎ 𝑓 𝑠 (1 +

√︁
1 + 𝑥2) (2.32)

𝐸𝑝𝑇 = 𝐸0 +
1
2
Δℎ 𝑓 𝑠 (1 +

√︁
1 + 𝑥2) (2.33)

cos(𝜃) = 1
√

2

√︄
1 + 1

√
1 + 𝑥2

(2.34)

where 𝑝𝑆 is short for "pseudo-singlet" and 𝑝𝑇 is short of "pseudo-triplet." Finally, the singlet and

triplet states have relative lifetimes 𝜏𝑝−𝑃𝑠 = 125 ps and 𝜏𝑜−𝑃𝑠 = 142 ns. This results in the new

mixed lifetimes,

Γ𝑝𝑆 = cos2(𝜃)Γ𝑝−𝑃𝑠 + sin2(𝜃)Γ𝑜−𝑃𝑠 (2.35)

Γ𝑝𝑇 = sin2(𝜃)Γ𝑝−𝑃𝑠 + cos2(𝜃)Γ𝑜−𝑃𝑠 (2.36)

Even at modest field values of the order of 1 Tesla, there is only a small amount of mixing but a

large quenching of the lifetime. This is shown in Figure 2.7, which shows the ortho-positronium

decay rate in vacuum and in a magnetic field. This follows from the factor of 103 difference in the

lifetimes of singlet and triplet positronium. This induces a time evolution of the effective 𝑚 = 0

state relative to the 𝑚 = ±1 states. By careful selection of time cuts, the different spin states of

positronium can be separated.

The instantaneous alignment for a decay event is,

𝑃2(𝑡) =
𝑛𝑇 (𝑡) − 2𝑛𝑝𝑇 (𝑡)
𝑛𝑇 (𝑡) + 𝑛𝑝𝑇 (𝑡)

(2.37)

where 𝑛𝑖 (𝑡) = 𝑁𝑖/𝜏𝑖𝑒−𝑡/𝜏𝑖 is the instantaneous rate of decays from that state, and 𝑁𝑖 is the initial

population of that state. Averaging over a time window, not all events have the same alignment.

The average needs to be weighted by the number of decays with that alignment,

⟨𝑃2⟩𝜌 =
∫
𝑃2(𝑛)d𝑛∫

d𝑛
=

∫
𝑃2(𝑡) d𝑛

d𝑡 d𝑡∫
d𝑛
d𝑡 d𝑡

(2.38)
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Figure 2.7 Time spectrum for positronium decay. The time spectrum for positronium in vacuum
is shown in red. The addition of a B-field shifts one lifetime component to be shorter, shown in
blue. At the same time, the B-field shortens the lifetime by opening up a decay channel to 2𝛾, so
the actual number of 3-𝛾 events for this component is greatly reduced (black).

with the number of decays being the infinitesimal times the rate,

⟨𝑃2⟩𝜌 =

∫
d𝑡

(
𝑛𝑇 (𝑡)−2𝑛𝑝𝑇 (𝑡)
𝑛𝑇 (𝑡)+𝑛𝑝𝑇 (𝑡)

(
𝑛𝑇 (𝑡) + 𝑛𝑝𝑇 (𝑡)

) )∫
d𝑡

(
𝑛𝑇 (𝑡) + 𝑛𝑝𝑇 (𝑡)

)
=

(
𝑁𝑇𝑒

−𝑡/𝜏𝑇 − 2𝑁𝑝𝑇𝑒−𝑡/𝜏𝑝𝑇
) ����𝑡1
𝑡2(

𝑁𝑇𝑒
−𝑡/𝜏𝑇 + 𝑁𝑝𝑇𝑒−𝑡/𝜏𝑝𝑇

) ����𝑡1
𝑡2

(2.39)

for the time window [𝑡1, 𝑡2].

However, this has not included the changing branching ratios. This new pseudo-triplet state

has some probability to decay to 2-photons and some to 3-photons. Figure 2.7 shows the ortho-

positronium decay rate in a magnetic field, and the rate of 3-𝛾 decays. There is a net quenching

of 3-𝛾 decays at early times (from the pseudo-triplet). This means increasing the field value also

decreases the statistics. The relationship is given as

𝐵𝑅(o-Ps → 3𝛾) = 𝐵𝑅3𝛾 = 𝜏𝑝𝑇/𝜏𝑜−𝑃𝑠 (2.40)

The alignment increases for larger 𝐵, but the counts decrease. To identify an optimal field value

it is necessary to define a "Figure of Merit." Consideri the statistical sensitivity: doubling the tensor
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polarization doubles the size of the asymmetry, but doubling the branching ratio only increases the

statistical sensitivity by a factor of
√

2. We take the Figure of Merit as,

𝐹𝑜𝑀 = ⟨𝑃2(𝐵)⟩𝜌
√︁
𝑁 (𝐵) (2.41)

Returning to Equation 2.39 shows that the Figure of Merit is defined for some time window. To

match the Michigan experiment, we identify 2 time windows with opposite tensor polarizations, a

start window of 10 ns, and a stop of 500 ns. This determines the time cut between the two windows.

The result of optimal time cut versus lifetime for these time windows is plotted in Figure 2.8.
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Figure 2.8 The effect of a magnetic field on positronium. (a) The optimal timing cut between two
time windows to form populations with opposite tensor polarization (given an initial time start at
10 ns and final at 500 ns. (b) The instantaneous alignment for the population. (c) The tradeoff
with increasing tensor polarization is the decreasing branching ratio decreasing statistics. (c) The
Figure of Merit, tensor polarization weighted by square root of the counts. For the perturbed time
window there is a clear optimal value between 0.4-0.5 Tesla. For unperturbed the optimal choice is
as large a field as possible (kill the pseudo-triplet and only take triplet events with complete tensor
polarization).
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The Figure of Merit versus the B-field is shown in Figure 2.8d. This shows a value around

0.45 T optimizes the statistical sensitivity. This is in agreement with the field values used in the

previous experiments. The time spectroscopy related quantities from Refs. [38, 39] are tabulated

in Table 2.1. This includes the values obtained using Equation 2.39. We do not expect a perfect

reproduction of the quoted values because of corrections for systematic effects. However we are

not able to reproduce the quantities quoted in both texts.

Group 𝜏𝑝𝑇 (ns) 𝜏𝑇 (ns) 𝑡0 (ns) 𝑡1 (ns) Calculated ⟨𝑃2⟩ Quoted ⟨𝑃2⟩
Michigan 0.37

30 124 10.3 64.6 −0.43 negative
30 124 65 270 0.68 positive

Tokyo 22.5 126 50 130 0.57 0.87

Table 2.1 Summary of time-spectroscopy related quantities for Refs. [38, 39], and the results from
Equation 2.39. These values do not include any systematic corrections.

There is one systematic effect that is particularly important for this discussion and that is "the

2-𝛾 dilution." The quenching of the𝑚 = 0 triplet state is performed by mixing with the singlet state,

allowing decay to 2-𝛾. As the vacuum decay strength for para-positronium to 2-𝛾 is a factor of one

thousand times greater than ortho-positronium to 3-𝛾, a small mixing induces a large branching

ratio to 2-𝛾 for the pseudo-triplet state. This means that the relative 2-𝛾 and 3-𝛾 branching ratios

are different for the different spin states.

The University of Michigan group considered the 2-𝛾 dilution in terms of how many 2-𝛾 events

could mimic a true 3-𝛾 decay (by Compton scattering in such a way that they passed the energy

cuts). They determined that 12.8% of the events in the first time window were due to 2-𝛾 events,

and 3.8% for the second time window. Indeed taking our calculated ⟨𝑃2⟩ for the first time window

and correcting by a 12.8% dilution recovers an averaged alignment of -0.37. It has little to no

change on the second time window.

We can reproduce the University of Tokyo group’s value by applying the 2-𝛾 quenching correc-
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tion to the pseudo-triplet’s contribution to the signal. They calculated the alignment as,

〈
𝑃′2

〉
𝜌
=

(
𝑁𝑇𝑒

−𝑡/𝜏𝑇 − 2𝑁𝑝𝑇𝐵𝑅3𝛾𝑒
−𝑡/𝜏𝑝𝑇

) ����𝑡1
𝑡2(

𝑁𝑇𝑒
−𝑡/𝜏𝑇 + 𝑁𝑝𝑇𝐵𝑅3𝛾𝑒−𝑡/𝜏𝑝𝑇

) ����𝑡1
𝑡2

(2.42)

where the dilution is included in terms of the state that it relates to. Our estimation produces a

value of 0.91 using this definition.

Ultimately it is not immediately clear how the alignments were calculated, or how 2-𝛾 dilutions

were accounted for. It does seem that these were treated by mutually exclusive methods by both

groups.

2.11 Open question about time evolution of signal

According to the theoretical analysis in Ref. [19] the angular anisotropies are proportional to

the tensor polarization, both the QED anisotropy (due to the form factors 𝑐1, 𝑐2, and 𝑐3) and the

possible CP-odd anisotropy (due to 𝑐4 and 𝑐5). The QED anisotropy was measured by the groups

of Wheatley and Halliday, and Hughes, Marder, and Wu in Refs. [35, 36]. These groups used a

magnetic field to quench the𝑚 = 0 state. Similarly, the University of Michigan group used a magnet

to quench the 𝑚 = 0 state and searched for the CP-odd tensor form factor. In this experiment

the authors induced a time dependence and state that the signal changes sign between two time

windows due to the flipping of the alignment (more 𝑚 = 0 decay at early times, and more 𝑚 = ±1

at late times). The treatment of the time dependence in the Michigan experiment is inconsistent

with the treatment in the two previous experiments.

Firstly, at any given time the number of 3-𝛾 events in a magnetic field will always be less than

that in a vacuum. This can be seen quite generally as follows: take a state 𝐴 with partial width Γ𝐴𝐵

to state 𝐵. Now suppose we can turn on a new final state 𝐶 with partial width Γ𝐴𝐶 . Opening new

channels will always decrease the instantaneous rate of decay to the existing channels. This can be

explicitly shown by taking the difference between the two rates of decays to the state 𝐵 for the two

conditions,

ΔΓ𝐴𝐵 (𝑡) =
(
(Γ𝐴𝐵 + Γ𝐴𝐶)𝐵𝑅𝐴→𝐵𝑒

−(Γ𝐴𝐵+Γ𝐴𝐶 )𝑡 − Γ𝐴𝐵𝑒
−Γ𝐴𝐵𝑡

)
29



=

(
(Γ𝐴𝐵 + Γ𝐴𝐶)

Γ𝐴𝐵

Γ𝐴𝐵 + Γ𝐴𝐶
𝑒−(Γ𝐴𝐵+Γ𝐴𝐶 )𝑡 − Γ𝐴𝐵𝑒

−Γ𝐴𝐵𝑡

)
= Γ𝐴𝐵𝑒

−Γ𝐴𝐵𝑡
(
𝑒−Γ𝐴𝐶 𝑡 − 1

)
(2.43)

ΔΓ𝐴𝐵 (𝑡) < 0 (2.44)

The takeaway is that in the presence of a magnetic field the 3-𝛾 rate will always be decreased at all

times.

According to the tensor decomposition into irreducible form factors in Ref. [19], the QED

anisotropy and the CP-odd tensor correlation must have the same dependence on the positronium

state 𝜌, which in Ref. [19] is parameterized by the vector and tensor polarization. But as argued

in Equation 2.39, starting with an even state population in a B-field the decaying positronium will

have a tensor polarization of changing sign that averages to zero (in the end all the states decay and

we started with a uniform state population). But this is at odds with the experimental results from

the early QED anisotropy measurements. In Ref. [36], the positronium decays in a tuneable in a

magnetic field and measured the reduction of counts in the plane perpendicular to the magnetic field

axis. However the authors did not measure a time spectrum, they did not trigger on the 𝛽-emission

and record a time difference between Ps formation and decay. This means that the experiment was

only sensitive to a net anisotropy. They observed that in a B-field the net angular distribution of

3-𝛾 decays was anisotropic. It did not distort in a positive way at early times, then flip to a negative

distortion at later times such that the total decay distribution was isotropic.

The entire line of symmetry violating angular distribution searches in positronium decay was

started by the pioneering studies at University of Michigan. They identified the correlation ⟨𝑛𝑧⟩ as

a correlation that would indicate new physics. As it is a vector correlation would require polarized

positronium [37]. They identified the tensor correlation ⟨𝜅1𝑧𝑛𝑧⟩ as being indicative of CP-violation,

and as it is a tensor correlation it would require tensor polarized positronium. This statement is

unequivocally correct.

The authors of Ref. [19] worked out the general theory of angular correlations in 3-𝛾 decay

of ortho-positronium. The tensor terms in the angular distribution would be driven by the tensor
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polarization in the positronium, which would imply for these experiments a signal that integrates

to zero over the full time spectrum. The inconsistency between the Michigan treatment and the

early QED anisotropy tests comes from the assumption of rotational invariance in the theoretical

treatment. The authors of Ref. [19] equated the tensor term in the positronium state with the

tensor term in the final state photon distribution. However the addition of a B-field had broken

rotational invariance: total angular momentum and tensor polarization were no longer conserved

quantities in the positronium time evolution and decay. Indeed a direct consequence of rotational

invariance is that all 𝑚 states have the same lifetime and energy [4] which is certainly not the

case for positronium in a B-field. This further means that this analysis evades a simple rate-like

equation like that given in Equations 2.5 and 2.12. Any such equation cannot be correct as the

positronium state is a combination of different lifetime components. Indeed when we illustrated

the time dependence of the various angular distributions in Equations 2.9 through 2.12, we had to

invoke rotational invariance to factor out the overall exponential and re-write the time dependence

of the angular correlation in terms of the alignment.

The analysis of Ref. [19] is directly applicable to tensor polarized positronium without an

external field. This can only be produced by impinging polarized positrons on polarized electrons

(this is calculated in Appendix A). A proper accounting of the angular correlations including

the induced time-dependence will require further in-depth analysis and will be the main focus of

Chapter 10.

For the majority of this work it is sufficient to assume that we have a tensor polarized positronium

source without entering into the details of the pseudo-triplet state and 2-𝛾 branching ratio. We

could realize this experimentally by using the B-field to quench the pseudo-triplet and choosing

a time window after the pseudo-triplet has decayed. This of course still has the broken rotational

invariance, however there is no level splitting between the |𝑆 = 1, 𝑚 = ±1⟩ states in a magnetic

field. At late times the B-field is having no effect on the dynamics. The system can be treated as

if it had a maximal positive tensor polarization. This is how we will interpret the analysis for most

of this work. Throughout we will treat the direction of alignment, and the axis of the B-field as
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intechangeable concepts, at least insofar as their effect on the observable.

2.12 The experiment

We intend to measure the CP-odd tensor form factors 𝑐4(𝜔1, 𝜔2) and 𝑐5(𝜔1, 𝜔2) and to

achieve a 10-fold improvement in sensitivity over previous experiments. The planned experiment

is structurally similar to the Michigan experiment, with the addition of greatly increased solid angle

coverage, and replacing the permanent magnets with an electromagnet. This requires designing

and constructing a dedicated detector array from scratch.
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CHAPTER 3

INITIAL DESIGN AND SIMULATIONS

This chapter covers the general design work in close contact with the analytic structure of the ortho-

positronium decay distribution. First we discuss extracting the signal by forming an asymmetry.

This is followed by a brief discussion of the superconducting magnet, that constitutes the main

geometric constraint for the experiment. Next we outline the basics of the geometry forming

"configurations" between sets detector pairs. We identify both a cylindrical array and spherical

array geometry. These have tradeoffs between solid angle, analyzing power, and detector efficiency

(by varying possible detector sizes). Further investigation requires defining a "Figure of Merit" to

weight sensitivity of different designs.

The experiment follows the basic structure of the University of Michigan measurement [38].

They had a triplet of detectors, one for highest energy, two for second highest, centered on a

positronium source. This is illustrated in Figure 3.1a. They oriented the detectors such that the

signal is positive or negative between the two pairs of detectors.

Now as we need very high statistics we must fit as many sets of detectors in the array as possible,

with the constraint that the magnetic field is horizontal. This leads to the conceptual design shown

in Figure 3.1b, consisting of circular rings of detectors following the cylindrical geometry of the

magnet. This will allow many detector combinations between the rings, and leads to a dramatic

increase in the number of possible detector pairs.

3.1 Extracting the symmetry violating term

The previous measurements utilized an "asymmetry" to extract the symmetry violating term

[38, 39]. They took two pairs of detectors that see some number of decay events. Call these UP

and DOWN. Assuming equal efficiencies the coincidence counts go as,

𝑁𝑈 = 𝑁 (1 + 𝑃2𝛼𝐺𝑎𝑛) (3.1)

𝑁𝐷 = 𝑁 (1 + 𝑃2𝛼(−𝐺𝑎𝑛)) (3.2)
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(a) (b)

Figure 3.1 (a) A single "configuration," a set of three detectors taken in two pairs, sharing a highest
energy detector. (b) Rotating the configuration around the magnetic field axis allows many sets of
detectors to be placed in a ring.

where 𝑁 is the total normalization, 𝑃2 is the alignment, 𝐺𝑎𝑛 is the "geometric analyzing power"

and purely dependent on the geometry of the event, and 𝛼 is the symmetry violating term. They

defined their analyzing power as𝐺𝑎𝑛 = 𝜅1𝑧 ( �̂�1 × �̂�2)𝑧 and we will mirror this analysis until Chapter

9, whose main purpose is to define an analyzing power in the context of the theoretical analysis of

Ref. [19]. The detectors were arranged so that 𝐺𝑎𝑛 changes sign between the two configurations.

𝛼 could then be extracted by forming an asymmetry,

𝛼 =
1

𝑃2𝐺𝑎𝑛

(
𝑁𝑈 − 𝑁𝐷
𝑁𝑈 + 𝑁𝐷

)
(3.3)

This cancels the total normalization, and the background cannot induce a false signal. An additive

background does increase the denominator, and therefore reduces the sensitivity.

3.2 Planned experiment

Both previous experiments were sensitive to possible asymmetries induced by 𝛾’s scattering on

their iron magnets. We will remove this effect by designing the entire experiment to fit inside the

Positron Polarimeter magnet, a superconducting magnet with maximum field value of 2 Tesla at

FRIB.

This will be the primary geometric constraint for the experiment, the diameter of the warm

bore is 22 cm. The primary goal will be to fit as many 𝛾-detector sets in the magnet as possible
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Figure 3.2 One of the two FRIB Positron Polarimeter magnets. The detector array will be placed
in the warm bore of the magnet.

to achieve a large increase in statistical sensitivity. This will require relatively small scintillators

ideally read out directly in the magnet, mounted onto an array with many sets aimed at the central

source.

3.3 Basic geometry

Fix the B-field direction along the 𝑧-axis. Following Ref. [39], define the "geometric analyzing

power" for an event as the 𝑧 component of k̂1 multiplied by the 𝑧 component of the normal to the

decay plane, 𝐺𝑎𝑛 = 𝜅1𝑧 (k̂1 × k̂2)𝑧. The larger this quantity the better the sensitivity. Parameterize

the detector pairs as shown in Figure 3.3a. Hold the cylindrical radius constant, and plot𝐺𝑎𝑛 versus

the position along 𝑧. Define the unitless position of the ring that detects the highest energy photon

as 𝜒1 = 𝜌1/𝑧1, the ring that detects the second highest energy photon as 𝜒 − 2 = −𝜌2/𝑧2, and the

azimuthal angle between the two as Φ. This gives the geometric analyzing power as,

𝐺𝑎𝑛 =
𝜒1sin(Φ)

(1 + 𝜒2
1)

√︃
1 + 𝜒2

2

(3.4)

Plotting this for fixed Φ = 90◦ gives the distribution shown in Figure 3.3b. This alone does not

determine the optimal detector placement as it includes no actual information about the positronium
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decay. Kinematically the opening angle is constrained between 120◦ and 180◦, as shown in Figure

2.3c. To investigate this we must simulate the distribution of 3 photon events and create a Figure

of Merit, which we calculate by weighting the geometric sensitivity by the statistical sensitivity.

(a) (b)

Figure 3.3 (a) The coordinate system for the cylindrical ring geometry, where 𝜒1 = 𝑧1/𝜌1, and
𝜒2 = −𝑧2/𝜌2. (b) The geometric analyzing power for that ring placement (plotted for Φ = 𝜋/2).
This does not account for kinematics and includes non-physical regions.

3.4 Initial positronium event generator

The phase space for a three-body decay to zero mass particles is flat in the energies 𝜔1 vs 𝜔2.

The angles between the photons is entirely determined by their energies and is given as,

cos(𝜓𝑖 𝑗 ) = 1 − 2𝑚𝑒
𝜔𝑖 + 𝜔 𝑗 − 𝑚𝑒

𝜔𝑖𝜔 𝑗

(3.5)

The energy distribution for unpolarized ortho-positronium decay follows the Ore-Powell distribution

[26],

∝ 1
𝜔1𝜔2𝜔3

{(1 − cos(𝜓12))2 + (cycl. perm.)} (3.6)

This is taken as a probability distribution function, and two energies are sampled from it. We

start with k̂1 along the 𝑥-axis, and n̂ along the 𝑧-axis. With these specified, the direction of k̂2 is

fully determined, since the angle between k̂1 and k̂2 is dependent on the energies 𝜓12(𝜔1, 𝜔2). Now
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we generate a random angle 𝜙 and rotate both k̂1 and k̂2 around n̂ by the angle 𝜙. Finally a random

direction is thrown, and the decay plane is rotated so that the normal points in that direction.

Note that the angular distribution and energy distribution are fundamentally intertwined. Spec-

ifying an opening angle between detectors inherently determines an energy range for 3 photon

events, as shown in Figure 3.4. Finite detector solid angle will make the wedge wider. For this

reason we must investigate the angular distribution and energy distribution in parallel. Detector

placement and energy dependent effects (cuts, resolution, efficiency) are considered in a combined

way.

Figure 3.4 Given the energy of two photons 𝜔1 and 𝜔2, the opening angle is entirely determined
kinematically. In red the phase space condition of 𝜔1 > 𝜔2 > 𝜔3 restricts events to this region.

3.5 Geometric Optimization

To compare different designs we must define a quantitative Figure of Merit that combines the

geometric analyzing power with the statistical weight of the number of the events,

𝐹𝑜𝑀 = 𝐺𝑎𝑛

√
𝑁 (3.7)

It is worth stressing that Φ in Equation 3.4 is the standard cylindrical azimuthal coordinate, not the

angle between the two photons. The two angles are related but that relation depends on the distance

between the rings. The Figure of Merit is a function of three variables, so we need to make some

simplifying assumptions.
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Firstly, we consider two symmetrically placed rings, 𝜒1 = 𝜒2 = 𝜒. The Figure of Merit as a

function of 𝜒 versus Φ is shown in Figure 3.5. This shows that the sensitivity maximizes between

130 − 165◦, with ring placement 0.3 < 𝜒 < 0.8; this corresponds to an angle between the central

ring and the outer ring of 11◦ < 𝛽 < 39◦.

Figure 3.5 Symmetric configuration, two rings symmetrically placed. The corresponding Figure
of merit is shown for the ring placement.

Now we consider a second configuration, where one ring is centered on the positronium source.

Plotting the Figure of Merit for events where the highest energy photon hits the outer ring, and the

second highest hits the central ring as a function of the placement of the outer ring gives Figure 3.6.

Comparing the two distributions shows the optimal placement of the outer ring lines up for both

configurations. This means we can consider a three ring design, with Symmetric configurations

and Asymmetric configurations.

We will proceed with the design incorporating three rings, two outer rings and one central ring.

This design has two categories of events, "Symmetric" events have both photons hit the outer ring,

and "Asymmetric" events have one photon hit an outer ring and the other hit the middle ring. The

events where k̂1 hits the central ring has no sensitivity for the analyzing power defined in Equation

3.4. Throughout this chapter "Asymmetric events" exclusively refers to events with k̂1 in an outer

ring.

38



Figure 3.6 Asymmetric configuration, one ring centered around the source with another offset along
the B-field axis. The corresponding Figure of Merit is shown for the ring placement.

This is still an idealized distribution. It is easy enough to consider a "solid angle" for the

detector by drawing a box over the diagrams, but in practice there is a solid angle to consider for

both detectors. This would lead to a smearing out of the distribution shown (smearing out k̂1 over

one detector face), then specifying detector 2 by placing a box on the diagram.

3.5.1 Cylindrical or spherical

There are two simple designs to place the detectors within the warm bore of the magnet: a

cylindrical design (mirroring the geometry of the warm bore), and a spherical design (where the

outer rings are tilted inwards). These are shown in Figure 3.7. The cylindrical design is much

simpler, makes detector mounting substantially easier, and enables the addition of simple shielding

between rings. However, the spherical design features increased solid angle for the outer detectors,

and the possibility of a wider opening angle. The tapered crystal design is ideal for the spherical

array as the angle is set so the detector takes up optimal space within its solid angle, whereas the

cylindrical only leaves room for a taper along the 𝜙-direction.

The distribution of events is shown in terms of the opening angle between the two photons

in Figure 3.8. This assumes 16 crystals in a ring, and displays the events in the Symmetric

and Asymmetric configurations labeled by the azimuthal angle between the two detectors. The
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Figure 3.7 Two possible designs, either a set of cylindrical rings with shielding between each ring,
or tilted outer rings all aimed at a central source. The tilted design allows for increased solid angle
and wider opening angle between the photons but is substantially harder to fabricate.

combined distributions are shown in Figure 3.9. The Symmetric events gain from the tilted design,

this is due to the increased solid angle for both detectors.
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Figure 3.8 Distribution of all events where the highest energy photon hits the outer ring. Shown is
the angle between the two photons for each pair of detectors that see the events. The configurations
are labeled as 1) Symmetric when both photons hit outer rings, or 2) Asymmetric when the highest
energy photon hits an outer ring, and the second highest hits the inner ring. The number next to
Symmetric (Asymmetric) refers to the azimuthal angle between the two detectors).

The spherical geometry has an increased geometric acceptance, with an increase of roughly

60%. For this reason we choose to pursue the spherical design despite being more difficult to

construct.

3.5.2 Number of crystals

The warm bore has a diameter of 22 cm. The design must include realistic space for the readout

and mounting on the back-end of the crystals. We budget 9 cm from the center of the magnet to
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Figure 3.9 Summing all the distributions in Figure 3.8 shows the increase in statistics for the
spherical design. Note that each configuration has a different sensitivity so directly summing the
counts only captures the statistical increase. It is more correct to interpret this as a 1-D projection
of the phase space seen by the detector pairs.

the back-end of the crystal (leaving 2 cm behind for mounting and readout).

The design can accommodate 12 or 16 crystals in each ring. Increasing the number of crystals

increases the angular granularity of the array, but also decreases the efficiency of the detector

themselves (in that they need to be smaller to fit more detectors in the same space). The complicated

interplay between the number of detectors in a ring, the size of the detectors, and the angle of the

tilt for the outer ring is illustrated in Figures 3.10 and 3.11.

Following the coordinates from Figure 3.10, the geometric constraint goes as,

cot(𝛼/2)cos(𝛽) − sin(𝛽) > cot(𝜋/𝑛) (3.8)

This is plotted for the twelve crystal array and the sixteen crystal array with a radius of 6 cm in

Figure 3.12. In principle any choice beneath the blue (red) curve is valid for the sixteen (twelve)

crystal array.

Considering the possible pairings, the 16 detector configuration offers a substantial increase in

the number of pairs with kinematic sensitivity. In principle each detector has 2 sets of pairs in the

other rings for 16 detectors compared to 1 set of pairs for 12 detectors. There is a change in the

possible solid angle of the detectors (so the 12 detector array crystals sees more events). However,

the increased granularity is worthwhile in and of itself.
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(a) (b)

Figure 3.10 Diagrams illustrating the relationship between the tilt angle of the outer ring, and the
geometric constraint on the crystal size. (a) The side view, with detectors of opening angle 𝛼, and
a ring tilt of 𝛽. This gives the cylindrical radius of the outer ring as 𝜌. (b) Front view for a 5 crystal
ring. Once the edges of the crystals are touching we cannot tilt the ring farther. This defines a
minimum radius 𝜌𝑚𝑖𝑛. This gives the geometric constraint of 𝜌 > 𝜌𝑚𝑖𝑛, and is given in terms of 𝛼
and 𝛽 for an n-detector ring by Equation 3.8.

Figure 3.11 Illustration of the geometric concept in Figure 3.10, holding the crystal size constant
they get closer and closer as we tilt the outer ring, until they touch.

3.6 Summary

We will construct an array of detectors to fit inside the FRIB Positron Polarimeter magnets.

These will have 3 rings with 16 detectors in each ring. The detectors will be roughly 3 cm deep

and have a front face between 1-2 cm in width. The outer two rings will be tilted inwards towards

the central source for positronium formation.
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Figure 3.12 The geometric constraint for the crystals based on angle of ring (if the crystal is 6 cm
from the source). For a given tilted angle between the central ring and the outer rings, the largest
size crystal is shown. In principle any choice below the blue curve is possible for 16 crystal ring,
and any below the red is possible for a 12 crystal ring.
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CHAPTER 4

𝛾-DETECTOR PROTOTYPING

4.1 Overview

This experiment will require high statistics to reach the target sensitivity. Since the array will be

constructed from scratch to perform this specific measurement, it is worth spending time optimizing

the individual detectors before purchasing and constructing the full array. This chapter is entirely

focused on the study of the individual crystals and their response within the energy range of interest

(sub MeV photons). We first give a basic overview of scintillation detectors and photomultipliers

including the specific implementation we choose. This is followed by some simulations of single

crystal efficiency as a function of detector geometry. Once we have settled on a design we present

the initial testing of single crystal prototypes.

4.2 Scintillation detectors

In general 𝛾-detectors can be simple scintillation detectors. There is a monolithic crystal with

a high Z-value, the 𝛾 hits the crystal and creates an amount of scintillation light proportional to the

energy deposited. The scintillation light is collected by some photomultiplier and is transduced into

an electrical current that is recorded by a data acquisition system [22]. The principle is illustrated

in Figure 4.1. At the energies of interest the 𝛾-ray can either Compton scatter or be fully absorbed.

There is the possibility for multiple scatterings as well. The full energy peak is composed of all

events that deposit their full energy (either through photoabsorption, or multiple scatterings until

full absorption), and the Compton continuum is the plateau of events with a shape determined by

kinematics. An ideal detector has all events in the full energy peak, however there is both a material

dependence and an energy dependence for the relative cross-sections of these processes [22].

4.2.1 LYSO crystal

Common inorganic scintillation crystals used for 𝛾-ray spectroscopy are NaI, CsI, LaBr3. These

are usually doped with "light emitters," elements that add states in the bandgap and therefore allow

scinitllation to occur. A comparative study of these inorganic scintillators for high energy physics

experiments can be found in Ref. [46]. The University of Michigan measurement utilized NaI
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(a) (b)

Figure 4.1 a) Illustration of the interaction of a low energy photon with a scintillation detector. b) A
sample spectrum for a 137Cs source with a (background subtracted) LYSO crystal. The x-axis is the
digitized current output from the photomultipler. The spectrum shows a clear peak and Compton
plateau.

scintillators [38], and the University of Tokyo measurement utilized LYSO crystals [39], which

is becoming the standard in the PET industry [47, 48]. LYSO refers to Cerium doped Lutetium

Yttrium Oxyorthosilicate (Lu1.9Y0.1SiO5). These crystals have a density of 7.25 g/cm3, a decay

time of 40 ns, and a light yield of 30 photons/keV. [49]. These crystals are increasingly being

used for calorimeters in nuclear and high energy physics experiments [50, 51]. LYSO crystals

suffer from internal radioactivity from the 176Lu, creating 3.9 cps/g [52]. This gives a constant

background of singles for the detectors. The decay scheme is shown in Figure 4.2. The internal

Figure 4.2 Decay scheme for 176Lu, taken from Ref. [52]. The nucleus decays with a half life
of 3.76×1010 years to 176Hf by 𝛽 emission with an enpoint energy of 593 keV (right). This is
accompanied by 3 characteristic 𝛾-emissions at 307 keV (6+ → 4+), 202 keV (4+ → 2+), and 88
keV (2+ → 0+).
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radioactivity is a 𝛽-decay followed by a 𝛾-cascade, and completely covers the energy region of

interest for ortho-positronium decay (less than 511 keV). Sample spectra are shown in Figure 4.3.

To recover the clean spectrum shown in Figure 4.3 we had to run twice, once with a source and

once without. Careful matching of the runtime and monitoring for gain shifts allowed us to perform

a background subtraction to remove the intrinsic radioactivity backgrounds. This was performed

for all single crystal studies presented in this chapter, unless otherwise specified. The internal

radioactivity has been extensively studied in Refs. [52, 53].
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Figure 4.3 Illustration of background subtraction for a LYSO crystal read out by a silicon photo-
multiplier, using a 137Cs source. Spectra taken at WU.

4.2.2 Silicon photomultiplier

A silicon photomultipler (SiPM) is an array of single photon avalanche diodes, held at break-

down voltage. The working principle is that an incoming scintillation photon from the crystal

causes the breakdown in the photodiode and allows passage of current. The current from the

SiPM is proportional to the number of photodiodes that experienced breakdown, which is ideally

proportional to the number of scintillation photons emitted in the crystal, which finally is ideally

proportional to the energy deposited by the 𝛾. A thorough overview of silicon photomultipliers can

be found in Refs. [54, 55].

For the LYSO array, we plan to use SiPMs in-lieu of PMTs. The SiPMs are much smaller than

a PMT, they can run at a much lower voltage (around 25-30 V), and they are not affected by a

magnetic field. This will allow us to place the detector modules directly in the warm bore of the
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magnet itself. The combination of LYSO crystals read out with an SiPM is well characterized and

becoming a standard technology in PET systems [47, 48].

Figure 4.4 Prototype silicon photomultipler for detector readout. This board features a 2×2 array
of 6 mm SiPMs, no active amplification, and readout connections on the opposite side of the board.

4.3 Initial tests

Initial testing of the LYSO crystals read out by SiPMs were performed in Spring 2019. We

had pairs of LYSO crystals and CsI crystals in small and large sizes, shown in Figure 4.5. The

resolution of the crystal is based on the counting statistics of the scintillation photons. CsI has a

higher light output (about 50 photons/keV) than LYSO (about 30 photons/keV), and we therefore

expect a worse resolution for LYSO. CsI has a slower primary decay time at 4 𝜇s compared to 40

ns for LYSO [53]. Further benefits of LYSO crystals are that they are non-hygroscopic [49] and

therefore do not deteriorate like CsI, and they have a substantially decreased afterglow [56].

These crystals were coupled to a PM3325-WB 2x2 array of 3 mm2 Ketek SiPMs [57]. The

SiPM was coupled with an optical gel of width 1 mm, and read out with the FASTER data acquistion

system [58]. The sides of the crystals that were not coupled to the SiPM were coated in three layers

of Teflon tape. This acted as a reflective coating to increase the light collection of the scintillation

light at the SiPM. The large CsI coupled to the SiPM and connected to a preamplifier is shown in

Figure 4.6.

The observed response for all four crystals is shown in Figure 4.7. These show the spectra

for 22Na and 60Co. The LYSO showed degraded resolution relative to the CsI detector. The large

LYSO has a resolution of 17.6% at 511 keV. This is to be compared with 11.7% for the Tokyo

experiment [39]. The Tokyo experiment used 30 mm diameter by 30 mm length crystals read out
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CsI LYSO
Small 10 x 10 x 15 mm3 10 x 10 x 15 mm3

Large 20 x 20 x 50 mm3 30 x 30 x 40 mm3

Figure 4.5 Two sets of scintillation crystals, large and small sizes for both CsI and LYSO crystals.
Dimensions of the crystals are listed in the table.

Figure 4.6 Early test setup. The SiPM was attached to the back of a crystal and fed through a
pre-amplifier before being read out by the DAQ system. The radioactive source was placed next to
the crystal.

by PMTs. It seems that we are far from a comparable resolution using SiPMs. However, we tested

various crystal sizes, but always used the same sized SiPM. As shown in Figures 4.5 and 4.6 the

size of the SiPM was small compared to the face of the large crystal. It is reasonable to expect an

improved resolution for a larger SiPM designed specifically for the final detectors. All tests so far

indicate that using LYSO crystals read out with SiPMs will be feasible for the final design target.

4.4 Single crystal design and simulation

The array will feature 3 rings with 16 detectors in each ring, with the detectors aimed at the

central source. The sensitivity increases as the tilt of the outer ring approaches 45◦, but the detectors
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Figure 4.7 𝛾-spectra for two sources for all four crystals. The CsI showed an improved resolution
compared to the LYSO, and the large crystal showed a much cleaner response than the small.

will need to be large enough that they will have good photopeak efficiency and solid angle coverage.

The warm bore of the magnet is 22 cm diameter which constrains the widest part of the array. A

reasonable range of crystal depths is 2-5 cm, and the width of the front face for those respective

depths of at most 3.5-2.35 cm (this can be ascertained from Figure 3.12).

Further single crystal design work was carried out in concurrent simulations using Geant4

[59, 60] and EGSnrc [61]. Here we present the results from Geant4 tests. These simulations study

the response to monochromatic 511 keV 𝛾’s, emitted isotropically from a point 6 cm in front of
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the crystal. We record the energy deposited in the crystal from the initial event (including any

secondaries that do not escape the crystal). These simulations do not include any internal optics of

the scintillation light, and therefore give no information on finite energy resolution.

These simulations are used to study three aspects of the crystal geometry: length, width, and

taper. To compare these aspects we record the total efficiency, and the photopeak efficiency. The

total efficiency is merely the "total number of counts" for a fixed number of events regardless of

the energy left in the detector (Compton or photopeak). The "photopeak efficiency" is the number

of counts in the photopeak divided by the total counts for the detector. This means that, if both

the photopeak and the Compton plateau scale by a factor of two, the detectors would have the

same photopeak efficiency. In reality the term "photopeak efficiency" is a bit of a misnomer: the

term "total energy peak efficiency" is more accurate. Increasing the size of the crystal increases

the number of photons that scatter multiple times and therefore leave all their energy by either

subsequent scatterings or subsequent absorption.

4.4.1 Crystal taper

The gamma detectors will be held in a spherical array and aimed at a central source. This means

that, for a cuboid geometry, photons coming from a point source will not see an equal crystal length

whether they hit the center of the crystal or the edge. For this reason we could benefit greatly by

using a tapered crystal design. This could greatly increase the detection efficiency across the front

face of the detector by decreasing the number of photons that "clip" the edge. The basic geometries

considered in this study are shown in Figure 4.8. An image from the simulation of a tapered crystal

is shown in Figure 4.9.

4.4.2 Crystal width

The width of the front face has a large effect on the overall acceptance of the detector. Doubling

the width of the front face quadruples the solid angle seen by the detector, and the efficiency should

scale roughly as the solid angle. The possible width will largely be determined by the geometric

constraint of fitting 16 crystals in a tilted ring inside the cylindrical magnet. In reality all of the

detectors will need mounts to hold them in place in the apparatus and this will greatly limit the size
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Figure 4.8 The three geometries considered, a rectangular crystal, a tapered crystal, and a partially
tapered crystal.

Figure 4.9 Geant4 simulation of a monochromatic point source of 511 keV photons in front of a
tapered crystal.

of the crystals. The dependence of the efficiency on the varying crystal width is shown in Figure

4.10. This shows that the total efficiency roughly scales as the width squared.

4.4.3 Crystal length

The length of the crystal affects the detection efficiency by increasing the amount of material

the photon must pass through (increasing the likelihood of interaction). Similarly it also increases

the events with multiple scattering, as such it should increase the total efficiency and the photopeak

efficiency, although not as dramatically as increasing the width. The effect is shown in Figure 4.11.

4.4.4 Partial taper

The mockup of the detector placement for tapered crystals is shown in Figure 3.10. This has left

almost no room for mounting the detectors. We want to make room for mounting, while keeping
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Figure 4.10 Changing width of the crystal holding its front face 6 cm from a point source of 511
keV photons. The length of the crystal is held at 3 cm. Rectangular crystal is shown in blue, tapered
(with the angle of taper matching the solid angle of the front face) shown in red, and a partially
tapered crystal with the front half tapered shown in black.
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Figure 4.11 Changing the length of the crystal, holding the front face position 6 cm from a point
source of 511 keV photons. The front face is fixed at 2×2 cm2. Rectangular crystal is shown in
blue, tapered (with the angle of taper held constant) shown in red, and a partially tapered crystal
with the front half tapered shown in black.

as much material as possible, as illustrated in Figure 4.12. This can be achieved by using partially

tapered crystal. The photons that enter the detector at an angle have a longer path length to the

back of the crystal than those that enter head on (for a tapered design). Removing part of the back

region of the crystal will not dramatically affect the path length for the majority of the photons that
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hit the detector.

Figure 4.12 Diagram of the space gained between the crystals as we change the fraction that is
tapered.

The benefit of the partial taper is many-fold. Firstly, it maintains some of the benefit of the

tapered design versus the rectangular. Secondly, it buys substantially more mounting space at

the back of the crystal without sacrificing space at the front. The photopeak efficiency and total

efficiency for a 1.5×1.5 cm front face by 3 cm deep crystal are shown in Figure 4.13. While the

gains in efficiency might not look dramatic, the experiment will record coincident events. This

means it is more appropriate (though still rough) to consider the efficiency squared, meaning an 18%

increase in single detector efficiency roughly corresponds to a 39% increase in coincidence statistics.

Considering the photopeak efficiency we see a greater increase, roughly as 1.18∗(0.59/0.56) ≈ 1.24

for a single crystal.

4.5 First prototype and observed distortion

We settled on a design of 1.68×1.68×3 cm with the front 1.5 cm of the crystal tapered (the back

end has dimensions 2.13×2.13 cm). The first prototype was studied at WU in January 2021. This

crystal produced dramatic distortions, shown in Figure 4.14b. The spectra were taken with a 137Cs,

and the spectra showed very different responses whether the source was in front of the crystal or to

the side. There was a long high energy tail from the front, and a double peak from the side. Scans
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Figure 4.13 Total efficiency and photopeak efficiency as the fraction of the partially tapered crystal
is varied. A value of 0.4 corresponds to the front 40% of the crystal being tapered. This is for a
crystal of 1.5×1.5 cm front face and 3 cm depth, and the angle of the taper is held constant.
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Figure 4.14 (a) The first partially tapered LYSO prototype, in a 3-D printed cover. (b) Response of
the tapered LYSO prototype to a 137Cs source. Experimental spectra with the source aimed at the
front and at the side of the crystal. These results are after background subtraction. Data taken at
WU.

with a collimated source along the side of the crystal showed a clear position dependence to the

gain (and shape of the response). Two possible explanations are, a non-uniformity of the cerium

doping, or a position dependent light collection efficiency. With only a single crystal there was no

clear non-destructive test to distinguish these two possible causes. For this reason we performed
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a series of destructive tests at LPC-Caen. We started with a rectangular crystal and demonstrated

that it had a uniform well-behaved response. After the uniformity of the response was verified, we

had the crystal cut into the partially tapered geometry and measured the response. Observing a

distortion after cutting would be a clear indication that it is a geometric effect.

The experimental setup is shown in Figure 4.15a. We used a 22Na source in a Pb container

with a 1 cm diameter opening. This source was further collimated with a brass tube of 1 cm outer

diameter, 3 mm inner diameter, and 1 cm length. The crystal was read out with a SiPM and was

placed on a jack to move relative to the source. The crystal was moved in increments of 0.5 cm,

with position 0 referring to the front face, and positive displacement means towards the readout

end.

The rectangular crystal showed no distortions and a very clean spectrum, shown in Figure

4.16a. The peaks were centered and did not move relative to each other as we scanned along the

side of the crystal. The changing height of the histogram is an indication of imperfect collimation

of the source. As we scanned the crystal saw more of the cone emitted by the source. This is

illustrated in Figure 4.15b. Once the crystal was cut, but the cut sides were still unpolished, we saw

a clear shifting of the peak, shown in Figure 4.16b. The peak moved from high energy to low as

we scanned from the front face towards the silicon photomultiplier. Finally when the sides of the

crystal that were cut were polished (Figure 4.16c), any semblance of a clean response was lost. The

peaks were highly asymmetric and non-gaussian when the source was aimed at the tapered region

of the crystal.

Results for each configuration with the source aimed at the front face are shown in Figure

4.17. A simple energy calibration was applied to make the peaks lie on top of each other, and the

spectra were scaled to have equal geometric area (not integral). Figure 4.17a demonstrates that the

rectangular crystal had a clean response that was dramaticaly distorted when the crystal was cut and

polished. However, our collaborators from WU identified a solution to the problem. They painted

the crystal with TiO2 paint and were able to completely remove the effect. As illustrated in Figure

4.17b, changing the surface treatment resulted in the distortion going away and a clean response
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(a) (b)

Figure 4.15 A 𝛾 source was collimated and aimed at the side of the crystal. The crystal could
be moved using a raising and lowering jack. a) Image of the setup constructed at LPC-Caen. b)
Cartoon illustrating the working principle, and how imperfect collimation lead to a change in solid
angle.
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Figure 4.16 Measured response of the crystal to a collimated 22Na source aimed at different positions
along the side of the crystal. Changes in height are due to imperfect collimation of the source.

The non-uniform response could be caused by a geometric focusing of the scintillation photons.
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Figure 4.17 Response of the crystal to photons from a 22Na source aimed at the front face. All
histograms were scaled on the x-axis to overlay with a very rough energy calibration. The cut and
polished crystal did not provide a good energy calibration, so there is an arbitrariness to the scaling.
Similarly all histograms were normalized by geometric area to account for their different bin sizes.

As demonstrated in Ref. [62], in a tapered scintillation crystal when the light bounces off the edges

of the crystal the light can gain a more favorable angle at the readout face for transmission. This

leads to a position dependence to the light collection efficiency along the length of the crystal that

is absent for a rectangular crystal. Changing the surface treatment changes the reflective properties

which can remove the geometric focusing.
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4.6 Final crystal results

With the benefit of painting we will not need to alter the geometry of the crystal. Therefore we

use 1.68×1.68×3 cm3 crystals where the front 1.5 cm are tapered. Each crystal is read out by a 2×2

array of 6 mm SiPMs. They are coupled with 1 mm thick optical gel to the crystal. Each is painted

with at least 3 layers of TiO2 paint, and then covered with a Tyvek cover. These sit in a custom

built crystal clamp. The crystals are shown in Figure 4.18, and their spectra are shown in Figure

4.19. We could achieve roughly 12% FWHM energy resolution for the final crystals. Production

of all 48 detectors is ongoing at present.

Figure 4.18 Three finalized 𝛾-detectors in their clamps. Two of these are with prototype SiPM
boards, and one had the finalized board (with the proper screw placement to attach the board onto
the back of the crystal).
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Figure 4.19 Gamma peaks for all three crystals shown in Figure 4.18, with FWHM resolution at
511 keV of 12.1%, 11.5%, and 14.1% respectively. These spectra were not background subtracted,
but instead read out in coincidence with the detection of the 𝛽-emission.
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CHAPTER 5

POSITRONIUM FORMATION

5.1 Overview

The final triple coincidence rate in the online experiment will be in part determined by how

many of the positrons emitted from the 𝛽 source actually form positronium. This required analysis

of different materials for positronium formation. The target is to reach is a formation fraction of at

least 40%, as achieved in Magnesium Oxide powder in Refs. [63, 64], and a lifetime of at least 125

ns as achieved in the previous experiments [38, 39]. For both of these quantities, larger values are

always better. There has been much activity recently in optimizing positronium formation in large

scale antimatter experiments [65, 66].

5.2 Ps formation and Positron annihilation lifetime spectroscopy

Positron annihilation lifetime spectroscopy is a well developed method to study material prop-

erties in Condensed Matter and in Material Science [67, 68], as well as exciting new applications in

identifying tumor tissues [69]. The time spectrum will reveal material properties about the sample.

The positrons either annihilate directly in the bulk, or form positronium. Positronium has a positive

work function in materials, so it is repelled to the voids and pores of the material.

Interactions between the positronium and the bulk can cause a spin flip so that ortho-positronium

changes to para-positronium and quickly annihilates. As such, the lifetime of the positronium atom

depends on the size of the void it exists in. Measuring the distribution of lifetimes for a given

sample reveals the relative sizes, and interconnectedness of the pores in the material [67].

The experimental spectrum is built as follows, we start with a 𝛽+ source that also emits a

de-excitation photon. We use two 𝛾-detectors, one for the de-excitation photon (START), and one

for measuring annihilation photons (STOP). Finally, we record the time of each signal and construct

the Δ𝑡 = 𝑡𝑆𝑇𝑂𝑃 − 𝑡𝑆𝑇 𝐴𝑅𝑇 spectrum of events. This is shown schematically in Figure 5.1.

Extracting the lifetimes and relative amplitudes of the different components can reveal properties

of the material, as well as the "formation fraction" of the material. For the studies presented here,

the target is purely maximizing the lifetime and the formation fraction.

60



Figure 5.1 Cartoon illustrating the working principle of the powder test stand. First a 𝛽 decay
occurs, the 𝛽 enters the powder, and there is a concurrent 1275 keV de-excitation photon detected
with the start detector. The 𝛽 can form positronium in the powder, eventually annihilating and
leaving a signal in the stop detector.

5.3 Ps test stand construction and testing

We used a 22Na source 𝛽+ emitter while testing the powders. The nuclear decay emits a

concurrent 1275 keV 𝛾 along with the 𝛽+. This 𝛾 gives the START. This source was placed

directly against powder held inside an aluminum holder. We placed another powder container on

the opposite side. However, due to the asymmetry of this source almost no 𝛽’s escape the back side

of the source (layers of plastic and the label).

These containers could be placed inside an aluminum vacuum tube. Spacers inside the vacuum

tube ensured the powder sits at the same longitudinal position inside the tube from run to run. The

vacuum tube was held in a frame that fixed its position on the table. This is illustrated in Figure

5.2.

We utilized two LaBr3 detectors. These were held in frames relative to the vacuum tube for

reproducible alignment. The detectors were cylindrical 38.1 mm diameter by 38.1 mm length,

and placed 5.5 cm from the powder. Lateral displacements of the powder were constrained by the

frames, and longitudinal displacements were controlled by the spacer inside the vacuum tube. The

largest variation was the placement of the source within the powder container, which was difficult to
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constrain. Variations in position resulted in a negligible change in the solid angle of the detectors.

Each detector could see the start signal or a stop signal (or both). The detectors were not

back-to-back so they could not see the 511-511 coincidences unless one Compton scattered. We

recorded coincident events, the energy (in ADC units), and the timestamp of the event (with CFD

timing). The digitization was performed with NSCLDAQ using PIXIE-16 data acquisition modules

[70, 71, 72]

Figure 5.2 Positronium test stand. A vacuum tube connected to a roughing pump, with two LaBr3
detectors aimed at a central source in the tube.

We distinguished the start and stop signals by placing energy cuts on the distribution. A data

run could take somewhere between one hour to two days depending on the activity of the source

used. For this reason we needed to perform energy calibrations to correct for gain shifts.

The 22Na source provides two gamma peaks. We automatically calibrated the spectrum by

fitting the two peaks, extracting a gain and offset and then rebuilding the spectrum in units of

energy. We applied energy cuts based on the calibrated spectrum which removed the effect of gain

drifts between runs. Two uncalibrated energy spectra with fits are shown in Figure 5.3.

We considered a START signal if the hit had between 1200 and 1350 keV (to capture the

1275 keV annihilation photon). We considered two energy windows for the STOP, one called

"continuum" between 250 keV to 490 keV, and another called "peak" between 490 keV to 530 keV.

We considered these energy windows for each detector, which gave us four separate time spectra

for any given run. In principle these were different methods to construct the same time spectrum,

62



0 1000 2000 3000 4000 5000 6000

Energy (ADCu)

1

10

210

310

co
un

ts

Figure 5.3 The observed energy spectra for both detectors with a 22Na source in ADC units (ADCu).
The gain and offset were extracted with the fits of the 511 keV and 1275 keV peaks.

so extracted lifetimes and formation fractions should agree.

5.4 Time spectrum model

The time spectrum was modeled as a delta function plus some finite number of decaying

exponentials. These are convolved with a gaussian response function. This gave a gaussian prompt

peak, and a complementary error function as the lifetime component. The analytic form of this is,

𝐹𝑖 (𝑡) =
(
𝐴𝑖

2𝜏𝑖
exp

{
𝜎2

2𝜏2

})
exp

{
− 𝑡 − 𝜇

𝜏𝑖

} [
1 + erf

(
𝑡 − 𝜇
√

2𝜎
− 𝜎
√

2𝜏𝑖

)]
(5.1)

where 𝐴𝑖 is the integral of the lifetime component, 𝜇 is the start time of the signal, 𝜏𝑖 is the lifetime,

and 𝜎 is the resolution.

However, actual data showed a different response. In general we saw some small lifetime

component that was on par with the time resolution. We show a sample fit function in Figure 5.4,

with an asymmetric peak, a 5 ns lifetime component, and a 100 ns lifetime component. So a "fit"

corresponds to fitting a function 𝑓 (𝑡) = ∑
𝑖 𝐹𝑖 (𝑡), where all 𝐹𝑖 have the same 𝜎 and 𝜇, but different

𝐴𝑖 and 𝜏𝑖. A simple log likelihood fit can easily discriminate lifetimes that vary by a factor of 2,

however it struggles when multiple components have similar lifetimes. This is largely unimportant

for our purposes.
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Figure 5.4 Illustration of a lifetime spectrum fit function. This features an asymmetric peak with
two lifetime components. All components have the same resolution and are centered on the same
time.

5.5 Initial results

5.5.1 Aluminum tests

We carefully prepared aluminum targets to match the density of the MgO powder, both 0.3 and

0.6 g/cm3. This should have provided the most precise prompt decay measurement. We cut the

aluminum foil into small circles, then layered them within the container, shown in Figure 5.5. These

matched the target density. Initial tests seemed accurate, except we saw a high level of accidentals.

The accidental rate depends on the rate of the source as 𝑅𝑎𝑐𝑐 = 𝑅2Δ𝑇 where Δ𝑇 is the coincidence

time window. The distributions for three different source rates are shown in Figure 5.6.

Figure 5.5 Constructed aluminum target designed to match the target densities of the powders to be
tested.

At low rate levels we saw a long lifetime component in the aluminum container. This lifetime

component appeared when we cut on the low energy part of the spectrum, not on the 511 keV

peak, indicating positronium formation. For this reason we switched to a solid piece of Aluminum,
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Figure 5.6 Data taken with cuts on continuum energy, showing the peak and the accidentals level.
This data was taken with the custom made aluminum target at density 0.3 g/cm3. At low rate we
could resolve a small long lifetime component.

with results shown in Figure 5.7. The lifetime component had dissappeared, so we could have

been seeing positronium forming on the surfaces between the thin foil layers. This shows a clean
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Figure 5.7 Time spectrum for a solid piece of aluminum. Two spectra were constructed depending
on which detector is treated as start and which is stop. Note the clear lifetime component with 2 ns
lifetime, indicative of positronium formation in plastic.

response for both directions the spectrum was built, and clearly displays a lifetime component of

around 2 ns. This is to be expected for positrons forming positronium in plastic. The 22Na source

was deposited on a thin mylar foil, which was further held in a thin plastic layer (with a window so
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the 𝛽’s escape). This plastic component is likely from the positronium forming in that plastic of

the source itself, and will be present for all tests in this chapter.

5.5.2 MgO powder

We replaced the aluminum with powder and immediately saw a long lifetime component, shown

in Figure 5.8. The magnesium oxide powder was 35 nm grain size and compressed to a density of

0.3 g/cm3. Initial fits returned a long lifetime component of 66±6 ns. The amplitude of the long
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Figure 5.8 Data with unprepared Magnesium Oxide powder. The powder spectrum shows a (small)
long lifetime component compared to data taken with a solid aluminum block.

lifetime component was small, so there was not much positronium formation. Also shown is the

spectrum when pumped with a roughing pump for 20 hours. Holding the powder under vacuum

did indeed increase the lifetime with the fit returning a long lifetime of 98±10 ns, but the integral of

the long lifetime component was not changed. The result of fitting the MgO powder under vacuum

is shown in Figure 5.9. Translating the amplitudes of each lifetime component into a "formation

fraction" is non-trivial and requires some modeling to extract the relevant information.

5.6 Extracting lifetime and formation fraction

The positron travels through a series of materials after emission. In each material, it can do one

of three things: annihilate, form positronium, or pass through the material. Each of these options

affect both the time and energy distribution of the final gamma distribution.
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Figure 5.9 Example of a fit of a lifetime spectrum. There is clearly a sharp peak, a lifetime component
around 2 ns (plastic), and a long lifetime (o-Ps). The lifetimes and the relative amplitudes are
extracted for each component.

5.6.1 Positronium state population

In order to model the positronium state populations, we make some simplifications. We consider

only 2 materials:

1. "Plastic" - The source itself is in a plastic holder, but we treat all the materials of the source

(plastic, mylar foil, paper label) to be the "plastic" material.

2. "Powder" - This is the target we want to study, an aluminum container filled with powder. This

model does not include the positrons that annihilate against the aluminum of the container.

The model is illustrated in Figure 5.10. Starting with with 𝑁𝛽 𝛽-decays, some fraction stop in plastic,

𝑓 𝑝. The remaining fraction 1− 𝑓 𝑝 reach the powder target. Finally, in each of these materials there

is some probability for the positrons to form positronium. We call this the positronium formation

fraction 𝑓𝑃𝑠. There is a formation fraction in the plastic 𝑓 𝑝
𝑃𝑠

, and the powder 𝑓𝑃𝑠. The ultimate target

is to measure 𝑓𝑃𝑠 for the given powder, everything that follows is attempting to extract this quantity.

One quarter of the positronium forms para-positronium and three quarters form ortho-positronium.

Para-positronium has a lifetime of only 125 ps and is indistinguishable from the direct annihilation.

This gives the following five distributions:

𝑁𝑎𝑛𝑛ℎ𝑖𝑙𝑎𝑡𝑒 = 𝑁𝛽 ( 𝑓 𝑝 (1 − 𝑓
𝑝

𝑃𝑠
) + (1 − 𝑓 𝑝) (1 − 𝑓𝑃𝑠)) (5.2)
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Figure 5.10 Model for positronium lifetime distribution. Positrons are either stopped in plastic of
the powder. Both materials have a chance for direct annihilation, or formation of positronium. 1/4
of the formed positronium has a lifetime 125 ps and is indistinguishable from the prompt events,
the other 3/4 forms ortho-positronium with a characteristic lifetime.
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𝑜−𝑃𝑠 =
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4
𝑁𝛽 (1 − 𝑓 𝑝) 𝑓 𝑝

𝑃𝑠
(5.6)

Direct annihilation and para-positronium decays have a distinct time signature (a delta function),

and the various ortho-positronium decays have distinct lifetimes for each material. This means that

these populations can in principle be separated by their various time-dependencies.

𝑁 𝑝𝑟𝑜𝑚𝑝𝑡 (𝑡) = 𝑁𝛽
(
𝑓 𝑝 (1 − 𝑓

𝑝

𝑃𝑠
) + 1

4
𝑓 𝑝 𝑓

𝑝

𝑃𝑠
+ (1 − 𝑓 𝑝) (1 − 𝑓𝑃𝑠) +

1
4
(1 − 𝑓 𝑝) 𝑓𝑃𝑠

)
𝛿(𝑡) (5.7)

𝑁 𝑝𝑙𝑎𝑠𝑡𝑖𝑐 (𝑡) = 3
4
𝑁𝛽 𝑓

𝑝 𝑓
𝑝

𝑃𝑠
𝑒−𝑡/𝜏𝑝𝑙𝑎𝑠𝑡𝑖𝑐 (5.8)

𝑁 𝑝𝑙𝑎𝑠𝑡𝑖𝑐 (𝑡) = 3
4
𝑁𝛽 (1 − 𝑓 𝑝) 𝑓𝑃𝑠𝑒−𝑡/𝜏𝑝𝑜𝑤𝑑𝑒𝑟 (5.9)

Where 𝑁 (𝑡) is the state population at time 𝑡 (allowing the liberty of calling "direct annhilation" a

"state"). This model assumes that all ortho-positronium forms in the ground state.
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Figure 5.11 Starting with the lifetime distributions (which in-principle we can separate), the Ps
decay events are mapped into 2-𝛾 and 3-𝛾 decays dependent on the relative branching ratios (which
are material dependent). In principle all 5 of these are distinguishable because they have different
time-dependence and different energy distributions. However finite detection efficiency will limit
the ability to completely distinguish 2-𝛾 from 3-𝛾 events.

5.6.2 Positronium decay

The angular distribution of the decay products is taken to be isotropic. The 2-𝛾 decay results

in two 511 keV photons emitted back-to-back. The 3-𝛾 decay results in three photons in a plane

with a continuous energy distribution from 0-511 keV. This means that the relative sensitivity to

the decay channels depends on the energy cuts. Gating on the 511’s biases the results to see less

o-Ps decay.

Ortho-positronium in a material has a more complicated time evolution than in vacuum. As-

suming a simple uniform material, there are two decay channels for the ortho-positronium. It can

either decay to 3-𝛾, or it can annihilate due to interaction with the surrounding material. The

lifetime in the 𝑖th material, Γ𝑖, depends on the decay width due to "pickoff annihilation," Γ𝑝𝑖𝑐𝑘𝑜 𝑓 𝑓
𝑖

.

This gives two competing decay widths:

Γ𝑖 = Γ𝑜−𝑃𝑠 + Γ
𝑝𝑖𝑐𝑘𝑜 𝑓 𝑓

𝑖
(5.10)

𝜏𝑖 =
1
Γ𝑖

(5.11)

We assume that all pickoff annihilation goes to 2-𝛾. This gives the branching ratio of o-Ps

𝐵𝑅(𝑜 − 𝑃𝑠 → 3𝛾) = Γ𝑜−𝑃𝑠

Γ𝑖
=

𝜏𝑖

𝜏𝑜−𝑃𝑠
(5.12)

𝐵𝑅(𝑜 − 𝑃𝑠 → 2𝛾) = 1 − 𝜏𝑖

𝜏𝑜−𝑃𝑠
(5.13)
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where 𝜏𝑜−𝑃𝑠 = 142 ns, the vacuum lifetime for ortho-positronium. For plastic with a lifetime of

𝜏𝑃 = 2.25 ns the positronium has 𝐵𝑅(3𝛾) = 2.25
142 = 1.58%. Whereas for the unprepared powder

with a lifetime 65 ns, the positronium has 𝐵𝑅(3𝛾) = 45.8%.

This means that for each "state" the 𝛽+ can end in, the model must account for the final state

photons it leads to. The energy distribution for a 2-𝛾 decay is a simple delta function energy at

511 keV. For the 3-𝛾 decays it is a continuous energy distribution with complicated angles between

each photon. The lifetimes are measured when we perform the fits, so the branching ratios are

also already being measuring. This must be accounted for to extract the correct state populations.

To fully disentangle these effects and extract a formation fraction, we need to model the detector

response and how the energy cuts bias different final states.

5.6.3 Detector Response

The final measurement (a set of hits with a timestamp and a reconstructed energy) is complicated

by the detector response. We assume that there is a single efficiency for 2-𝛾 decays and for 3-𝛾

decays. They are functions of the energy cuts, but not of time, stopping position, or stopping

material, etc. This is an oversimplification, spreading of the source will affect the geometric

acceptance, different materials will scatter photons at different rates, etc.

Now we consider the ratio 𝜖3𝛾/𝜖2𝛾 of the detection efficiencies for a given energy range. The

detectors are more efficient for lower energies, so this would raise the relative efficiency to a higher

number. But Compton scattering also maps some 2-𝛾 events into the energy cuts.

As defined above, the detection efficiency 𝜖 𝑝𝑒𝑎𝑘2𝛾 means "for 𝑁 2-𝛾 decays, there are 𝑁𝜖 𝑝𝑒𝑎𝑘2𝛾

counts in the 𝑝𝑒𝑎𝑘 energy window." Similarly for 𝜖 𝑐𝑜𝑛𝑡2𝛾 , 𝜖 𝑝𝑒𝑎𝑘3𝛾 , and 𝜖 𝑐𝑜𝑛𝑡3𝛾 . These values can be

estimated in a simple Monte-Carlo. This was performed by David-Michael Peterson (MSU) and

shown in Figures 5.12 and 5.13. We place a LaBr3 cylinder 5.5 cm from a point source and fire a

definite number of 2-𝛾 and 3-𝛾 events. We ran a second simulation with the distance increased to

6.5 cm. This should cover the range of values for the distance between the source and the detector

and give a stronger understanding of how sensitive we are to mismodeling this setup. The number

of events within an energy window is an estimate of the detection efficiency. Ultimately the relative
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efficiencies 𝜖3𝛾/𝜖2𝛾 enter the calculation of the formation fraction, so we are less sensitive to effects

like offset of the source. The results are given in Table 5.1.

Figure 5.12 Example of a three photon event occuring in front of the LaBr3 detector. Of course,
this event leaves no signal in the crystal.

Figure 5.13 Simulated energy deposited in a LaBr3 crystal from a point source of positronium.
Blue shows the continuous 3-𝛾 events, and red the back-to-back 2-𝛾 events. The photopeak at 511
goes well off the plot. The two energy windows are shown in green and purple. This includes no
smearing for finite detector resolution.

5.6.4 Final distribution

All of the above effects are combined and give an analytic expression for the amplitude of the

lifetime component 𝐴𝑖 in terms of the state populations.

𝐴𝑝𝑟𝑜𝑚𝑝𝑡 = 𝜖2𝛾 (𝑁𝑎𝑛𝑛𝑖ℎ𝑖𝑙𝑎𝑡𝑒 + 𝑁 𝑝𝑙𝑎𝑠𝑡𝑖𝑐

𝑝−𝑃𝑠 + 𝑁 𝑝𝑜𝑤𝑑𝑒𝑟

𝑜−𝑃𝑠 ) (5.14)

= 𝑁𝛽𝜖2𝛾 ( 𝑓 𝑝 (1 − 3
4
𝑓
𝑝

𝑃𝑠
) + (1 − 𝑓 𝑝) (1 − 3

4
𝑓𝑃𝑠))

𝐴𝑝𝑙𝑎𝑠𝑡𝑖𝑐 =
3
4
𝑁𝛽𝜖2𝛾 𝑓

𝑝 𝑓
𝑝

𝑃𝑠
(5.15)
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Centered Offset
𝜖 𝑐𝑜𝑛𝑡2𝛾 0.50% 0.333%
𝜖 𝑐𝑜𝑛𝑡3𝛾 2.56% 1.88%
𝜖 𝑐𝑜𝑛𝑡2𝛾 /𝜖 𝑐𝑜𝑛𝑡3𝛾 0.195 0.185
𝜖
𝑝𝑒𝑎𝑘

2𝛾 1.57% 1.18%
𝜖
𝑝𝑒𝑎𝑘

3𝛾 0.232% 0.167%
𝜖
𝑝𝑒𝑎𝑘

2𝛾 /𝜖 𝑝𝑒𝑎𝑘3𝛾 6.77 7.07

Table 5.1 Detection efficiency for a single LaBr3 detector for a source located 5.5 cm from the front
face, and for a source located at 6.5 cm from the front face.

𝐴𝑝𝑜𝑤𝑑𝑒𝑟 =
3
4
𝑁𝛽 (𝐵𝑅2𝛾𝜖2𝛾 + 𝐵𝑅3𝛾𝜖3𝛾) (1 − 𝑓 𝑝) 𝑓𝑃𝑠 (5.16)

which includes the simplifying assumption that all ortho-positronium in plastic decays to two

photons. Now, in principle, we directly measured 𝐴𝑖 from the fits, we measured the lifetimes (and

therefore the branching ratios), and we have simulated the detection efficiencies. We cannot extract

𝑓𝑃𝑠 directly from these quantities. This is because 𝑓 𝑝 and 𝑓
𝑝

𝑃𝑠
are fully correlated (varying the

number of positrons that stop in plastic versus the number that form positronium in the plastic

affects the counts in the same way). From this data we can extract,

𝑓 𝑝 𝑓
𝑝

𝑃𝑠
=

3
4

�̄�𝑝𝑙𝑎𝑠𝑡𝑖𝑐

�̄�𝑝𝑟𝑜𝑚𝑝𝑡 + �̄�𝑝𝑙𝑎𝑠𝑡𝑖𝑐 + �̄�𝑝𝑜𝑤𝑑𝑒𝑟
(5.17)

(1 − 𝑓 𝑝) 𝑓𝑃𝑠 =
3
4

�̄�𝑝𝑜𝑤𝑑𝑒𝑟

�̄�𝑝𝑟𝑜𝑚𝑝𝑡 + �̄�𝑝𝑙𝑎𝑠𝑡𝑖𝑐 + �̄�𝑝𝑜𝑤𝑑𝑒𝑟
(5.18)

where �̄�𝑖 is the amplitude corrected for the efficiency (or efficiencies weighted by branching ratios).

These quantities cannot be disentangled without running some dedicated tests to determine either

the stopping fraction in plastic, or the formation fraction in plastic.

5.6.5 Study of plastic

If all of the positrons stop in plastic then Equation 5.17 could be used to directly extract the

formation fraction for plastic. Since all decays in this scenario would be 2-𝛾 decays, the amplitudes

would not need to be corrected for detection efficiency as well. The formation fraction in plastic

would be,

𝑓 𝑃𝑃𝑠 =
4
3

𝐴𝑝𝑙𝑎𝑠𝑡𝑖𝑐

𝐴𝑝𝑟𝑜𝑚𝑝𝑡 + 𝐴𝑝𝑙𝑎𝑠𝑡𝑖𝑐
(5.19)
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We measured this by taking standard cling wrap and layering it over an aluminum block. The

plastic was held flat on a table while the block was flipped over and over to apply multiple layers

at once. This plastic was pulled tight to avoid rippling and air pockets within the plastic. This is

shown in Figure 5.14. The aluminum block wrapped in plastic was placed on top of the source to

not affect the source position and relative efficiencies between runs (although these should cancel

run by run).

Figure 5.14 Small aluminum block carefully layered in standard cling wrap. The plastic was
held tight across the table while the block was flipped over repeatedly to try to avoid rippling.
Nevertheless some small ripples did occur.

The results are shown in Figure 5.15. The spectrum was built using the continuum energy

cuts, and the results are shown for both detector combinations (using one as START and the other

as STOP or vice-versa). The errors were taken from the fit results, but were overestimated as the

amplitude for the two fit components were negatively correlated.

Assuming that the formation fraction in the plastic did not change, and only the number of

positrons in plastic changed, then adding more layers should approach the limit 𝑓 𝑝 → 1. This

means the data in Figure 5.15 should asymptote to the value of 𝑓 𝑃
𝑃𝑠

.

These tests gave a formation fraction for plastic between 25-33%. The values found in literature

give 58% [73], citing Ref. [74] as making this claim. However this appears to be a misprint as

Ref. [74] claims a value of 28 ± 3% [74] in agreement with the measurement presented here. The
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Figure 5.15 Extrapolating 𝑓𝑝 𝑓𝑃𝑠 from the plastic data as adding more and more layers of plastic.
Red and black are are the results depending on which detector we call "START" and "STOP." Note
that errors are from the fit results and do not include correlated errors.

formation fraction for plastic as defined in this dataset was not purely plastic, but included the effect

of the mylar foil, paper label, etc. This also assumed a single formation fraction for the different

kinds of plastic.

Taking the formation fraction in plastic as 28% and using the results from the previous MgO

powder tests shown in Figure 5.8, we extract a "stopping fraction" 𝑓 𝑝 = 0.6. This is reasonable as

half of the positrons are entirely stopped in the back half of the source.

5.7 Powder tests

Initial tests of 35 nm MgO powder at 0.3 g/cm3 density featured a very small amplitude long

lifetime component and a lifetime around 70 ns, as shown in Figure 5.8. The chamber was connected

to a roughing pump and the pump ran overnight. In principle the vacuum pump removes moisture

from the powder, and oxygen in the voids, and should therefore increase the lifetime. Indeed, for

the MgO powder, we saw the lifetime increased to 90 ns under vacuum.

Previous experiments that used MgO powder prepared the powder in a vacuum oven to fully

desiccate it. The powder was then kept under vacuum or flushed with dry air. Recent experiments

have increasingly been using chunks of silica aerogel (SiO2) for positronium formation. We studied

both "unprepared" 35 nm MgO powder at 0.3 g/cm3 density and "unprepared" SiO2 powder at 1200
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𝜇m grain sizes powders at 0.1 g/cm3 density. The time spectra are shown in Figure 5.16.

100− 0 100 200 300 400 500
time (ns)

1

10

210

310

410
co

un
ts

 (
ar

b)
MgO powder

 powder2SiO

Figure 5.16 Lifetime spectrum for MgO powder and SiO2 powder, showing a substantial increase
in the long lifetime component.

We saw a substantial improvement in the SiO2 powder without having to place it in an oven.

We produced the spectra using two sets of energy cuts for the stop signal. We considered the

"peak cut" between 490-520 keV, and the continuum cut between 250-490 keV. These should have

different efficiencies for 2-𝛾 and 3-𝛾 events. The results for the same powder in air and under

vacuum are shown in Figures 5.17a and 5.17b respectively, with the observed time spectra for the

peak energy cut (red) and continuum energy cut (blue). The two datasets did not have the same

total normalization. Before pumping we saw a lifetime of 72 ± 0.8 ns, after pumping we saw a long

lifetime of 132 ± 2.8 ns (compared with 142 ns theoretical lifetime for o-Ps). The disappearance of

the long lifetime counts for the peak cut energy region was the direct effect of the relative branching

ratios dependence on the lifetime. With 72 ns lifetime 50% of the ortho-positronium decayed to 2

photons, but at 132 ns only 7% of the ortho-positronium decayed to 2 photons, resulting in almost

no 511 keV events in the long lifetime component.

The relative detection efficiencies can also be estimated from the data in Figure 5.17. For a

lifetime of 72 ns the branching ratios are nearly 0.5 for both channels. This means that the relative

amplitudes of the peak counts versus the continuum cuts should give an estimate of the relative
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Figure 5.17 The increase in lifetime when the powder was under vacuum. This also shows the
change to the branching ratios for 2-𝛾 to 3-𝛾 decays. The "peak" cut primarily saw 511 keV back-
to-back photons, and the "continuum" cut primarily saw the continuous 3-𝛾 distribution. Clearly
the number of events in the peak for the long lifetime component was dramatically reduced when
the powder was under vacuum.

detection efficiency of 2-𝛾/3-𝛾 events that can be compared to the Monte-Carlo results. The ratio

of the amplitudes of the long lifetime components should give,

𝐴
𝑝𝑒𝑎𝑘

𝑙𝑜𝑛𝑔

𝐴𝑐𝑜𝑛𝑡
𝑙𝑜𝑛𝑔

=
0.5𝜖 𝑝𝑒𝑎𝑘2𝛾 + 0.5𝜖 𝑝𝑒𝑎𝑘3𝛾

0.5𝜖 𝑐𝑜𝑛𝑡2𝛾 + 0.5𝜖 𝑐𝑜𝑛𝑡3𝛾
(5.20)

The Monte-Carlo simulation in Table 5.1 give relative efficiencies of 0.59 for the centered

source, and 0.61 for the offset source. This can be compared with the relative amplitudes in Figure

5.17, which give 0.6. This somewhat obscures the effect of offsetting the source, as that varies the

relative efficiencies in opposite directions which cancels when the efficiencies are summed in this

way.

The extracted formation fractions for the MgO powder, SiO2 in air, and SiO2 in vacuum are

shown in Table 5.2. The results are quoted for both sets of efficiencies that were simulated. The

different estimated efficiencies in Table 5.2 change the extracted formation fractions by a 10%

relative shift. There is a large formation fraction for SiO2 powder under vacuum, at around 50%,

exceeding the target formation fraction.

With these results we should be able to achieve the source rate needed to reach the target final

statistics. We achieved a lifetime of 132 ns, compared to 125 ns for the Michigan measurement

[38], and 126 ns for the Tokyo experiment [39]. The use of SiO2 powder has removed the necessity
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𝑓𝑃𝑠 (%) 𝑓𝑃𝑠 varied 𝜖 (%)
MgO 11.4 10.4
SiO2 41.3 38.1
SiO2 vacuum 52.5 48.0

Table 5.2 Measured formation fraction using results from fits and correcting for relative efficiencies.
All cuts are on the continuum energy. The two columns correspond to using the efficiencies in each
column of Table 5.1.

of disassembling the apparatus to re-prepare the powder (by baking it in a vacuum desiccator), this

will be a large benefit over the course of the experiment.
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CHAPTER 6

DESIGN AND SIMULATION OF INNER MODULE

6.1 Overview

The inner module consists of the 𝛽+ source, the start detectors, and the powder for positronium

formation. The size and geometry of the start detector itself affects how many 𝛽’s reach the powder,

and where they stop in the powder. This directly affects the spatial distribution of the positronium

atoms. A broader spatial distribution will change the acceptances for both 2-𝛾 and 3-𝛾 events

in the experiment, and means the positronium will have a broader distribution of lifetimes due

to inhomogeneities in the magnetic field. These effects were studied for different combinations

of start detectors and powders in dedicated Monte-Carlo simulations. In this chapter we present

the results from the Geant4 simulations that were primarily performed by David-Michael Peterson

(MSU). These effets were also studied by Paul A. Voytas and Elizabeth A. George (WU).

6.2 Start detector and powder formation

There are two common methods to build the lifetime spectrum of positronium, 𝛾-𝛾 coincidence,

and 𝛽-𝛾 coincidence. Throughout Chapter 5 we investigated the lifetime spectrum built between

two 𝛾 hits. The actual experiment will directly measure the 𝛽 from the 𝛽-decay. This will give a

much higher trigger rate for the start signals, and it will allow the use of a source that does not emit

𝛾’s (which can induce accidentals in the measurement).

"Organic" scintillators are commonly used for charged particles, herein referred to as plastic

scintillators. The basic principle is the same as an inorganic scintillator, but the mechanism of

scintillation and sensitivity to different particles is different [22]. An optimal start detector will

detect the 𝛽’s, but not stop them from reaching the powder. Ideally it will have as large of a solid

angle coverage as possible, and will cover the powder so that no 𝛽 can reach the powder without

passing through the scintillator.

We will utilize a thin plastic scintillator for the detector. It needs to be thick enough to generate

enough scintillation light to trigger on, but also thin enough that it will not stop the 𝛽’s. This is

non-trivial as the 𝛽’s below 1 MeV do not penetrate very far through plastic (to be shown below).
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Even a very thin layer of plastic can stop a substantial fraction of the 𝛽’s, and will dramatically

reduce the number that reach the powder to form positronium. Further, different sources have

different endpoint energies, and the higher the 𝛽 energy the more likely it is to punch through the

detector, as illustrated in Figure 6.1a.

This will all sit in the middle of the detector array, so it must be low mass, and operate in a

magnetic field. The plan for the online experiment is to couple the light guide to a PMT outside

the magnet warm bore using optical fibers. For the tests performed throughout this work we simply

read the lightguide with SiPMs.

(a) (b)

Figure 6.1 (a) Cartoon of the design, a 𝛽 source emits positrons that travel through a plastic
scintillator and stop in powder to form positronium. (b) A realization of this idea expanded to
show each individual piece, a lightguide (square with cylinder cut out) to couple the scintillator to
a readout, the scintillator with a layer of Al foil on each side, and finally the powder. This would
be one side of the combined start detector and powder module, with a symmetrically placed setup
on the opposite side of the source.

For these studies we use a square plexiglass lightguide with a circular cut through the center.

The scintillator itself is an Eljen-212 scintillator [75]. There are two thicknesses, 0.5 mm and 0.15

mm. These have dramatically different amounts of scintillation light and stopping fractions. Note

that unlike with the 𝛾 detectors, the coating of the scintillator can’t be neglected when considering

particle propagation. Two layers of aluminum foil on the scintillator dramatically increases the

width of the scintillator and stop a large fraction of the positrons that would otherwise make

it through. At the same time, with no coating we do not get enough scintillation light to the
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photomultipliers.

Figure 6.2 One design for the light guide (with the scintillator in the center). This features the 6
mm thick light guide and the 0.5 mm scintillator.

As the plastic scintillator will need to be read out in the magnetic field we currently utilize

SiPMs. These will not be used in the final experiment for three reasons, 1) they break the symmetry

of the setup, 2) they add too much matter between the powder and the 𝛾-detectors, and 3) they

cannot handle the high rate expected for the source.

6.3 Simulation and tracking

This simulation records the initial energy and direction of the 𝛽+, its stopping position, as well

as the ID of the object it stopped in. In principle we can therefore study, for a given number of 𝛽

emissions what percentage stop in the powder (and what stop in other materials as well). We can

then see where the 𝛽 stopped within that specific material. In practice we only look at this for the

powder.

6.4 𝛽-primary generator

We study two 𝛽+ sources, 22Na, and 68Ga. The resulting spectra for these sources are generated

using the BetaShape program [76, 77]. These are high precision spectra calculations that account

for competing electron capture processes. As shown in Figure 6.3, the gallium source has a much
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Figure 6.3 Energy distribution for 𝛽+ coming from 22Na (blue) and 68Ga (red), generated using the
BetaShape program [76, 77].

higher end-point energy. This will translate to more positrons punching through the start detector,

but also to a much larger spreading of the source throughout the powder.

Unless specified, all results shown until the very end of this chapter are for a point source of

radioactivity. All positrons are emitted isotropically in the forward half-sphere (+𝑧).

6.5 Specification of geometry

The simulations estimate the stopping positions of the initial 𝛽’s. Secondaries and any material

that the 𝛽’s cannot reach are unimportant. The inner module must include 4 pieces,

1. the lightguide,

2. the scintillator,

3. the wrapping for the scintillator,

4. the powder.

This does not include the 𝛽-source itself, or the aluminum container that holds the powder.

These will both have an effect on stopping position. The source itself is more important as it can

stop positrons that backscatter off the scintillator and reach the powder in the opposite direction.

The aluminum container is beyond the powder, and its main contribution would be the 𝛽’s that
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backscatter off of it and stay in the powder. Most combinations of start detector and powder stop

the positrons before they reach the exterior edge of the powder, with one notable exception. We

have also neglected the TiO2 paint that covers the lightguide. As our final interest is in the powder

(and materials between the source and the powder) this should have minimal impact.

(a) (b)

Figure 6.4 (a) Prototype of start detector and powder container. (b) Reproduction in Geant4. Note
that the SiPMs along with the aluminum can are not included in the Geant4 construction.

Here we present the study of 3-different start-detectors, and three different kinds of powders.

The powder is always a cylinder of 2.5 cm radius and 2.3 cm length. This is always making direct

contact with the scintillator (or more accurately with the foil on the scintillator).

6.5.1 Start detector

We present 3 designs for the start detector that vary in the geometry of the lightguide, the

thickness of the scintillator, and the wrapping on the scintillator.

The first design, called the "5 mm inset square" is a thicker version of the geometry specified in

Figure 6.2, with a 0.5 mm thick scintillator, and two layers of Al foil estimated at 0.016 mm thick

each. This is an implementation of the actual physical modules we will test in Chapter 8. Notably,

this design has a 5 mm inset where the radius of the cutout changes. This means that the powder

will always be offset from the source by at least 5 mm.

The second design, called the "3 mm inset square" is identical to the first design, but now
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matches the geometry in Figure 6.2. The thickness of the lightguide is 6 mm, meaning there is a 3

mm inset and the powder is therefore closer to the source.

The third design has not been constructed or tested, but it serves as an estimate for what an

"optimized design" might look like. It is called the "0.5 mm inset cylinder". It is a cylindrical

lightguide shown in Figure 6.5. The main benefit is that the cylindrical inset is reversed, the wider

part (2.7 cm) faces the source and the narrower part (2.5 cm) holds the powder. This allows for

optically coupling the scintillator to the resulting 2 mm inset, but also allows the scintillator to be

closer to the source. The scintillator itself is 0.15 mm thick, and is wrapped with 2 𝜇𝑚 aluminized

Mylar (2% aluminum).

Figure 6.5 The implementation of the 0.5 mm inset cylindrical start detector. This moves the
scintillator and the powder as close to the source as possible. The direction of the inset is reversed,
so that the powder sits in the narrower regions.

6.5.2 Powder

We study three kinds of powders, all three of which have been prepared, though further work

is required for quantifying positronium formation in the different powders. The powder container

is specified as a 2.5 cm radius cylinder of length 2.3 cm. The powder is assumed to have uniform

density throughout.

We model the powder from Chapter 5 as 0.1 g/cm3 SiO2 powder uniform in density. We also

have MgO powder at two densities, 0.3 g/cm3 and 0.6 g/cm3. The expected benefit of increased

powder density is making the formation region smaller, at the cost of potentially reduced lifetime
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or positronium formation.

6.6 Stopping fraction and stopping position

Here we explore the parameter space by varying the powders while keeping the start detector

the same, then varying the start detector while keeping the powder the same. All results in this

section are for a point source of 𝛽+.

Here we quote 4 quantities for the different combinations. Firstly the stopping fraction is the

number of 𝛽’s that stopped in the powder divided by the total number of 𝛽 emissions. The larger

this number the better, as it directly relates to the final event rate. We quote the mean offset in the

𝑧-direction relative to the 𝑧 = 0 position at the source, the standard deviation in 𝑧 and in 𝜌. This

quantifies the offset of the formation region, and the general size of the spreading throughout the

powder.

In Table 6.1 the results for varying the powder is shown. All these runs are with the 5 mm inset

square start detector, and as such the powder starts at 5 mm from the source.

Powder Density (g/cm3) Source Stops in Powder (%) ⟨𝑧⟩ (mm) Δ𝑧 (mm) Δ𝜌 (mm)
SiO2 0.1 22Na 10.6 7.17 1.85 1.84
SiO2 0.1 68Ga 40.3 14.28 6.17 6.14
MgO 0.3 22Na 10.6 5.75 0.62 0.62
MgO 0.3 68Ga 74.0 10.77 4.43 3.79
MgO 0.6 22Na 10.6 5.39 0.31 0.32
MgO 0.6 68Ga 73.3 7.83 2.22 1.89

Table 6.1 The percentage of 𝛽+ that stop in the powder, their mean depth, and the standard deviation
of the depth and radial coordinate. All results run with the 0.5 mm thick scintillator in the 5 mm
inset square start detector.

Clearly the gallium source has almost 7 times as many 𝛽+ survive the start detector and reach

the powder compared to the sodium source. For the low density SiO2 powder with a gallium source

we see that almost 41% of the 𝛽+ that reach the powder do not get stopped in the powder and

escape. The offset along the 𝑧-axis is dominated by the size of the inset in the start detector (5

mm) for all combinations except low density SiO2 with the gallium source. Increasing the density

dramatically reduces the size of the stopping distribution, more than 3 times smaller in 𝑧 and six
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times smaller in 𝜌. Figure 6.6 shows the distribution of stopping positions for the SiO2 powder and

the 0.6 g/cm3 MgO. The 𝜌-axis is scaled by 1/𝜌 to account for the cylindrical geometry, meaning

this corresponds to the distribution seen in a "slice" through the powder.
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(a) 22Na in SiO2 at 0.1 g/cm3
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(c) 22Na in MgO at 0.6 g/cm3
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(d) 68Ga in MgO at 0.6 g/cm3

Figure 6.6 Stopping positions for two 𝛽 sources in two different powders, using the same start
detector design. The 22Na source in 0.6 g/cm3 MgO is substantially more localized than all other
combinations, and is entirely dominated by the geometry of the start detector (the 5 mm inset).

Next we consider changing the geometry of the start detector while using the 0.6 g/cm3 MgO

powder. These results are shown in Table 6.2. Changing the size of the inset dramatically changes

⟨𝑧⟩, as expected from moving the powder closer to the source. However, it does not decrease the

spread in 𝜌, as the powder moves closer to the source more and more 𝛽’s emitted at an angle will
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reach the source. In the final design, switching to the 0.15 mm scintillator means dramatically more

angled 𝛽’s survive the start detector and reach the powder.

Design Source Stops in Powder (%) ⟨𝑧⟩ (mm) Δ𝑧 (mm) Δ𝜌 (mm)
5 mm inset 22Na 10.6 5.39 0.31 0.32
5 mm inset 68Ga 74.4 7.83 2.22 1.89
3 mm inset 22Na 10.6 3.63 0.31 0.44
3 mm inset 68Ga 74.4 6.07 2.22 2.03
0.5 mm inset 22Na 52.5 0.96 0.42 0.89
0.5 mm inset 68Ga 87.3 3.56 2.35 1.96

Table 6.2 The percentage of 𝛽+ that stop in the powder, their mean depth, and the standard deviation
of the depth and radial coordinate. All results run with 0.6 g/cm3 MgO powder.

Comparing the currently implemented design (5 mm inset square with 0.5 mm thick scintillator

and 0.1 g/cm3 powder), with a more optimized design (0.5 mm inset cylinder with 0.15 mm thick

scintillator and 0.6 g/cm3 powder) we see a dramatic improvement to almost all recorded quantities.

These correspond to the first two lines in Table 6.1, and the last two lines in Table 6.2. Considering

the 22Na source specifically, the more optimal design has about 5 times as many positrons survive

the start detector and reach the powder. This directly translates to a 5 times higher event rate in the

final experiment. The mean 𝑧-position is about 1 mm, decreased by a factor of 7. We will have

two start detectors and two powder containers, one in +𝑧 and on in −𝑧. This means the two powder

containers with the two positronium distributions will be about 2 mm apart compared to 14 mm

apart. Finally the spreading in 𝑧 is reduced by a factor of 4, and in 𝜌 by a factor of 2.

The spreading of the positronium position has two separate effects, 1) sampling a wider range

of field values and therefore broadening the distribution of pseudo-triplet lifetimes and directions

of tensor polarization, and 2) changing the geometry of the 2-𝛾 and 3-𝛾 events the detector pairs

see.

6.7 Estimation of pseudo-triplet lifetime

The magnetic field map was provided by the manufacturer in 0.25 inch steps. These are linearly

interpolated to provide a more fine grained map of the field. The field values used are shown

in Figure 6.7. We track the 𝑧-component of the B-field, and the �̂�-component. The lifetime is
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determined by the absolute value of the field, the direction of the alignment is determined by the

field direction.
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Figure 6.7 Field maps for the 𝑧-component and �̂�-component of the magnetic field. Values are
normalized to the "nominal" value at the center of the field.

We take the stopping positions from the earlier section and for each 𝛽 that stops in the powder

we record the two field components at its position. The distributions for the 5 mm inset square

light guide with 0.1 g/cm3 SiO2 powder are shown in Figure 6.8. This configuration is sampling

the broadest range of field values.

We need to consider how the field value affects the lifetime (as discussed in Chapter 3), and how

the direction of the field affects the value of 𝑃2. The B-field induces an alignment along its axis.

The detector geometry is sensitive to distortions induced by alignment along the 𝑧 axis. Relating

the direction of induced alignment 𝑃′2, to the direction along the 𝑧-axis goes as,

𝑃′2 = 𝑃2

(
1
2
− 1

2
cos(2𝜃)

)
(6.1)

where 𝜃 is the angle between the axes. This follows from 𝑃2 being a component of a (traceless)

symmetric second rank tensor. In reality for both sources the range of values of cos(2𝜃) is miniscule,

with over 90% of events having less than a 0.00001% reduction.
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(b) B𝜌 for forwards 𝛽+

Figure 6.8 Firing 𝛽+ in a forwards aimed half-sphere for 22Na (blue) and 68Ga (red). The distribution
of field values are plotted separated between the 𝛽+ that scatter forwards and those that backscatter
into the second powder container. Field values are normalized to the "nominal" value at the center
of the magnet.

The magnitude of the field affects the lifetime. We take the "nominal field value" (the value

a the center of the magnet) as 0.4 T. We show the normalized distributions of lifetimes for two

configurations, the currently implemented design, and the more optimized design with higher

density MgO powder in Figure 6.9. For 22Na we get a sharply peaked distribution of lifetimes that

all fall within a few hundred ps range. The 68Ga shows more spreading than the 22Na, but almost

the full distribution still falls within 1 ns, with the majority of events within a 500 ps time window.

As such, for all combinations of powders and start detectors studied here we expect that the

spreading of the source will have a minimal effect on the tensor polarization. The magnet is

homogeneous enough that the variation of field directions has little effect on the alignment. The

variation in the lifetimes is also small enough to fall below the expected resolution of the electronics.

The connection between the lifetime and the size of the signal will be the main topic of Chapter 10.

6.8 Results for three designs

Before concluding this discussion we present full results for three finalized designs. One of

which is already constructed, one which could be reasonably constructed and tested with current
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(a) Current start detector, SiO2 at 0.1 g/cm3
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Figure 6.9 Distribution of lifetimes for 22Na (blue) and 68Ga (red) for the two start detector designs
studied. Clearly the galium source is sampling a wider range of field values, but the majority of all
the distributions fall within a 1 ns range.

prototypes, and one which is far more optimized. We label these as Design (A), Design (B), and

Design (C). The results for these designs will be used in later chapters.

All results presented so far are missing one large effect, the size of the radioactivity for realistic

sources is not point-like, but is instead on the millimeter scale, and therefore will have a large effect

when compared with ⟨𝜌⟩ values estimated above. For this reason we include an estimation of the

spread position of the radioactivity as an input for the following results. We model the radioactivity

as having a gaussian profile in the x-y plane, a reasonable estimate would be a 𝜎 = 1.5 mm,

although depending on the manufacturing method for the source it could be larger than this, and

likely will not have a gaussian profile.

Design thickness of PVT thickness of coating distance to powder powder density
(A) 0.5 mm 16 𝜇m 5 mm 0.1 g/cm3

(B) 0.5 mm 16 𝜇m 3 mm 0.3 g/cm3

(C) 0.15 mm 2 𝜇m 0.5 mm 0.6 g/cm3

Table 6.3 Summary of the main properties of the 3 Designs. We will study the stopping distribution
for these designs going forwards.
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6.8.1 Design (A)

This is an implementation of the actual start detector prototype we have tested. This is the 5

mm inset start detector with 0.5 mm width scintillator with foil on both sides, shown in Figure 6.2.

The powder container is 0.1 g/cm3 SiO2 powder. We do not have plans to use this setup in the final

experiment (or in the magnet at all), so we do not enter into estimating the lifetime distribution.

The stopping position distribution is given in Figure 6.10, and the number of positrons stopping in

the powder, and their spreading is given in Table 6.4.
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Figure 6.10 Stopping position for Design (A), representing the currently implemented start detector
and powder combination.

Source Stopping fraction (%) Δ𝑧 (mm) Δ𝜌 (mm)
22Na 10.6 1.85 1.95
68Ga 43.9 6.17 6.06

Table 6.4 Source spreading for Design (A). This reflects the currently implemented start detector
and powder container.

6.8.2 Design (B)

This is an improved implementation that could reasonably and quickly be used in further tests.

This is the 3 mm inset start detector with 0.5 mm width scintillator with foil on both sides. The

powder container is 0.3 g/cm3 MgO powder. The stopping position distribution is given in Figure

6.11, and the number of positrons stopping in powder, and their spreading is given in Table 6.5.
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Figure 6.11 (a), (b) Stopping position for Design (B), representing a more optimized combination
of start detector and powder using existing prototypes. (c) The pseudo-triplet lifetime distribution
in 0.4 T field for 22Na (blue) and 68Ga (red).

Source Stopping fraction (%) Δ𝑧 (mm) Δ𝜌 (mm)
22Na 10.6 0.62 1.14
68Ga 74.9 4.44 3.82

Table 6.5 Source spreading for Design (B). This design is more optimized than (A), and could be
implemented with current equipment.

6.8.3 Design (C)

This is the optimized design for the start detector presented above. This also uses MgO powder

at a higher density of 0.6 g/cm3. This is an achievable design, but would require further prototyping

and testing work to be performed. The stopping position distribution is given in Figure 6.12, and

the number of positrons stopping in powder, and their spreading is given in Table 6.6.
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Figure 6.12 (a), (b) Stopping position for Design (C), representing an optimized design to maximize
the amount of positrons reaching the powder, and minize their spreading through the powder. (c)
The pseudo-triplet lifetime distribution in 0.4 T field for 22Na (blue) and 68Ga (red).

Source Stopping fraction (%) Δ𝑧 (mm) Δ𝜌 (mm)
22Na 54.5 0.42 1.25
68Ga 87.6 2.35 2.05

Table 6.6 Source spreading for Design (C). This represents a more optimized design that greatly
diminishes the spreading of the source.
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CHAPTER 7

SIMULATION OF 𝛾-DETECTOR ARRAY

We have established the conceptual outline of the experiment, and identified a general structure

for the array of 𝛾-detectors and the optimized 𝛽-trigger module. In this chapter we cover the more

detailed design and optimization of the array. This extends the analytic work done in Chapter 3, to

a full Monte-Carlo simulation in Geant4. These studies include optimizing the angle of the outer

rings, determining the geometric analyzing power of each configuration, estimating the effect of

finite energy resolution and spreading of the source. These simulations study both 3-𝛾 events and

2-𝛾 backgrounds. Finally we consider adding shielding between the rings in the array.

The simulations in this chapter were performed using Geant4. Much of this work was studied

in parallel by Paul A. Voytas and Elizabeth A. George (WU) using EGSnrc [61].

7.1 Primary event generator

This chapter is concerned with the 2-𝛾 and 3-𝛾 events and their interplay with the array geometry.

The first half of this section is concerned with positronium decay at a point exactly in the center

of the detector array. The latter half of this chapter discusses the effect of spreading of the source.

The event generator is described below.

7.1.1 2-𝛾 events

These are very simple, a random vector k̂ is thrown, then the event consists of two photons with

511 keV. One in the +k̂-direction, and the other in the −k̂-direction.

7.1.2 3-𝛾 events

At the beginning of the run a vector polarization and a tensor polarization are specified for the

positronium atom. The matrix element is created including the Ore-Powell distribution, 𝑎(𝜔1, 𝜔2),

and the tensor term
∑
𝑖 𝑗 𝑠𝑖 𝑗𝐶𝑖 𝑗 (k1, k2, k3). We do not consider the vector term s · B(k1, k2, k3)

in this work. The matrix element is normalized to have a maximum value of 1 (in reality this is

slightly more complicated due to the divergence mentioned in Appendix B). This chapter only

presents simulations using the isotropic distribution.

A complete description of the 3-𝛾 phase space was given in Chapter 2. The phase space is flat
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in the energies, (𝜔1, 𝜔2). It is flat for two angles, the azimuthal coordinate for the decay plane 𝜙,

and the rotation of the momenta vectors within the decay plane, 𝜙12. Then it has the standard sin(𝜃)

distribution for the polar spherical coordinate. This is worked out in Ref. [2]. For generation of

events the matrix element (squared) is treated as a probability distribution on the phase space. A

random 𝜔𝑎 and 𝜔𝑏 values are sampled from the kinematically allowed region, and a third energy is

determined by 𝜔𝑐 = 2𝑚𝑒 −𝜔𝑎 −𝜔𝑏. These are then ordered by their energies 𝜔1 > 𝜔2 > 𝜔3. This

is tantamount to restricting the generation to the red triangle in Figure 7.1. The three photons are

initialized with k̂1 along 𝑥, and n̂ along 𝑧. Finally, a random isotropic unit vector is sampled and

assigned to n̂. The three momenta are then collectively rotated by randomly sampled Euler angles.

Finally the matrix element for this primary event is evaluated, and a random number between

0 and 1 is thrown. If that number is larger than the matrix element then the event is discarded and

a new event is generated. If the number is less than the matrix element then the event is used in the

simulation.

Figure 7.1 The kinematically allowed regions for two of the three energies from 3-𝛾 decay. Each
triangle corresponds to a different ordering of photons. Due to photon indistinguishability all
considerations can be restricted to a single triangle. The red triangle is where 𝜔𝑎 > 𝜔𝑏 >

2𝑚𝑒 − 𝜔𝑎 − 𝜔𝑏.
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7.2 Detector array and configurations

The experiment will measure coincidences in pairs of detectors. Each pair will have a partner

pair that is its image under parity (combined with rotation). Call this set of three detectors a

"configuration". Each configuration has one dedicated "highest energy detector", and two "second

highest energy" detectors. Two configurations are illustrated in Figure 7.2. Take the highest energy

detector marked in green. This forms a configuration with two detectors marked in red, and a

second configuration with two detectors marked in blue. As these two configurations have different

opening angles, and therefore different energy ranges (see Figure 3.4) they select different parts of

the phase space. This induces geometric structure onto the distributions measured in (𝜔1,𝜔2). For

this chapter we refer to the 2-D energy plane restricted to the range 𝜔1 > 𝜔2 > 𝜔3 as the "phase

space" (in fact it is a 2-D projection of the full 5-D phase space).

Figure 7.2 Array of detectors with no mounting. Two configurations are highlighted, the Symmetric
157.5◦ between the green and red detectors, and the Symmetric 135◦ between the green and blue
detectors.

The following configurations have sensitivity for the tensor term 𝜅1𝑧 (k̂1 × k̂2)𝑧,

1. Symmetric
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Figure 7.3 Coordinates of the full array. Detector ID is specified by two digits in hexadecimal. The
first digit is the ring number, increasing for −𝑧. The second digit is the ID of the detector within the
ring. Detectors in different rings, but with the same index within a ring are referred to as a column,
for example column 1 is the set of detectors {0x01,0x11,0x21}.

a) 157.5◦

b) 135◦

c) 112.5◦

2. Asymmetric

a) 157.5◦

b) 135◦

c) 112.5◦
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(a) Detectors involved in "Symmetric events"

(b) Detectors involved in "Asymmetric events"

(c) Detectors involved in "Asymmetric with k̂1 in center ring"

Figure 7.4 The various classes of events. The arrow starts at the detector that k̂1 hit and points
towards the detector that k̂2 hit. Within a subfigure (Symmetric, Asymmetric, etc.) arrows with
the same color have the same analyzing power, dashed (full) line corresponds to negative (positive)
value for analyzing power.
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where the angle refers to the cylindrical azimuthal angle between detectors, which is not equal to

the opening angle between the photons in the decay plane. "Symmetric" refers to both hits in the

outer rings, "Asymmetric" refers to events where the highest energy photon is in an outer ring, and

the second highest is in the middle ring. Any detector in the outer rings can serve as the "highest

energy detector". So there are two sets of independent Symmetric configurations with the highest

energy in the upper ring (ring 0), and in the lower ring (ring 2).

The flipped Asymmetric events, where the highest energy photon is in the middle ring, have

no sensitivity for the tensor term. This is because these events have k̂1 perpendicular to the 𝑧-axis.

This is only valid for the 𝑐4 form factor, this conclusion is no longer valid when including the effect

of 𝑐5. For this chapter we will be following the design and analysis only considering 𝑐4 and more

closely mirroring the previous experiments in Refs. [38, 39].

7.2.1 Detector numbering

We introduce labels for all 48 detectors by simply numbering them in hexadecimal. The first

digit corresponds to ring number, and the second to detector number. This is illustrated in Figure

7.3.

An events refers to an ordered pair of detectors IDs (k̂1,k̂2). Detector 0x00 forms configurations

with the following sets of detectors,

1. Symmetric

a) 157.5◦ – {(0x00,0x27),(0x00,0x29)}

b) 135◦ – {(0x00,0x26),(0x00,0x2a)}

c) 112.5◦ – {(0x00,0x25),(0x00,0x2b)}

2. Asymmetric

a) 157.5◦ – {(0x00,0x17),(0x00,0x19)}

b) 135◦ – {(0x00,0x16),(0x00,0x1a)}

c) 112.5◦ – {(0x00,0x15),(0x00,0x1b)}
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This is illustrated in Figure 7.4. Due to azimuthal symmetry we only consider events where the

highest energy photon was in "column 0", for this chapter we only consider events where one of

the photons hit detector 0x00. All of these events have a pair with the same sensitivity where the

highest energy photon hit the lower ring. This is illustrated in Figure 7.4.

7.3 Outline of analysis

A specified detector configuration has a set of coincident hits, with the recorded energy of each

hit. An example is shown in Figure 7.5. This shows the energy deposited in detector 0x00 on the

y-axis, and energy deposited in detector 0x27 (0x29) on the x-axis for the left (right) plot. An

asymmetry is formed between coincidences in detectors (0x00,0x27) versus (0x00,0x29). Some

energy cuts are specified on this distribution which correspond to integrating all the counts within

the 2-D cuts. For this chapter we merely draw a red triangle for the phase space of the 3-𝛾 event,

where 𝜔1 > 𝜔2 > 𝜔3.

Figure 7.5 2-D energy distribution for coincident hits in the "Symmetric 157.5◦" configuration. An
count asymmetry is measured between the counts in the red triangle on the left versus the right.

Now following Refs. [38, 39], the analyzing power for the signal is 𝜅1𝑧 (k̂1 × k̂2)𝑧. For the

Monte-Carlo simulations this can be directly calculated from the generated kinematic vectors. The

averaged geometric analyzing power for the distribution in Figure 7.5 is shown in Figure 7.6, but
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where each entry is weighted by the geometric analyzing power, then normalized by the number of

events in that bin. This illustrates which events have a positive and negative value of 𝜅1𝑧 (k̂1 × k̂2)𝑧.

A configuration 𝑎 has three quantities of interest,

1. Counts – 𝑁𝑎

2. Average Geometric Analyzing power – 𝐺𝑎
𝑎𝑛 = (1/𝑁𝑎)∑𝑖 𝐺

𝑎
𝑎𝑛,𝑖

3. Figure of Merit –
√︃∑𝑁

𝑖 (𝐺𝑎
𝑎𝑛,𝑖

)2

Figure 7.6 The same events as in Figure 7.5, but where each bin has been weighted by the averaged
geometric analyzing power. Note many bins outside the main kinematic region are affected by the
low number of counts in that region.

The average geometric analyzing power can be discerned from Figure 7.6 by integrating within

the energy cuts, then dividing by the counts within those cuts (calculated from integrating Figure

7.5). The Figure of Merit, as described in Chapter 3, corresponds to the statistical sensitivity for

those kinematic events. This is shown in Figure 7.7.

7.4 Coincidence cuts

Investigation of the observed distributions shows some oddities. In particular, in Figure 7.8,

there appears to be spurious structures in the energy distribution. There is an apparent dip along

the 𝐸1 = 𝐸2 line, but only for some configurations and not others.
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Figure 7.7 "Figure of Merit" for the same data shown in Figure 7.5. This corresponds to the sum of
the analyzing power weighted by the square root of the number of events, and is indicative of the
statistical sensitivity.
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Figure 7.8 Symmetric events at 157.5◦ (left) and Symmetric events at 135◦ (right) with an exclusive
2 hit coincidence condition. Note the visible structure within the band, most clearly visible in the
135◦ pair as a dip on the E1=E2 diagonal. There are possibly six similar dips in the 157◦ pair. The
quoted number of counts corresponds to the number within the phase space triangle, not drawn
here so as to not cover any structure.
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Consider the geometry of the event as the energy of the photons changes. The three photons lie

in a plane and their momentum sums to zero. Geometrically, k̂3 is confined to lie between −k̂1 and

−k̂1− k̂2, as illustrated in Figure 7.9. k̂3 = − 1√
2
(k̂1+ k̂2) as𝜔2 → 𝜔1 (stated otherwise, momentum

conservation means k3 = −k1 − k2, when |k1 | = |k2 | this can be translated to their unit vectors).

Reconsider Figure 7.8, the vectors k̂1 and k̂2 are fixed to hit the two detectors, as the energies

change k̂3 moves through the plane. The plane is defined by the highest energy detector, second

(a) 𝜔1 ≠ 𝜔2 ≠ 𝜔3 (b) 𝜔1 ≈ 𝜔2

Figure 7.9 Distribution of photons within the decay plane, with k̂1 in red, k̂2 in blue, and k̂3 in
green. (a) The general range that k̂3 can lie in, constrained between the two dashed lines. (b)
When 𝜔2 → 𝜔1 then 𝜓23 → 𝜓13 by momentum conservation. The bounds of the region for k̂3 are
perpendicular to k̂1 + k̂2 for 𝜔1 = 𝜔2, and the reflection of k̂2 over k̂1 for 𝜔2 = (1/2)𝜔1

highest energy detector, and the origin (where the decay occured). This is shown graphically for

Symmetric 157.5◦ events and 135◦ events in Figure 7.10. The lowest energy photon lies in the

plane and falls somewhere between the reflection of k1 and the intersection of the decay plane and

the x-y plane (z=0). When 𝜔2 → 𝜔1, then the lowest energy photon is constrained to the lie in

the x-y plane (which coincides with the central ring of detectors). For the 135◦ events it is aimed

directly at detector 0x16 and therefore all 3 photons are detected. For the 157.5◦ pair it lies between

detectors 0x15 and 0x16, but as k̂3 sweeps out an arc in this plane as 𝜔2 → 𝜔1 it can cross through

detector 0x16 when 𝜔2 ≲ 𝜔1.

The analysis above applies cuts based on the number of hits, specifically a strict two hit
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(a) Symmetric 157.5◦ (b) Symmetric 135◦

Figure 7.10 Taking the event in the decay plane from Figure 7.9 and embedding it into the detector
array shows how certain configurations restrict k̂3 to hit specific detectors in an energy dependent
way.

coincidence is imposed. This restriction is removing perfectly good events where all three photons

are detected. This is inherently related to the geometry of the event, and through the argument

above, directly related to the 2-D energy distribution of the observed photons. So restricting to

strictly two hits results in dips in the 2-D energy distribution. Updating the coincidence condition

to allow for events with three hits (in specific conditions) removed much of this structure. This is

shown in Figure 7.11. This is most notable for the 135◦ pair and increases the counts by 42%, the

two dips closest to the diagonal for the 157.5◦ are also reduced but only result in an 11% increase

in counts.

The specific three hit coincidence condition is, each hit in a separate ring, their summed energy

is near 1022 keV, and that no back-to-back detectors were hit. Looking at the 157.5◦ configuration

in Figure 7.11, there are still some dips. Reflecting on the geometry, there are still configurations

where the third photon crosses through the lower ring. These are rejected by the current coincidence

conditions. This coincidence condition is used for the rest of this work.
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Figure 7.11 Loosening the restriction of only 2-hits by allowing a third hit in the middle ring
removes the structures visible in Figure 7.8. The counts increase by about 11% for the 157.5◦ pair,
and 42% for the 135◦ pair respectively.

7.5 Optimization of geometric sensitivity

At this point the geometry is largely determined based on the discussions in Chapter 3. The

main undetermined quantity is the angle of the tilt of the outer ring. Before discussing this it is

worth surveying the sensitivities of the various configurations first, and how they can be combined

into a net Figure of Merit.

7.5.1 Sensitivity of each configuration

The counts for all six configurations are shown in Figure 7.12 when holding the outer rings

tilted at 30◦ . The geometric analyzing powers are shown in Figure 7.13. Finally the Figures of

Merit are shown in Figure 7.14. These are summarized in Table 7.1 where these quantities are

integrated over the energy cuts, taken to be the phase space triangle.

Each of these configurations select different parts of the phase space. The Figures of Merit are

combined into a aggregate Figure of Merit by the square root of the sum of squares of the individual

detector configurations.
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Figure 7.12 Coincidence counts for all 6 configurations considered here, all with k̂1 hitting detector
0x00. These correspond to the plots shown in Figure 7.5.
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Figure 7.13 Geometric analyzing power for all 6 configurations, corresponding to the information
shown in Figure 7.6.
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Figure 7.14 Figure of Merit (FoM) for all six configurations, corresponding to the information
shown in Figure 7.7.
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Configuration Counts G𝑎𝑛 FoM
S157.5 22381 0.125 19.92
S135 10050 0.242 24.83
S112.5 1753 0.294 12.93
A157.5 12651 0.144 17.25
A135 3552 0.258 15.87
A125.5 34 0.240 1.67

Table 7.1 Relative counts, geometric analyzing powder, and Figure of Merit for each configuration
considered in this chapter. This is with the tilt of the rings fixed at 30◦.

7.5.2 Outer ring tilt

As defined the geometric analyzing power is largely dependent upon the opening angle between

the photons. Increasing the angle of the outer ring up to 45◦ has 3 features: 1) it increases the

opening angle between the photons, 2) it makes 𝜅1𝑧 larger, and 3) it makes 𝑛𝑧 larger. The results of

changing the tilt of the outer ring are given for an angle of tilt between 20◦ to 32.5◦ in Table 7.2.

The results are presented for the Symmetric configurations and the Asymmetric separately.

Outer ring tilt (◦) N𝑆𝑌𝑀 G𝑆𝑌𝑀
𝑎𝑛 FoM𝑆𝑌𝑀 N𝐴𝑆𝑌𝑀 G𝐴𝑆𝑌𝑀

𝑎𝑛 FoM𝐴𝑆𝑌𝑀

20 26338 0.126 22.76 23791 0.127 21.72
22.5 28495 0.139 25.97 21693 0.141 22.72
25 30245 0.150 28.79 20335 0.153 23.72
27.5 32082 0.160 31.62 18290 0.163 23.96
30 34184 0.168 34.36 16238 0.169 23.50
32.5 36336 0.175 36.86 14499 0.176 23.14

Table 7.2 Effect of increasing the outer ring tilt. The summed counts, averaged geometric analyzing
power, and cumulative Figure of Merit are quoted for the Symmetric and Asymmetric events
separately.

The Figure of Merit merely increases as the angle increases. Having a larger tilt makes the

support structure much more complicated, but it appears vital to reaching the sensitivity needed.

We opt for a tilt at 30◦.

7.6 Estimation of final statistical sensitivity

Now we can estimate a statistical sensitivity for the planned experiment to compare with the

previous searches. For the purposes of this chapter we are considering only using the unperturbed

triplet lifetime state reducing the statistics by only considering two of the three states. The statistical

108



sensitivity from an asymmetry measurement should go as Δ𝐶𝐶𝑃 = 1/(𝐺𝑎𝑛

√
2𝑁) = 1/(

√
2𝐹𝑜𝑀)

using the aggregate Figure of Merit defined as the square root of the sum of squares of each

configurations Figure of Merit. The simulations shown so far do not correspond to the full planned

statistics, but instead to 108 ortho-positronium decays. Calculating the cumulative Figure of Merit

for this level of statistics gives 𝐹𝑜𝑀 = 41.66. If we plan to run for 35 continuous days with

a 1.85 MBq source with 50% of the positrons surviving the start scintillator, then 50% forming

positronium in the powder, 1/2 in 𝑚 = ±1 ortho-positronium, then this simulation corresponds to

1/7000 of the full planned statistics. This translates to Δ𝐶𝐶𝑃 = 2× 10−4 a factor of 10 times higher

statistical sensitivity than the previous search. This is if we assume the same tensor polarization

as the Tokyo experiments [39]. This level of increased sensitivity will also require a reduction in

systematic uncertainties by a factor of 3. The primary systematics for the Tokyo experiment were

from the stepper motor that rotated the setup. This is completely removed in the present array,

and replacing the permanent magnets with an electromagnet will allow careful characterization of

many systematic effects.

7.7 Spreading of the source, finite energy resolution, and 2-𝛾 backgrounds

7.7.1 2-𝛾 events

Some portion of the positronium decays through 2-𝛾 annihilation, resulting in two back-to-back

511 keV photons. One photon could Compton scatter off of inactive material and hit a detector

in a configuration we record. Currently this simulation has no inactive material, and the final

experiment will have all material between the source and the detector made from low Z material,

which will minimally scatter the photons.

Including finite spreading of the source makes the detector configurations geometrically sensi-

tive to back-to-back photons. This is illustrated in Figure 7.15 for the central ring detectors, drawn

roughly to scale. Spreading of the source means the decay is no longer at the origin, and if it spreads

far enough then a straight line can connect two detectors and the positronium decay position. For

the 157.5◦ pairs, highlighted in darker blue, The configuration is sensitive to 2-𝛾 decays once the

decay occurs within the region banded by the two red or purple lines. Also drawn are circles of
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radii 1 cm and 2 cm. Further complicating issues, the combinations shown in this figure do not

represent any of the configurations in Figure 7.4. The combinations sensitive to the signal are those

between detector rings, which have an even sharper opening angle than that shown.

Figure 7.15 Pairs of detectors in the central ring, highlighting the regions where 2−𝛾 decays are
visible (between the red lines or the purple lines). Some scale is given for the central circles, to
be compared with the stopping position simulations in Chapter 6. Note this is the geometry for
coincidences within the central ring, which we do not consider here. For coincidences between the
outer ring the angle between detectors is closer to 180◦, and the two bands are even closer.

7.7.2 Finite source spread

The positronium source is not point-like. The spreading of the source is dependent on the 𝛽

source used. The 68Ga source produces substantially broader spreading of the positronium source

compared to 22Na.

To estimate the effect of spreading we directly take the stopping distributions from Chapter

6. The 2-D histogram of stopping positions is used as an input to be sampled as a probability

distribution function. One limitation is that the 2-D histogram is taken as a distribution for 𝑧 and

𝜌, and a random 𝜙 is generated, as well as randomly choosing whether 𝑧 > 0 or 𝑧 < 0. All inputs
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generate an azimuthally symmetric source with mirror symmetry between positive and negative

𝑧. The caveat to this exception is that the entire source distribution can be shifted to an arbitrary

position, so the origin for the distribution can be shifted away from the origin of the detector array.

The 2-D energy distributions for the 3-𝛾 and 2-𝛾 events for the Symmetric 157.5◦ configuration

for a point source, a 22Na source, and a 68Ga source are shown in Figure 7.16 for Design (B), and in

Figure 7.17 for Design (C). The dilution due to 2-𝛾 is substantially worse for the Symmetric 157.5◦

configuration than for any other configuration (this is the closest to back-to-back). There are far

more back-to-back photons when spreading of the source is included, however these events leave

a very distinct energy pattern in the detectors. The spreading of the source increases the amount

of phase space selected, but it does not lead to misidentification of events, the energy recorded is

still the energy of the photon (up to the effect of Compton scattering and X-ray escapes). It is an

interesting coincidence that the corner of phase space where all 3 photons have the same energy

(𝜔1 = 𝜔2 = (2/3)𝑚𝑒) is exactly equal to the "double Compton shoulder" for two 511 keV photons.

The 2-𝛾 distribution is still separable with energy cuts. The coincidence counts for each

configuration for both sources in Design (B) and (C) is given in Table 7.3. The spreading generally

reduces the number of events in the configurations that select large regions of phase space (157.5◦),

but increase the number of events for the configurations that are only sensitive to a small corner of

phase space (112.5◦).

N𝑝𝑡𝑠𝑟𝑐

3𝛾 (B) N𝑁𝑎
3𝛾 (B) N𝐺𝑎

3𝛾 (C) N𝑁𝑎
3𝛾 (C) N𝐺𝑎

3𝛾
S157.5 22412 22056 20252 22526 22274
S135 10122 9254 7989 9982 9327
S112.5 1711 1769 1571 1804 1827
A157.5 12651 13072 1300 12679 13051
A135 3552 3860 4305 3663 3921
A112.5 34 91 346 66 132

Table 7.3 3-𝛾 coincidences for each configuration including the spreading of the source. Design
(C) shows the least amount of spreading of the positronium.
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Figure 7.16 Point source (left), 22Na (middle), and 68Ga (right) coincidence events for 3-𝛾 decays
(top) and 2-𝛾 decays (bottom) using the Design (B) for the start detector and powder. Note the
spreading of the source merely makes more of the phase space visible, but does not map events into
or out of the phase space (with the exception of the included effect of Compton scattering).

7.7.3 Finite energy resolution

The detectors will have roughly 12% FWHM resoltuion at 511 keV and a 1/
√
𝐸 scaling. More

specifically we take the function,

𝜎(𝐸)/𝐸 =
(
0.0433

)
/
√︁
𝐸 (MeV) (7.1)

as extracted from data that will be presented in Chapter 8. For any event with a given deposited

energy, a random number gaussian distributed around 𝐸 with width 𝜎𝐸 is sampled. This is

illustrated in Figure 7.18. The Symmetric 157.5◦ configuration’s 3-𝛾 distribution for a point source

is shown in Figure 7.19. The effect on the measured distributions, for Design (B) are estimated in

Figure 7.20, and for Design (C) in Figure 7.21. The smearing of the 3-𝛾 events is not particularly

nefarious, it simply moves events around inside of the wide energy cuts. The primary concern

is when it leads to a misidentification of which photon had highest energy and which had second
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Figure 7.17 Point source (left), 22Na (middle), and 68Ga (right) coincidence events for 3-𝛾 decays
(top) and 2-𝛾 decays (bottom) using the Design (C) for the start detector and powder. Note the
spreading of the source merely makes more of the phase space visible, but does not map events into
or out of the phase space (with the exception of the included effect of Compton scattering).

highest. By intuition this might seem like a disastrous thing to happen, however inspection of the

tensor term shows that flipping k̂1 ↔ k̂2 does not change the sign of the signal for Symmetric

events. This is because flipping the two photon labels flips the normal of the decay plane, but it also

flips 𝜅1𝑧. It is clear that there is no energy cut that removes all 2-𝛾 events without also removing

good 3-𝛾 events.

7.7.4 Dilution for various start detector designs

Now the effects of the combined radioactive source, start detector geometry, powder density,

and energy resolution can be combined. The reduction in counts for all configurations for these

combinations is given in Table 7.4. There is a reduction in overall counts on the scale of 10-20%.

This reduces the statistical sensitivity of the experiment and will require slightly longer runtime.

For the Symmetric 157.5◦ configuration the 3-𝛾 and 2-𝛾 counts are given in Table 7.5. These are
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Figure 7.18 Estimation of the response function for the final crystals. These values are taken from
data in Chapter 8. The width of the peak is taken for the 202, 307, 511, and 1275 keV peaks and
fit with 1/

√
𝐸 . The right plot demonstrates the Gaussian response with the corresponding width at

each energy.

Figure 7.19 Coincidence distribution for Symmetric 157.5◦ pair of detectors (and a point source).
This shows the same event distribution with (right) and without (left) applying the response function
from Figure 7.18.
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Figure 7.20 Same events as shown in Figure 7.16 for Design (B), with the response function from
Figure 7.18 applied event by event.

the number of coincidences in the energy cuts of the "phase space triangle", for 108 3-𝛾 decays and

108 2-𝛾 decays.

N𝑝𝑡𝑠𝑟𝑐,𝜎∞
3𝛾 N𝑝𝑡𝑠𝑟𝑐

3𝛾 (B) N𝑁𝑎
3𝛾 (B) N𝐺𝑎

3𝛾 (C) N𝑁𝑎
3𝛾 (C) N𝐺𝑎

3𝛾
S157.5 22412 18549 17923 16821 18531 18223
S135 10122 9239 8386 7292 9123 8512
S112.5 1711 1948 1965 1849 2000 2027
A157.5 12651 11783 12035 11937 11724 12046
A135 3552 3368 3742 4205 3437 3724
A112.5 34 224 342 608 285 348

Table 7.4 Combined effect of source spreading and finite resolution on the number of 3-𝛾 coinci-
dences observed for each coincidence configuration. This is presented for both radioactive sources
and both inner module designs.

7.8 Inter-ring shielding

The array will feature a lot of detectors, and each detector sees a lot of detectors. Nearly 90%

of the pseudo-triplet decays to two photons, and a large fraction of those Compton scatter and only
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Figure 7.21 Same events as shown in Figure 7.17 for Design (C), with the response function from
Figure 7.18 applied event by event.

Design source N3𝛾 N2𝛾
point source, infinite resolution ptsrc 22412 –
point source, finite resolution ptsrc 18549 26
Design (B) finite resolution 22Na 17923 485
Design (B) finite resolution 68Ga 16821 2733
Design (C) finite resolution 22Na 18531 641
Design (C) finite resolution 68Ga 18223 2031

Table 7.5 Detection efficiency for 2-𝛾 and 3-𝛾 events for the 157.5 ◦ pair of detectors in all three
configurations.
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deposit part of their energy. This leads to many events where a photon scatters to its neighbor

and yields hits with lower energy. There is no room to add shields between detectors in a ring,

however it might be feasible to add shielding between the rings, and this could substantially reduce

the amount of Compton coincidences. Consider a "wedge" shield specified as in Figure 7.22. This

forms a circular wedge between the rings.

Figure 7.22 Geometry of the shield, showing a radial slide through the shield. (currently a
placeholder).

Two shields are shown in Figure 7.23, with 𝛽0 = 9◦, 𝛽1 = 23◦, and two different inner radii (𝑟0).

These shields need to extend inwards beyond the detector face to truly block the detectors from

each other.

(a) (b)

Figure 7.23 Array with shielding between the rings. The left shows shielding with an inner radius
of 4 cm, and the right shows inner radius of 6 cm.
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Firstly, consider the dependence on the material for the shielding. The shielding should block

photons scattered off the detectors. At the same time adding shielding adds events that scatter off

the shield and hit the detectors. Figure 7.24 shows the energy deposited in the shield for 511 keV

photons fired isotropically in the array. This features the two likely shielding options, lead and

brass, and also includes silver simply because it lies between the two options in terms of atomic

number and density. The amount of Compton scatter versus photopeak events is highly dependent

on the material, quickly reducing as the atomic number is decreased.

Figure 7.24 Energy deposited in the shield by isotropic 511 keV photons. Brass is shown in red,
Silver in pink, and lead in blue. Note the relative heights of the Compton continuum versus the
photopeak. Lead will provide the best shielding as it is produces almost an order of magnitude less
scattering.

There are a few ways to slice up the data to glean insights into this design. We record events

with 2 hits, and create a matrix where the x-index corresponds to the first object hit, and the y-index

to the second object hit. All hits within a ring are summed, and the two shields are treated as one

object. This is shown for the detector array with no shielding in Figure 7.25. The diagonal elements

mean a photon scattered from one detector to another within the same ring. An off-diagonal means

it scattered from one ring to another.

Figure 7.26 corresponds to the array with shielding. This shows a decrease in events scattering

between rings. For a shield of inner radius 6 cm (in line with the front face of the detectors)

scattering from outer rings to inner rings is reduced from 1700 events to 300 events with a shield.

Extending the shield inwards to 4 cm radial distance this number dramatically drops again down to
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Figure 7.25 Quantifying the scattering between detector rings for isotropic 511 keV photons. The
x-axis is the first object hit and the y-axis is the second object hit.

about 45 events.

The amount of photons that scatter off the shielding and hit a detector far outweigh any reduction

of scatters between crystals. For the inner ring has an additional 8700 events where the photon

scattered off the shield, and for the smaller radius shield this number goes up to 10200. In effect

this adds a huge amount of background, but only minimally reduces the coincidence hits between

detectors. This is worse than it seems, for two neighboring crystals in the final experiment both hits

are recorded and this does not look like a signal. The shielding is not an active detector element,

so for hits scattering off the shielding the events cannot be simply vetoed. This amounts to a large

distortion to the spectrum to fix a problem that could largely be removed by coincidence logic.

(a) 𝑟0 =6 cm (b) 𝑟0 =4 cm

Figure 7.26 Scattering between detector rings and shielding for lead shielding. The color scaling
is on the same scale as Figure 7.25.

Now consider some more finely grained information. Take a slice in 𝜙 centered on three

detectors, column 0 (0x00, 0x10, and 0x20). The observed spectra for these detectors and the

neighboring crystals in columns 1 and 2, with and without the shielding is shown for a lead shield

matching the design described above in Figure 7.27, extending to 𝑟0 =6 cm inner radius. The
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spectra in blue are with no shielding, and in red is with shielding. This has no trigger on number

of hits so it includes multiple scatterings.

Figure 7.27 Energy spectra of column 0, 1, and 2 detectors for 511 keV singles restricted to
azimuthal angles centered on column 0. Shown for no shielding (blue) and Pb shielding extending
to 𝑟0 =6 cm radius (red).

There is little to no benefit looking at the nearest neighbor, it seems to reduce the low energy

hits, but increase the high energy. There is a clear reduction in hits to the crystals two away.

However, compare the y-axis scales shows that any effects on neighboring crystals is very small

compared to the increase in counts in the central crystals.

This was the pattern throughout the full parameter space. In general, making the shield thinner

and going to a smaller radius reduces the spurious scatterings. The closest design to something

that would be considered beneficial (reduction in scattering events relative to no shielding) was

when the shielding was made of lead, angled at 𝛽0 = 15◦ and 𝛽1 = 17◦, and extended all the way to

𝑟0 =1.5 cm radius. The results are shown in Figure 7.28. This unrealistic design has a front edge

that is less than a mm wide.
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Figure 7.28 Energy spectra of column 0, 1, and 2 detectors for 511 keV singles restricted to azimuthal
angles centered on column 0. Shown for no shielding (blue) very thin Pb shield extending down to
𝑟0 =1.5 cm from the origin (red).

Brass shielding, which is far easier to produce, was purely detrimental in all configurations

tested. We chose to not pursue shielding between rings. It seems to almost exclusively be

detrimental, adding spurious counts while reducing very little of the backgrounds that matter.
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CHAPTER 8

FIRST PROTOTYPE TESTING

8.1 Overview

In this chapter we present the design of the support structure that will hold the array of detectors

in the magnet. This is followed by the design and printing of a support for the start detector and

powder that will hold the prototype inner module in the center of the detector array.

This is followed by tests with three finalized crystals mounted on the central support ring and

read out with the start detector in the center of the ring. We studied the timing properties of the

system, the various coincidences observed, and the positronium physics observed.

8.2 Gamma array support structure

The 𝛾-detectors will all be placed in custom designed frames that both mount the crystal onto

the frame, and hold the SiPM on the back of the crystal. This piece must handle the tilt of the outer

rings, as such there are two designs of frames. The frames with an angle of 60◦ are labeled the

"outer frames", and those with a 90◦ angle are the "central frames". An outer frame is shown in

Figure 8.1 The frame features a base that directly attaches to the support structure, and a "clamp"

(a) (b)

Figure 8.1 Frame for mounting the detector onto the support structure. It features a "clamp" that
screws onto a back frame that holds the crystal onto the frame. (a) The combined frame and crystal
in the CAD file. (b) A finalized crystal in the constructed frame.

that screws onto the base. The clamp holds the crystal onto the base from about halfway along the

length of the crystal. This ensures that there will be little material between the front face of the
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detector and the central source. The back of the frame has a set of holes for the SiPM to screw

directly into.

The frames attach onto an aluminum ring, with sixteen detectors attached on one side. Figure

8.2 shows two outer ring crystals attached onto the support. The tilted outer ring crystals sit very

close to each other.

Figure 8.2 Two final LYSO crystals in the tilted frames attached to the support ring. The inner
clamp of the frames are nearly touching. The final LYSO crystals will be covered by a Tyvek foil
over the TiO2 paint not included in this image.

The main support structure consists of two aluminum rings, each with 16 tilted detectors

attached on the outer edges. The central detectors can be attached to the inner side of either ring.

This design is shown in Figure 8.3.

Finally, this three ring structure is connected by four support legs onto outer rings that attach

to the outer sides of the magnet. The full model for the support structure with all crystals is shown

in Figure 8.4. The manufactured structure without crystals (or crystal frames) is shown installed in

the warm bore of one of the FRIB Positron Polarimeter magnets in Figure 8.5.

The diameter of the warm bore of the magnet is about 22 cm. Accounting for the mounting and

the crystals that are 30 mm in length leaves about a 12 cm diameter cylinder for the entire inner

detector support structure.

123



Figure 8.3 Cross section of detector array, showing all three rings of detectors mounted on the
central aluminum support. Each central detector can attach to either the upper or lower ring, but
here they are all attached to the lower ring.

Figure 8.4 Full array support structure. The central aluminum frame is attached to two large rings
that will attach to the outer frame of the magnet.

8.3 Start detector support structure

The start detector and the powder need to be held in the center of the array. The position of the

inner module should be adjustable to moderately high precision to avoid any offsets of the source.

The powder and start detector are on the scale of 2-3 cm radially, with 6 cm radius to the crystals.
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Figure 8.5 Aluminum support structure installed in one of the Positron Polarimeter magnets. All
48 detectors will be attached ot the two central rings.

There is still the possibility of manufacturing a smaller start detector and powder container (at the

cost of losing some 𝛽’s that could have formed positronium), but for now we proceed with the

current prototypes that we have on hand.

Two students, Vimbainashe Chado (MSU) and David-Michael Peterson (MSU), worked on

designing a support structure to hold the inner module. this must be non-magnetic, and induce as

little scattering as possible. The natural solution is to 3-D print a support structure that can attach

to the main support frame. 3-D printers mainly print in polylactide (PLA) plastic which is low Z

and will induce minimal scattering in the final experiment.

The support accommodates the current start detector read out with SiPMs. This breaks the

azimuthal symmetry of the structure and will not be the design for the final experiment. The

structure is shown in Figure 8.6, and in the full array support in Figure 8.7. The piece highlighted

in dark blue holds the start detector, and places enough pressure onto the SiPMs to couple them to

the sides of the start detector. This piece will be used for future tests to be performed in the magnet.

8.4 Demonstrator

We constructed a demonstrator using the 3 finalized 𝛾-detectors and the start detector and

powder specified in Design (A). In principle this is all that is needed for the experiment, as the
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Figure 8.6 Prototype design for the inner module support structure for initial tests in the magnet.
This will hold the powder and start detectors centered in the detector array.

Figure 8.7 Model of the inner module support placed in the full detector array. Not featured are
the screws that will attach the outer ring of the inner support structure to the legs of the 𝛾-detector
support structure.

count asymmetries will always use independent sets of 3 detectors. The prototype is shown in

Figure 8.8. The three crystals correspond to a configuration with an opening angle of 157.5◦. This

is not a final configuration that will be included in the asymmetry, as all the detectors were in

the middle ring. Following Figure 7.3 the detectors are labeled starting at the top of the ring and
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proceeding counterclockwise as 0x10, 0x17, and 0x19. The start detector and powder were placed

in the center of the ring. There was no mechanism to carefully fine tune the position of the source

and powder. This is visibly evident in Figure 8.8. The entire setup was raised 18 inches off the

table by foam supports which dramatically reduced backscatter of photons from the wooden table.

Figure 8.8 Demonstrator with three finalized crystals and a start detector read out by SiPMs.
The detectors are ordered following Chapter 7, starting with 0x10 at the top, 0x17, and 0x19 in
counterclockwise order. Note the asymmetric placement of the start detector and powder. Similarly
the source itself was not perfectly centered beneath the start detector.

The two sides of the start detector were summed and amplified before going to the DAQ.

This amplified the range of the ADC bits used and gave increased timing resolution [72]. No

preamplification was used on the LYSO crystals, which were digitized directly.

The signals were digitized using 250 MHz PIXIE-16 modules with NSCLDAQ [71, 72]. The

digitization used CFD timing on the signals to get improved timing from just recording timestamps.

The timing parameters for the fast filter and the CFD were tuned for the plastic and the LYSO

individually.

Most of the results in this chapter used a 22Na source beneath the start detector. At the very

end of the chapter we will present the results for a 68Ga source. As such, almost all plots have

coincidences between the 𝛽+ annihilation and the 1275 keV photon. This added structure helped to

characterize the system, but is inherent to the sodium source and should be absent when we using
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a gallium source.

8.5 Timing properties

The system has two timing properties that are important. These are the time resolution between

a hit in the start detector and a hit in a LYSO crystal, and also the timing between the LYSO’s. The

start signal is in the plastic and the stop in a LYSO. The timing between the two LYSO crystals is

useful for rejection of backgrounds. The final experiment will record triple coincidences between

two LYSO crystals and the start detector. Sharper timing resolution between LYSO crystals will

give a stronger ability to separate true coincidences from accidentals.

All timing properties presented in this section were built with an exclusive 2 hit coincidence

condition. When using a 22Na source there were 3 classes of coincidences between the 𝛾-detectors,

1) 1275 keV de-excitation photon with an annihilation photon, 2) two of the annihilation photons,

3) inherent radioactivity coincidence.

All 6 coincidence time spectra are shown in Figures 8.9 and 8.10. The timing between two

LYSO crystals was more or less straightforward. The timing between the plastic and the LYSO was

more difficult. The plastic signals were very noisy, and because the SiPM was slow the start detector

experienced pileup. This ultimately required a moderately high energy cut on the start detector to

remove improperly digitized events. Some structure persisted in the time spectrum shown in Figure

8.10. The combined results for the time resolution are quoted in Table 8.1. We achieved a timing

resolution of roughly 3.2 ns FWHM between the plastic and LYSO, and 4.3 ns between two LYSO

crystals. This data was taken with the 0.1 g/cm3 SiO2 powder, and a long lifetime component is

visible in Figure 8.10.

start 0x10 0x17 0x19
start – 3.13 3.20 3.39
0x10 – 4.14 4.47
0x17 – 4.38
0x19 –

Table 8.1 FWHM time resolution between each pair of detectors in ns. Further optimization is
needed to balance faster timing versus proper digitization of energy.

A more thorough analysis must be performed that more carefully studies the timing properties
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Figure 8.9 Timing between each pair of LYSO detectors giving between 4.1 and 4.5 ns FWHM for
each pair. These events had an exclusive 2 hit coincidence condition, and the y-axis is log-scale

versus the reconstructed energies. Ultimately the final experiment will use a much faster start

detector by replacing the SiPMs by PMTs, so a careful optimization of the timing was not pursued

at this time.

8.6 Crystal coincidences

The studies of single LYSO detectors in Chapter 4 required a "background subtraction", that is

running without a source to remove the counts from internal radioactivity of the 176Lu (Figure 4.2).

These counts are expected to be removed in the online experiment by a coincidence condition with

the start detector.

The 2-D energy distributions for coincidences between LYSO crystals is shown in Figure 8.11.

All these were coincidences between the LYSO crystals that were not in time with the plastic start

129



300− 250− 200− 150− 100− 50− 0 50 100 150
 (ns)start - t0x10t

410

510

610

co
un

ts
 (

ar
b)

(a)

300− 250− 200− 150− 100− 50− 0 50 100 150
 (ns)start - t0x17t

410

510

610

co
un

ts
 (

ar
b)

(b)

300− 250− 200− 150− 100− 50− 0 50 100 150
 (ns)start - t0x19t

410

510

610

co
un

ts
 (

ar
b)

(c)

Figure 8.10 Time spectrum when an event had only two hits, one in the start detector, and one
in a LYSO crystal. The y-axis is log-scale. There was some structure before the peak and some
structure around 130 ns after the peak.

detector. Some of these were from the 22Na source which emits a 1275 keV photon. However the

structure was dominated by the 3 peaks of 176Lu below 511 keV, at 307, 202, and 88 keV 𝛾-rays.

This structure in the coincidence spectrum occurs when one or more of the 𝛾’s from the 176Lu

decay escape the crystal and hit another LYSO crystal. For this reason there were substantially

more of these events for the two crystals that were closer to each other (0x17 and 0x19).

Looking at the 1-D spectra for these detectors (by projecting the plots down onto the x-axis

or y-axis) would show the structure dominated by the continuous 𝛽 distribution. However, this

projection throws away a lot of info. We can make better informed cuts on the 2-D distributions.

The maximum 𝛾 is at 307 keV, there was a hit with energy above that in one crystal means the 𝛽

from the intrinsic radioactivity had to be in that crystal, and the 𝛾 in the other. Some flaws in this
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Figure 8.11 2-D energy distribution from LYSO coincidences with an exclusive 2-hit coincidence
trigger. (a) and (b) correspond to crystals on opposite sides of the ring and show clear 22Na
coincidence spectra, and three 𝛾 lines below 511 keV, along with continuous spectra from the
internal radioactivity. (c) The two crystals were much closer, and the three 𝛾 lines are more
pronounced than the 511 keV and 1275 keV from the 22Na source.

argument are that both the 202 and 307 keV could be in the same crystal, but this would require

both to escape the original crystal and then hit the same crystal. This occurs, but is not as likely as

the high energy signal being from the 𝛽. We divide into 3 regions illustrated in Figure 8.12. These

separate the structure from the 511-1275 keV coincidences from the sodium source.

Plotting the distribution in each of these regions produces the spectra shown in Figure 8.13.
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These cuts on the coincidence 2-D energy distribution demonstrated an immensely cleaner internal

radioactivity spectra. This set of cuts almost entirely removed the continuous 𝛽 distribution above

307 keV. The 202 and 307 keV peaks from this data were two of the peaks used to extract the

resolution used in Figure 7.18.

Figure 8.12 Same data shown in Figure 8.11c, now plotted log scale clearly showing more structures.
Three energy windows are displayed on the x-axis and y-axis corresponding to cutting between the
307 keV peak and the 511 keV peak, isolating the 511 keV peak, and cutting above the 511 keV
peak.

Imposing a timing coincidence with the start detector should remove the internal radioactivity

events. The measured spectra in each LYSO crystal in coincidence with the start detector is shown

in Figure 8.14. This recovered a clean 22Na spectrum from the crystals without performing a

background subtraction. These two peaks served as the other two data points used in Figure 7.18

for the energy resolution. These are also the "final 𝛾-detector spectra" shown at the end of Chapter

4. The two coincidence spectra for detectors 0x17 and 0x19 are shown in Figure 8.15. This shows

the internal radioactivity events summed from windows A and C in black, and the coincidence

spectra with the start detector (scaled down by a factor of 16) in blue. This data was from the

same run, simply using different coincidence conditions. Note the unfortunate overlap between the
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Figure 8.13 The measured spectra for the internal radioactivity coincidences. Including no cuts on
the 2-D distribution, and each of the three windows shown in Figure 8.12.

Compton shoulder for the 511 keV peak (340 keV) and the backscatter peak (170 keV) with two of

the 𝛾 peaks from 176Lu at 307 keV and 202 keV.
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Figure 8.14 The observed 22Na spectrum in each individual LYSO crystal when a coincidence
condition was applied with the plastic detector.

8.7 Triple coincidences

Next we studied the timing properties with a triple coincidence. We required one hit in the

plastic, and two LYSO hits. The time spectra for the (0x10,0x17) and (0x10,0x19) pairs are shown

in Figure 8.16. In comparison with the exclusive 2 hit data, shown in Figure 8.10, the triple

coincidence data had: a lower level of accidentals, a more prominent long lifetime component,
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Figure 8.15 Two spectra from the same run, blue is the LYSO crystal in coincidence with the start
detector (scaled down by a factor of 16), black is the sum of the first and third window cuts from
Figure 8.13. These are shown for detector 0x17 and 0x19 but not 0x10 as that detector was much
farther away and did not get much statistics for the internal coincidences.

and clear structure before the peak. The detector placement was positioned to favor seeing 3-𝛾

decay and therefore made the long lifetime component look more prominent than the simple double

coincidence condition.
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Figure 8.16 Time spectra with a 3-hit coincidence, the start detector and two LYSO crystals. This
spectrum displays a more pronounced long lifetime component compared to the 2-hit coincidence
spectra.

The data was cut into two time windows, one on the peak, and one on the long lifetime. This

gave two very distinct energy distributions. We define the "peak" window between −156 ns <
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Δ𝑇 < −140 ns, and the "long lifetime" window between −130 ns < Δ𝑇 < 60 ns. The resulting

distributions for both time windows is shown in Figure 8.17. This data clearly showed the continuous

energy distribution in the data that resembles the simulations from Chapter 7. There was also a

dramatic decrease in the 511-1275 keV coincidences. This demonstrates that the planned detector

configurations will be able to separate the continuous energy distribution of 3-𝛾 decay of ortho-

positronium from the spurious coincidences from the source, and from the internal radioactivity

(which is entirely absent in these plots). Even with the DAQ un-optimized, and the start detector

in particularly performing below our planned specifications, we were still able to resolve this

distribution.
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(b) −156 ns < dT < −140 ns
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(c) −130 ns < dT < 60 ns

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

310×

Energy Detector 0x19 (ADCu)
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

5.5

6
310×

E
ne

rg
y 

D
et

ec
to

r 
0x

00
 (

A
D

C
u)

0

5

10

15

20

25

(d) −130 ns < dT < 60 ns

Figure 8.17 The 2-D Energy distribution between two LYSO crystals with a 3 hit coincidence
condition where the third hit is in the start detector. Cuts refer to the time spectra in Figure 8.16. (a)
and (b) cut on the prompt peak. (c) and (d) cut on the long lifetime component of ortho-positronium.
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The spectra shown in Figure 8.17 look much cleaner than the energy spectra shown in the Tokyo

experiment (Ref. [39]). This is a misleading comparison as the setup presented here had the source

about 26.7 mm below the center of the detector ring. This geometry favors seeing 3-𝛾 events and

largely removes 2-𝛾 events, and does not represent the planned placement of the 𝛽 source and

powder.

8.8 22Na vs. 68Ga

We also performed these studies with a 68Ga source for comparison with the 22Na data. This

source has a halflife of 270 days compared to 22Na with 2.6 years. It also had a much higher activity

at nearly 50 𝜇Ci compared to the sodium source at 7.5 𝜇Ci. This created substantially more pileup

in the start detector. The time spectrum is shown in Figure 8.18, and it was indeed less clean than

those for the sodium source. The structures correspond to improperly digitized start signals that

lead to a misconstructed time spectrum, in particular due to retriggering.

300− 250− 200− 150− 100− 50− 0 50 100 150
 (ns)start - t0x17t

10

210

310

410

co
un

ts
 (

ar
b)

(a)

300− 250− 200− 150− 100− 50− 0 50 100 150
 (ns)start - t0x19t

10

210

310

410

co
un

ts
 (

ar
b)

(b)

Figure 8.18 Time distributions between LYSO-plastic obtained with for the 68Ga source. This uses
the same coincidence trigger as Figure 8.16.

The start detector and powder corresponds to Design (A) from Chapter 6, and as shown there

is immense spreading of the positronium throughout the powder for this source. The spreading

of the positronium leads to the possibility of seeing back-to-back photons. The illustration shown

in Figure 7.15 actually corresponds to the exact geometry of this current setup. The expected

spreading of the positronium in this powder is given in Figure 6.12, and it clearly extends all the
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way out to beyond the 2 cm radius. As mentioned, this source and powder are below the plane of

the detector ring. The observed energy distribution for both time cuts is shown in Figure 8.19, and

can be compared with those in Figure 8.17. This data displayed many more back-to-back events

with the gallium source than the data for the sodium source.
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(c) −130 ns < dT < 60 ns
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(d) −130 ns < dT < 60 ns

Figure 8.19 2-D energy distribution obtained with a 68Ga source. These can be directly compared
to the plots in Figure 8.17.

Changing of the source required removing the start detector and the powder, and the demon-

strator had no mechanism to ensure a careful alignment of the source and powder in the center of

the ring. This was evident in the gallium results where the (0x00,0x19) pair saw a much larger

contribution from back-to-back photons. This is in agreement with the picture of the setup in Figure

8.8, where the start detector and powder (and most likely the source as well) are offset from the

center of the ring towards the right of the box. This means it was closer to the 0x19 detector than

137



the 0x17 detector.

8.9 Simulation

We are able to specify this setup in the Geant4 simulation, and run the expected 3-𝛾 and 2-𝛾

events the 𝛽 source using Design (A), offset below the ring to appropriately match the setup. Since

this powder had a lifetime of 70 ns there is a 50/50 weighting of the two spectra. The 2-𝛾 and 3-𝛾

distributions for both sources are shown in Figure 8.20.
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(a) 22Na 2-𝛾
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(b) 22Na 3-𝛾
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(c) 68Ga 2-𝛾
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(d) 68Ga 3-𝛾

Figure 8.20 Monte-Carlo simulation of the 2-D histograms obtained with a 22Na and a 68Ga source
under the condition of the test, for 2-𝛾 and 3-𝛾 events. The combinations are shown in Figures 8.21
and 8.22.

This simulation takes the stopping positions throughout the powder and generates either a 2-𝛾

event at that position or a 3-𝛾 event. The powder and start detector are not currently implemented

in the 𝛾-simulation, they are included in the 𝛽-stopping simulation, but then when importing that
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into the second simulation we currently treat the positronium as if it is decaying in air. Indeed there

are no inactive elements in the current simulation, and therefore the coincidences where one photon

scattered off of material in the demonstrator will not be present. The combined spectra along with

both measured distribution are shown for 22Na and 68Ga in Figures 8.21 and 8.22 respectively.
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(a) Data for (0x10,0x17)
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(b) Data for (0x10,0x19)
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(c) Simulation

Figure 8.21 (a), (b) Measured energy distribution for events in the long lifetime component. (c)
Simulation of the combined results for 2-𝛾 events and 3-𝛾 events for 22Na from Figure 8.20.

We are able to reproduce the combined peak and continuum structure. The source was not

carefully centered which created an asymmetry in the coincidences between the two detector pairs.

The gallium data showed extra structure that matches up with backscatter peaks, where one 511

keV photon hit one detector, and the other scattered off of material in the setup and then hits the

other detector.
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(a) Data for (0x10,0x17)
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(b) Data for (0x10,0x19)
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(c) Simulation

Figure 8.22 (a), (b) Measured energy distribution for events in the long lifetime component. (c)
Simulation of the combined results for 2-𝛾 events and 3-𝛾 events for 68Ga from Figure 8.20.
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CHAPTER 9

NEW PHYSICS IN 3-𝛾 DECAY OF POSITRONIUM

We have now demonstrated that we can observe the continuous 2-D energy distribution from 3-𝛾

decay. It is necessary to investigate how symmetry violations would affect this distribution. The

full theoretical description of symmetry violations in angular correlations of 3-𝛾 decay of ortho-

positronium (when photon polarizations are not measured) was worked out by Bernreuther, Löw,

Ma, and Natchmann in Ref. [19]. This work was reviewed in Chapter 2. In this chapter we connect

the measurement of an asymmetry with the extraction the CP-violating form factors proposed in

Ref. [19]. This requires rethinking some aspects of the analysis. Much of this chapter is also

directly applicable to searches for the form factor 𝑏3 (referred to as "the correlation ŝ · n̂" that has

been searched for in Refs. [37, 41, 42, 43, 44] and the planned upcoming searches in Refs. [78, 79].

However, to date, no model has been proposed for this form factor. For the purposes of this work,

we will focus on the CP-violating signature the present project will search for.

We first provide a brief review of the form factors describing 3-𝛾 spin-1 positronium decay,

and which form factors correspond to the signal. The rest of this chapter relates the measurement

to extracting these form factors. This requires including detector acceptances into the calculation

of asymmetries. This is pursued as far as possible without assuming a model. Finally we end the

chapter by interpreting the experiment in the context of CP-violating state mixing in positronium.

9.1 Form factors in ortho-positronium decay

All measurements of angular distributions of the photon momenta in the 3-𝛾 decay of spin-1

positronium to 3 photons can be fully described by 9 irreducible tensors each multiplied by a form

factor (that is itself a function of the energies of the photons). The structure of the irreducible

tensors follows from the kinematics and are determined by the rotational properties of the system.

The form factors are determined by the dynamics, either by the Standard Model or new beyond

Standard Model physics. Below the form factors are tabulated, including the positronium trait that

drives the distortion, and the kinematic terms that generate nonzero expectation values from these
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Form factor Tensor structure Ps dependence Expectation values
𝑎(𝜔1, 𝜔2) 13𝑥3 Tr(𝜌) 𝑁3𝛾
𝑏1(𝜔1, 𝜔2) 𝜅1𝑖 s𝑖 ⟨𝜅𝑎𝑖⟩
𝑏2(𝜔1, 𝜔2) 𝜅2𝑖 s𝑖 ⟨𝜅𝑎𝑖⟩
𝑏3(𝜔1, 𝜔2) 𝑛𝑖 s𝑖 ⟨𝑛𝑖⟩
𝑐1(𝜔1, 𝜔2) 𝜅1𝑖𝜅1 𝑗 𝑠𝑖 𝑗 ⟨𝜅𝑎𝑖𝜅𝑏 𝑗 ⟩, ⟨𝑛𝑖𝑛 𝑗 ⟩
𝑐2(𝜔1, 𝜔2) 𝜅2𝑖𝜅2 𝑗 𝑠𝑖 𝑗 ⟨𝜅𝑎𝑖𝜅𝑏 𝑗 ⟩, ⟨𝑛𝑖𝑛 𝑗 ⟩
𝑐3(𝜔1, 𝜔2) 𝜅1𝑖𝜅2 𝑗 𝑠𝑖 𝑗 ⟨𝜅𝑎𝑖𝜅𝑏 𝑗 ⟩, ⟨𝑛𝑖𝑛 𝑗 ⟩
𝑐4(𝜔1, 𝜔2) 𝜅1𝑖𝑛 𝑗 𝑠𝑖 𝑗 ⟨𝜅𝑎𝑖𝑛 𝑗 ⟩
𝑐5(𝜔1, 𝜔2) 𝜅2𝑖𝑛 𝑗 𝑠𝑖 𝑗 ⟨𝜅𝑎𝑖𝑛 𝑗 ⟩

Table 9.1 The nine form factors fully describing angular distributions of spin-1 positronium decay
to 3-𝛾. 𝑎 and 𝑏 can stand for any of the 3 photons. Any object with two indices should be interpreted
as a traceless symmetric tensor.

terms. Following Chapter 2, we denote the components of the unit vectors,

k̂𝑎 = 𝜅𝑎𝑥 x̂ + 𝜅𝑎𝑦ŷ + 𝜅𝑎𝑧ẑ (9.1)

n = n̂ = 𝑛𝑥 x̂ + 𝑛𝑦ŷ + 𝑛𝑧ẑ (9.2)

the normal to the decay plane n is always taken to be normalized. For brevity, the notation for

traceless symmetric tensors is shortened, for instance we write ⟨𝜅𝑎𝑖𝜅𝑏 𝑗 + 𝜅𝑎 𝑗 𝜅𝑏𝑖 − 2
3 k̂𝑎 · k̂𝑏𝛿𝑖 𝑗 ⟩ →

⟨𝜅𝑎𝑖𝜅𝑏 𝑗 ⟩. These terms are given in Table 9.1

The term 𝑎(𝜔1, 𝜔2) is the Ore-Powell distribution for isotropic ortho-positronium decay. 𝑏1

and 𝑏2 are CP-violating vector terms. 𝑏3 is indicative of new physics as it is very small in the

Standard Model, being induced by final state photon-photon scattering. It is not indicative of

CPT -violation as argued in Refs. [37, 42, 41, 44, 80]. 𝑐𝑖 for 1 ≤ 𝑖 ≤ 3 are distortions to the

angular distribution induced by QED. Finally 𝑐4 and 𝑐5 correspond to the CP-violating form factors

we intend to search for. Note that the definition of the tensor polarization in Ref. [19] and used

here differs from the alignment 𝑃2 as defined in Refs. [38, 39] by 𝑃2 = 3𝑠𝑧𝑧. The form factors

𝑐4 and 𝑐5 are "clean signatures" of CP-violation, in that they are not T -odd signatures that then

invoke CPT -symmetry to equate with a violation with CP-violation. As such they cannot be

mimicked by radiative corrections and final state interactions, unless those interactions violate CP

themselves [18, 19].
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The expected rate for an event with photons having momenta (k1, k2, k3) is given as,

𝑁 (k1, k2, k3) = 𝑎(𝜔1, 𝜔2) + s · B(k1, k2, k3) + 𝑠𝑖 𝑗𝐶𝑖 𝑗 (k1, k2, k3) (9.3)

In order to turn this into an asymmetry in counts, we need to incorporate a description of the

detector placement and energy cuts into the theoretical description.

9.2 Detector acceptance and phase space cuts

All real experiments have finite detector acceptances and efficiencies. These manifest as

restrictions to the phase space integration. This is included in the description by following Appendix

D in Ref. [19]. We define the "characteristic function," for a pair of detectors with a highest energy

detector with placement Ω1 and a second highest energy detector with placement Ω2,

𝜒𝑎 (k1, k2, k3) =


1, k̂1 ∈ Ω1, k̂2 ∈ Ω2

0, o/w
(9.4)

this is an estimation of the apparatus if the detectors have perfect detection efficiency, and are only

affected by solid angle and geometry. Specifically it returns 1 when both k̂1 hits the highest energy

detector and k̂2 hits the second highest energy detector, or it returns 0 otherwise. In essence, this

means that, by specifying the detector placement and energy cuts we are selecting a region of phase

space. For this reason the authors of Refs. [18, 19, 20] refer to these as "phase space cuts." The

number of coincidence counts for a given pair 𝑎 is,

𝑁𝑎 =

∫
d 𝑓 3𝛾𝜒𝑎 (k1, k2, k3)𝑅𝑖 𝑗 (k1, k2, k3)𝜌 𝑗𝑖 (9.5)

=

∫
d 𝑓 3𝛾

Ω1Ω2
𝑅𝑖 𝑗 (k1, k2, k3)𝜌 𝑗𝑖 (9.6)

=

∫
d 𝑓 3𝛾

Ω1Ω2

(
𝑎(𝜔1, 𝜔2) + s · B(k1, k2, k3) + 𝑠𝑖 𝑗𝐶𝑖 𝑗 (k1, k2, k3)

)
(9.7)

where
∫

d 𝑓 3𝛾
Ω1Ω2

is the phase space restricted to the regions where the two photons hit the detectors

(and pass the energy cuts). This is the coincidence counts for a pair of detectors after integrating

over the energy cuts. We consider a second pair of detectors that is the CP-image of pair 𝑎. This is

referred to in ref. [18, 81] as "CP-invariant phase space cuts." Holding the highest energy detector
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Figure 9.1 Sketch of the detector rings showing the highest energy detector to lie in the x-z plane
and the two pairs are related by flipping the y-component of k̂2. This is true for Symmetric and
Asymmetric configurations, and all 16 sets can be related by an azimuthal rotation.

the same at Ω1, and choosing a second detector to form a pair, Ω′
2 (Figure 9.1), gives,

𝑁𝑏 =

∫
d 𝑓 3𝛾

Ω1Ω
′
2
𝑅𝑖 𝑗 (k1, k2, k3)𝜌 𝑗𝑖 (9.8)

=

∫
d 𝑓 3𝛾

Ω1Ω
′
2

(
𝑎(𝜔1, 𝜔

′
2) + s · B(k1, k2, k3) + 𝑠𝑖 𝑗𝐶𝑖 𝑗 (k1, k2, k3)

)
(9.9)

The detector placement is chosen such that between two pairs the terms we are not interested in

are equal, and the terms we are interested in are equal but opposite in sign. This will be expanded

upon in the context of the experiment below. To lighten the notation we shorten Ω1Ω2 to simply Ω.

9.3 Extraction of count asymmetry terms

We now consider a positronium state with no vector polarization, and no off-diagonal terms in

the tensor polarization. This gives, 𝑠𝑖 = 0, 𝑠𝑥𝑦 = 𝑠𝑦𝑧 = 𝑠𝑧𝑥 = 0. There is a net tensor polarization,

𝑠𝑧𝑧, and compensating diagonal terms to ensure traceless-ness 𝑠𝑥𝑥 = 𝑠𝑦𝑦 = −1
2 𝑠𝑧𝑧. We follow the

convention for tensor polarization used in Ref. [19], −2/3 < 𝑠𝑧𝑧 < 1/3. This is addressed in

Appendix A.

Working out the term that depends on tensor polarization gives,

𝑠𝑖 𝑗𝐶𝑖 𝑗 (k1, k2, k3) = 𝑠𝑥𝑥𝐶𝑥𝑥 + 𝑠𝑦𝑦𝐶𝑦𝑦 + 𝑠𝑧𝑧𝐶𝑧𝑧 (9.10)

= 𝑠𝑧𝑧

(
𝐶𝑧𝑧 −

1
2
(𝐶𝑥𝑥 + 𝐶𝑦𝑦)

)
(9.11)
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the same simplification applies for 𝐶𝑥𝑥 + 𝐶𝑦𝑦 = −𝐶𝑧𝑧 (due to the tracelessness of the tensor). This

gives the tensor distribution,

𝑠𝑖 𝑗𝐶𝑖 𝑗 =
3
2
𝑠𝑧𝑧

{(
(𝜅2

1𝑧 −
1
3
)𝑐1(𝜔1, 𝜔2) + (𝜅2

2𝑧 −
1
3
)𝑐2(𝜔1, 𝜔2) + (2𝜅1𝑧𝜅2𝑧 −

2
3

k̂1 · k̂2)𝑐3(𝜔1, 𝜔2)
)

+
(
2𝜅1𝑧𝑛𝑧𝑐4(𝜔1, 𝜔2) + 2𝜅2𝑧𝑛𝑧𝑐5(𝜔1, 𝜔2)

)}
(9.12)

In the context of this experiment it is beneficial to break this object up into two separate terms.

Consider the first three terms as the QED induced anisotropy, and the second two terms as the

CP-violating signal,

𝑠𝑖 𝑗𝐶𝑖 𝑗 = 𝑠𝑧𝑧𝐷 (k1, k2, k3) + 𝑠𝑧𝑧𝐶 (k1, k2, k3) (9.13)

where 𝐷 corresponds to the terms that are CP-even (and non-zero in QED), and 𝐶 is the terms

that are CP-odd (and zero in QED). Taking the detector response to be the same as above gives an

updated 3-𝛾 distribution,

𝑁Ω =

∫
d 𝑓 3𝛾

Ω
𝑎(𝜔1, 𝜔2) + 𝑠𝑧𝑧

∫
d 𝑓 3𝛾

Ω
𝐷 (k1, k2, k3) + 𝑠𝑧𝑧

∫
d 𝑓 3𝛾

Ω
𝐶 (k1, k2, k3)

= AΩ + 𝑠𝑧𝑧DΩ + 𝑠𝑧𝑧CΩ (9.14)

where the last term is a definition, writing a shorthand for the function of energies integrated over

the detector placement and energy cuts. This gives AΩ as the isotropic Ore-Powell contribution,

the term DΩ is a P-even anisotropy in the distribution of k̂𝑖 over the detector solid angles, finally

CΩ is the part of the distribution sensitive to CP-violation. CΩ is the combination of the two

form factors that produce the asymmetry. This is the quantity that most closely corresponds to the

"coefficient multiplying the angular correlation," written as 𝐶𝐶𝑃𝜅1𝑧 (k̂1 × k̂2)𝑧 in Refs. [38, 39],

but has a much more complicated form,

CΩ = 3
∫

d 𝑓 3𝛾
Ω

(
𝜅1𝑧𝑛𝑧𝑐4(𝜔1, 𝜔2) + 𝜅2𝑧𝑛𝑧𝑐5(𝜔1, 𝜔2)

)
(9.15)

This cannot be separated into a purely geometric factor and a purely energy dependent factor,

because the tensor factors are different. Further we cannot make the simplifying assumption that

only one term exists and then recover a form more closely related to the coefficient searched for in
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the past. This is because 𝑐4 and 𝑐5 are related by photon indistinguishability, as demonstrated in

Appendix B. We conclude that all experiments to date were sensitive to a combination of "𝜅1𝑧𝑛𝑧"

and "𝜅2𝑧𝑛𝑧."

Considering any of the configurations shown in Figure 7.2, we take k̂1 to lie in the 𝑥 − 𝑧 plane,

then the difference between any two pairs of detectors in a configuration is flipping the sign of 𝜅2𝑦

(which therefore flips the sign 𝑛𝑧). This is illustrated in Figure 9.1. Measuring with these two pairs

of detectors only changes the sign of the CP-violating term that arises from a tensor polarized

source,

𝑁Ω = AΩ + 𝑠𝑧𝑧DΩ + 𝑠𝑧𝑧CΩ (9.16)

𝑁Ω′ = AΩ + 𝑠𝑧𝑧DΩ − 𝑠𝑧𝑧CΩ (9.17)

Measuring a count asymmetry between these detector pairs gets a signal that goes as,

𝐴 =
𝑁Ω − 𝑁Ω′

𝑁Ω + 𝑁Ω′
= 𝑠𝑧𝑧

CΩ

AΩ + 𝑠𝑧𝑧DΩ
(9.18)

This isolates the CP-violating part of the decay matrix. The term in the numerator is the term of

interest. The term in the denominator is the non-cancelling backgrounds.

Now we are in a position to study, for a given detector placement and energy cuts, what size of

signal we expect and finally arrive at a method to derive a sensitivity to CP-violating physics. We

will do this in the context of a specific model. Before proceeding to do this, we first comment on a

different method that could be used to perform this measurement, as the two methods are distinct

but have gotten mixed up in the literature.

9.4 Count asymmetry versus expectation value

Another way to do this experiment would be to measure the expectation value of an observable

that is sensitive to the symmetry violation. For example the expectation value ⟨𝜅1𝑧𝑛𝑧⟩ could be

measured. This would require recording 𝜅1𝑧𝑛𝑧 for each event and calculating the average of the

recorded values. If good phase space cuts are chosen such that there is equal acceptances for events

with negative value and positive value then a non-zero expectation value would be indicative of
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CP-violation. However,the expectation value cannot be directly compared to a count asymmetry

for the same phase space cuts.

We demonstrate this by considering a simpler analogy: searching for a P-violating interaction

in 1-D quantum mechanics. We start with a state, 𝜓(𝑥) with a well defined parity that evolves into

a new state that may or may not have definite parity. We could measure an operator that is odd

under parity, like 𝑥, meaning measure many equivalent systems and record the value of 𝑥 for each

measurement and calculate ⟨𝑥⟩ = (1/𝑁)∑𝑁
𝑖 𝑥𝑖. Another method would be to simply count how

many times the particle has a positive value for 𝑥, 𝑁+, or a negative value for 𝑥, 𝑁−. The difference

in counts, 𝐴 = (𝑁+ − 𝑁−)/(𝑁+ + 𝑁−) would also indicate parity violation. Crucially these two

quantities are not equal, 𝐴 ≠ ⟨𝑥⟩. The two are roughly related as ⟨𝑥⟩ ≈ ⟨|𝑥 |⟩𝐴 if the variation in

⟨|𝑥 |⟩ is small.

Now we consider measuring a count asymmetry between how many ortho-positronium decays

have the decay plane along +ẑ versus −ẑ. Compare that to measuring ⟨ẑ · n̂⟩, the latter quantity

will always be smaller because each event is weighted by a number less than one. This makes

comparison of the searches for 𝑏3 complicated. Three groups to date measured a simple count

asymmetry [37, 41, 43]. One group weighted each event by three different functions of energies

[42], but were careful to explain what their analysis involved and which weightings can be compared

to previous measurements. This weighting is distinct from the functions 𝑏𝑖, 𝑐𝑖 that appear in the

decay matrix. The most recent search measured an expectation value and equate it with previous

count asymmetry measurements [44]. A direct comparison of the expectation value versus the

count asymmetry artificially inflates the sensitivity of the search measuring an expectation value,

since ⟨|ŝ · n̂|⟩ = ⟨|cos(𝜃) |⟩ ≤ 1.

In short, it is important to distinguish between "measuring a term in the decay distribution

that goes as s · n̂" and "measuring the expectation value of the observable ⟨s · n̂⟩." This is another

reason we find that describing these quantities as "form factors" is more clear than calling them

"coefficients of angular correlations" as has been the norm in these measurements. The latter is the

standard nomenclature in nuclear 𝛽-decay, but in such cases the form factors are simply coefficients,
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not energy dependent functions, at least at tree level [82].

9.5 Application to the analysis

Now we adapt the theory description to the detector array. We hld 𝜅1 to always be in the same

detector and lie in the 𝑥 − 𝑧 plane. There are two detectors for k̂2 that only change the sign of 𝜅2𝑦

but not the other components. This is illustrated in Figure 9.1. This also changes 𝑛𝑥 → −𝑛𝑥 and

𝑛𝑧 → −𝑛𝑧. The angular distribution we aim to measure does change sign, 𝜅𝑎𝑧𝑛𝑧 → −𝜅𝑎𝑧𝑛𝑧 where

𝑎 = 1, 2. Here we demonstrate the structure of these energy dependent functions (𝑎, 𝑏𝑖, 𝑐𝑖...).

This is shown for the Symmetric 157.5◦ pairs of detectors (0x00,0x27) and (0x00,0x29) and the

Asymmetric 157.5◦ pairs of detectors (0x00,0x17) and (0x00,0x19). This includes the multiplicity

cuts described in Chapter 7.

9.5.1 Phase space volume

All of these form factors are defined on the decay phase space, described by the true kinematic

variables. However cuts are applied on detector level variables. The two are not in direct corre-

spondence, they are instead related by some form of a convolution matrix 𝜒(𝐸𝑎, 𝐸𝑏, 𝜔1, 𝜔2). This

maps the kinematic phase space into the detector level variables. In Figure 9.2a the phase space

defined on the kinematic variables is plotted, and in Figure 9.2b the "volume of phase space" that

the 157.5◦ Symmetric detector pair selects is plotted (for each two energies).

This is purely kinematics: any positronium physics would manifest in structure on top of this

distribution. Any "phase space cuts" are applied to detector level variables, such as coincidence

conditions and energy cuts. Figure 9.3 shows the phase space volume selected by the Symmetric

and Asymmetric 157.5◦ pairs. They indicate that going from the Symmetric to the Asymmetric

confugration decreases the opening angle, and the energy distribution selected moves closer to the

diagonal 𝐸1 + 𝐸2 = 𝑚𝑒. This is simply the energy-angle relationship shown in Figure 3.4. Any

positronium physics would manifest as distortions on top of this distribution by the matrix element

for positronium decay. The form factors are evaluated event by event using the distribution of events

shown above.
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Figure 9.2 (a) The phase space defined in terms of the photons energies 𝜔1 and 𝜔2. (b) That phase
space mapped into detector level variables, namely the energy deposited in both detectors.

9.5.2 QED terms

The Ore-Powell distribution for isotropic decay is shown in Figure 9.4a on the phase space, and

in Figure 9.4b shows this mapped into structure on the coincidence distribution for the detector

pairs. The difference from phase space (Figure 9.3) is not very large for the Ore-Powell distribution.

This is shown for the Symmetric and Asymmetric 157.5◦ configurations in Figure 9.5. This gives

the expected distribution for isotropic ortho-positronium decay and corresponds to the plots shown

in Chapter 7. The induced structure over the phase space is small.

A net tensor polarization induces a CP-symmetric contribution to the counts. This is the DΩ

term as defined above. These are shown in Figure 9.6 for a tensor polarization of 𝑠𝑧𝑧 = +1/3

(maximal positive alignment). This is a combination of the form factors 𝑐1, 𝑐2, and 𝑐3 each

multiplied by their relevant kinematic tensor. It induces a P-even anisotropy to the individual

photons distributions, and the decay plane distribution. This is exactly the angular anisotropy

measured in Refs. [35, 36]. This distortion is symmetric between the detector pairs within a

configuration, and therefore should cancel in the numerator of an asymmetry. The size of the

distortion has a nontrivial energy dependence that differs from the isotropic energy dependence.

At this point we can extract a form of sensitivity for the experiment. If we measure an asymmetry,
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(a) Symmetric 157.5◦ configuration

(b) Asymmetric 157.5◦ configuration

Figure 9.3 Phase space selected by the detector pairs for both the Symmetric and Asymmetric
157.5◦ configurations.

𝐴𝑎, for configuration 𝑎, the induced asymmetry is,

𝐴Ω = 𝑠𝑧𝑧
CΩ

AΩ + 𝑠𝑧𝑧DΩ
(9.19)

The tensor polarization 𝑠𝑧𝑧 is known (taken as a given for now, discussed in Chapter 10), and we

can estimate AΩ + 𝑠𝑧𝑧DΩ from these simulations as they are determined by the Standard Model.

This enables the extraction the purely CP-violating contribution to the asymmetry CΩ.

CΩ =
1
𝑠𝑧𝑧

(AΩ + 𝑠𝑧𝑧DΩ)𝐴Ω (9.20)

For the experiment as outlined, and a source with tensor polarization perfectly aligned along the 𝑧-

axis, this term can only be induced by CP-violating physics. Formally this term is given in Equation
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Figure 9.4 (a) The QED distribution for isotropic ortho-positronium decay plotted on the phase
space. This distribution is sharply peaked at high energies. (b) The same distribution mapped into
detector level variables.

9.15, however without a specific model we do not have the form of 𝑐4(𝜔1, 𝜔2) and 𝑐5(𝜔1, 𝜔2) and

this cannot be simplified further. Since the term CΩ still contains effects of detector placement

and energy cuts it cannot be directly compared between experiments that used different cuts. This

makes the comparison more complicated than when considering "𝐶𝐶𝑃" as in Refs. [38, 39]. In fact,

each detector configuration within the current experiment selects different areas of phase space,

and therefore different CΩ and CΩ′ . Two models will predict different magnitudes of these terms,

and therefore the measurements from the different configurations cannot be combined into a net

result in a model independent way.

We now proceed to consider a specific model, given in Ref. [19] for mixing of positronium

states. We identify the phase space dependence, and what signal it would induce in the planned

experiment.

9.5.3 CP-violating mixing of 13𝑆1 and 21𝑃1 positronium states

In Ref. [19] the authors propose searching for indirect CP-violation in ortho-positronium decay.

Direct violation in 3-𝛾 decay would be dominated by a permanent electric dipole moment (eEDM)

which has been excluded to a high precision [16]. Instead there could be possible combinations
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(a) Symmetric 157.5◦ configuration

(b) Asymmetric 157.5◦ configuration

Figure 9.5 For each event in Figure 9.3 (meaning a 3 photon event that survives the phase space
selection) the function 𝑎(𝜔1, 𝜔2) is evaluated and the value recorded to the bin for the corresponding
detector variables (𝐸𝑎, 𝐸𝑏). This gives the QED distribution of events for unpolarized positronium.

of terms such that the production of an eEDM is suppressed, but CP-violating state mixing is not

suppressed. They considered the CP-violating mixing of the 13𝑆1 and 21𝑃1 states. Note that the

decay of 21𝑃1 positronium is suppressed due to the atomic structure of positronium, this supresses

the effects of state mixing by a factor of 𝛼/(2
√

8) ≈ 1/775. The phenomenology of direct versus

indirect CP-violation is explored in Appendix B, and the source of this suppression is illustrated.

This large factor dominates any estimated sensitivity, effectively reducing it by a factor of 103.

With a specific model, the count asymmetry can be translated into a sensitivity to a new physics

parameter. Here the parameter is the real part of the mixing term between the two Ps states, Re(𝛿1)
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(a) Symmetric 157.5◦ configuration

(b) Asymmetric 157.5◦ configuration

Figure 9.6 For each event in Figure 9.3 (meaning a 3 photon event that survives the phase space
selection) the appropriately summed form factors 𝑐𝑖 (𝜔1, 𝜔2) for 0 ≤ 𝑖 ≤ 3, weighted by their
respective kinematic tensors, is evaluated and the value recorded to the bin for the corresponding
detector variables (𝐸𝑎, 𝐸𝑏). This gives the QED distortion for maximally aligned positronium.

[19]. We can pull this term out of the model dependent function of energies,

CΩ
𝑚𝑖𝑥 = Re(𝛿1)C̄Ω

𝑚𝑖𝑥 (9.21)

Now we evaluate C̄Ω
𝑚𝑖𝑥

over the detector placement and energy cuts, which produces a signal with

size 𝑠𝑧𝑧Re(𝛿1)C̄Ω
𝑚𝑖𝑥

. This is plotted in Figure 9.7. It is immediately evident that, in contrast to

Figures 9.5 and 9.6, the CP-violating distribution does indeed change sign between the two detector

pairs within a configuration and will therefore create an asymmetry in coincidence counts.

Now an "analyzing power" can be defined for this specific model. A measured asymmetry 𝐴𝑎
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(a) Symmetric 157.5◦ configuration

(b) Asymmetric 157.5◦ configuration

Figure 9.7 Taking the events from Figure 9.3 and evaluating the CP-violating functions that arise
in state mixing for ortho-positronium given in [19]. Unlike the QED contributions in Figures 9.5
and 9.6, this does create an asymmetry between the detector pairs.

can be related to the new physics parameter as,

𝐴𝑎 = 𝑠𝑧𝑧Re(𝛿1)
(

C̄Ω
𝑚𝑖𝑥

AΩ + 𝑠𝑧𝑧DΩ

)
(9.22)

where the term in parenthesis is (the inverse of) the analyzing power. This means we want to

maximize C̄Ω
𝑚𝑖𝑥

and minimize AΩ + 𝑠𝑧𝑧DΩ. This cannot be called a geometric analyzing power as

there is no clean way to separate the energy dependence and the geometric tensor objects (since

k̂1 · k̂2 ≠ 0). If C̄Ω
𝑚𝑖𝑥

only got contributions from one term, this would be possible (for example this

separation can be made in the searches for the form factor ŝ · n̂𝑏3(𝜔1, 𝜔2)).

Comparing Figure 9.7 to Figure 7.13, we see that the analysis in this chapter produces a

much smoother and continuous distribution over phase space. Whereas in Chapter 7 we saw
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discontinuities in the size of the signal at the 𝜔1 ≈ 𝜔2 diagonal line. The current plots have

corrected an inconsistency in the previous analysis. This chapter has included the two CP-

violating form factors 𝑐4 and 𝑐5, whereas the analysis of the previous chapter only considered a

signal of the form 𝜅1𝑧𝑛𝑧. Inclusion of the two terms 𝜅1𝑧𝑛𝑧 and 𝜅2𝑧𝑛𝑧 has produced a continuous

distribution in the two energies. This follows from the fact that crossing the 𝜔1 = 𝜔2 diagonal

line, meaning moving from the red triangle to the purple triangle in Figure 9.7, corresponds to

swapping k̂1 and k̂2. The current analysis includes both form factors and therefore restores the

needed symmetry properties of the system. Ultimately the discontinuities in the analysis of Chapter

7 were unphysical, and were induced by the analysis considering an unphysical model for the CP-

violating physics. The distribution must be continuous and follow certain symmetry properties due

to photon indistinguishablity, as argued in Appendix B.

configuration hit order
∫
Ω

d 𝑓3𝛾 (%) AΩ DΩ C̄Ω
𝑚𝑖𝑥

Sym 157.5◦ (0,2) 2.91 × 10−2 2.70 × 10−3 −9.31 × 10−4 −8.19 × 10−7

Sym 135◦ (0,2) 1.35 × 10−2 1.24 × 10−3 −4.94 × 10−4 −2.50 × 10−7

Sym 112.5◦ (0,2) 2.35 × 10−2 2.11 × 10−4 −7.8 × 10−5 −1.81 × 10−8

Asym 157.5◦ (0,1) 1.67 × 10−2 1.53 × 10−3 6.75 × 10−5 2.54 × 10−8

Asym 135◦ (0,1) 4.90 × 10−3 4.45 × 10−4 −1.23 × 10−4 7.88 × 10−9

Asym 112.5◦ (0,1) 5.3 × 10−7 – – –
Asym 157.5◦ (1,0) 1.67 × 10−2 1.48 × 10−3 −1.34 × 10−4 −2.22 × 10−7

Asym 135◦ (1,0) 4.40 × 10−4 4.40 × 10−3 −1.38 × 10−4 −5.37 × 10−8

Asym 112.5◦ (1,0) 5.1 × 10−7 – – –

Table 9.2 Each function from Figures 9.3 through 9.7 integrated over the "phase space" triangle
that imposes the ordering of the hits by energy.

It is clear looking at Figure 9.7 that strictly cutting along the "phase space" triangle as in Chapter

7 does not necessarily line up with the contributions of the CP-violation. For the Asymmetric pair

there is almost a full cancellation within one of the considered regions. It is also worth considering

extending to the regions where we detect (k̂2, k̂3) and (k̂3, k̂1), for the Asymmetric events these get

a large contribution. Those regions get contributions from 2-𝛾 decays where one Compton scatters

off of inactive material which could obfuscate the signal contribution.

The absolute values of the analyzing power and Figure of Merit for all configurations is given
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Figure 9.8 (a) Absolute value of the analyzing power for each configuration showing which config-
urations will have the greatest effect from new physics. (b) Absolute value of the Figure of Merit
for each configuration showing which configurations have the greatest statistical sensitivity to new
physics. Figure of Merit is calculated as 𝑆𝑎𝑛

√
𝑁 where 𝑁 is the counts in one pair if there were no

new physics. S157 refers to "Symmetric 157.5◦," A157+ refers to "Asymmetric 157.5◦ when k̂1
is in the outer ring," and A157- refers to k̂1 in the middle ring. All plotted configurations have a
partner configuration with the same analyzing power using the lower ring instead of the upper ring,
doubling the statistics.

Figure 9.8. The analyzing power is calculated using the last factor in Equation 9.22. This is using

the "phase space triangle" cuts, which are not optimized. The contributions for the Asymmetric

112.5◦ are artificially set to zero for this plot because the value is so low that this simulation did

not have high enough statistics to get an accurate estimate. This Figure of Merit is calculated as

if we perform a simple asymmetry measurement. It scales the analyzing power by
√

2𝑁 where 𝑁

is the counts in one pair if there were no new physics. These numbers are for all 16 azimuthally

related configurations summed for 109 ortho-positronium decays. Equivalently this corresponds to

the counts for one configuration for 1.6 × 1010 ortho-positronium decays.

9.5.4 Statistical sensitivity estimate

We intend to use a source with an activity of 1.85 MBq, estimating that at least 50% of these

𝛽’s will reach the powder, we can expect around 40% of those will form positronium. As proposed

in this chapter, we allow the pseudo-triplet to decay so we are only recording 1/2 of the positronium
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populations. For a lifetime of 135 ns 95% of the ortho-positronium decay to 3-𝛾, and if the initial

time cut will be at 20 ns (to allow all pseudo-triplet to decay with a high B-field value), then 86%

of the 𝑚 = ±1 positronium will decay in the time window. This gets a rate of good 𝑚 = ±1

positronium decays of 1.5 × 105 per second.

The expected counts in each configuration is 𝑁𝑎 = 𝑅𝑇 (AΩ+𝑠𝑧𝑧DΩ), where 𝑅 = 150×103(1/𝑠)

and 𝑇 is the time (35 days). We can then estimate the uncertainty on the asymmetry as 𝛿𝐴𝑎 =

1/
√

2𝑁𝑎. The expected sensitivities for each configuration is quoted in Table 9.3, with the sensitivity

including the 32 sets of configurations with identical sensitivities.

configuration hit order AΩ + 𝑠𝑧𝑧DΩ 𝑆𝑎𝑛 𝑁𝑎 𝜎Re(𝛿1)
Sym 157.5◦ (0,2) 2.39 × 10−3 −1.14 × 10−4 1.08 × 109 0.19
Sym 135◦ (0,2) 1.08 × 10−3 −7.72 × 10−5 4.89 × 108 0.41
Sym 112.5◦ (0,2) 1.85 × 10−4 −3.26 × 10−5 8.39 × 107 2.37
Asym 157.5◦ (0,1) 1.51 × 10−3 5.61 × 10−6 6.85 × 108 4.82
Asym 135◦ (0,1) 4.04 × 10−4 6.50 × 10−6 1.83 × 108 8.03
Asym 157.5◦ (1,0) 1.44 × 10−3 −5.14 × 10−5 6.51 × 108 0.54
Asym 135◦ (1,0) 3.94 × 10−4 −4.54 × 10−5 1.79 × 106 1.34
Combined – – – – 0.10

Table 9.3 Estimated analyzing power and number of events for each detector configuration. Finally
translated into an expected optimal statistical sensitivity for the model of CP-violating state mixing.

All combined configurations can reach a sensitivity of 0.1 for the CP-violating mixing between

the positronium states. In the end the sensitivity for this model is dominated by the factor of 1/775

that arises from the atomic physics of positronium. This is discussed in Appendix B.

At this point it is worth emphasizing that all of the values in Table 9.2 are purely determined

by the geometry, energy cuts, stopping positions, and the model used for the new physics. The

effect of positronium state populations (and therefore alignment) and the branching ratios of 2-𝛾

and 3-𝛾 decays enter in as weightings when these quantities are summed together to get the final

coincidence counts for a given configuration. The relative weights due to state populations and 2-𝛾

branching ratios are intrinsically related, and determined by the B-field and the time cuts. All time

dependence is carried by the positronium state populations and therefore only the relative weighting

of these terms will change in time.
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CHAPTER 10

TIME DEPENDENCE IN A MAGNETIC FIELD

The time dynamics of the symmetry violating signal was treated inconsistently between the previous

two experiments [38, 39]. This signal requires tensor polarization for the positronium being studied.

However, the time dependence of the signal is not proportional to time dependence of the tensor

polarization. In Ref. [19], the authors showed that the tensor anisotropies in 3-𝛾 decay of ortho-

positronium have the same dependence on the state population, for both the QED anisotropies, and

possible CP-violating anisotropies. The early precision tests of QED in Refs. [35, 36] measured

the QED induced anisotropy and observed a net anisotropy in the distribution of final state photons.

The searches for the QED anisotropy and the CP-violating distribution started with unpolarized

positronium in a magnetic field. If the angular anisotropy is proportional to the instantaneous tensor

polarization then both experiments would see a net isotropic distribution, since the positronium

starts evenly populated and eventually all the states decay. This conflict arises from invoking

rotational invariance to calculate the time dependence of the angular anisotropies. The addition of

an external magnetic field has broken rotational invariance in these experiments.

In this chapter we extend the theoretical analysis to include the non-trivial time dynamics

induced by the magnetic field. This gives the time dependence of the signal and background

contributions for an initially unpolarized positronium atom in a static magnetic field along the

𝑧-axis in terms of the magnitude of the field, and the initial and final time of the integration window.

This introduces changing contributions from the signal and increasing 2-𝛾 dilution. As the

analysis of Chapter 9 is directly applicable to a system with the triplet decays isolated from the

pseudo-triplet, it is first worth identifying shortcomings in performing the measurement this way,

and how including the pseudo-triplet events gives further handles on systematics. This chapter

concludes with a discussion of a few systematics related to the magnetic field, namely the 2-𝛾

dilution, and the effect of a field misalignment.
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10.1 Detector efficiencies inducing false asymmetries

The planned analysis will require measuring coincident events with two pairs of detectors.

Calculating the sensitivity to a specific model required including the acceptances and efficiencies

of the detectors. This was done by introducting the "characteristic function" for the setup as

𝜒(k1, k2, k3). This function carries the geometric acceptances and detection efficiencies. We

assumed perfect detectors, but in reality each detector 𝛼 will have some energy dependent intrinsic

efficiency 𝜖𝛼 (𝜔). Worse yet there can be correlated efficiencies for the pair of detectors 𝜖𝛼𝛽 (𝜔𝛼, 𝜔𝛽).

We update the definition of the characteristic function to,

𝜒𝑎 (k1, k2, k3) =


𝜖𝛼𝛽 (𝜔1, 𝜔2), k̂1 ∈ Ω1, k̂2 ∈ Ω2

0, o/w
(10.1)

This gives an updated estimate of coincidences,

𝑁Ω =

∫
d 𝑓 3𝛾

Ω
𝜖𝛼𝛽 (𝜔1, 𝜔2)𝑎(𝜔1, 𝜔2) + 𝑠𝑧𝑧

∫
d 𝑓 3𝛾

Ω
𝜖𝛼𝛽 (𝜔1, 𝜔2)𝐷 (k1, k2, k3)

+ 𝑠𝑧𝑧
∫

d 𝑓 3𝛾
Ω
𝜖𝛼𝛽 (𝜔1, 𝜔2)𝐶 (k1, k2, k3) (10.2)

We assume the detector efficiencies are smooth functions of energy multiplied by some intrinsic

efficiency, further take the energy dependence to be flat 𝜖𝛼𝛽 ≈ 𝜖𝛼𝛽. For two configurations (with

the same high energy detector) this gives the following coincidence counts,

𝑁𝛼𝛽 = 𝜖𝛼𝛽 (AΩ + 𝑠𝑧𝑧DΩ + 𝑠𝑧𝑧CΩ) (10.3)

𝑁𝛼𝛽′ = 𝜖𝛼𝛽′ (AΩ + 𝑠𝑧𝑧DΩ − 𝑠𝑧𝑧CΩ) (10.4)

The isotropic counts no longer cancel in an asymmetry and therefore the CP-violating signal is

not cleanly isolated. Changing the sign of 𝑠𝑧𝑧 would allow the measurement of two asymmetries,

one between detector pairs, and one between the differing values of 𝑠𝑧𝑧. This would facilitate

canceling the leading effect of the multiplicative efficiencies.

We will demonstrate in this chapter that the contribution from the CP-violating form factor

does not change sign between two time windows. It does have a time dependence that is induced by
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the B-field. This will give a handle on the signal to change its magnitude (by varying the magnetic

field or changing time windows) to separate it from the isotropic distribution while still using the

same detectors with the same intrinsic efficiencies.

We treat this problem in an overly formal manner for the purposes of this chapter. In Appendix A

we extend the calculation to derive the full time dependence of all angular distributions (including

possible new physics form factors) for a positronium atom formed with a polarized 𝛽+ hitting

unpolarized electrons. Such dynamics have been studied in Refs. [83, 84, 85, 86], but to our

knowledge this is the first calculation to include possible symmetry violating beyond Standard

Model factors.

10.2 Decaying systems

Introducing a few formal terms and ideas that will make the discussion easier. For this entire

chapter, there is no implied summation on repeated indices. The dynamics of a decaying system

can be approximated using a non-Hermitian Hamiltonian,

𝐻 = 𝑀 + 𝑖

2
Γ (10.5)

where 𝑀 is the "mass matrix", and Γ as the absorptive part of the Hamiltonian (reserving the term

"decay matrix" to refer to the quantity 𝑅𝑖 𝑗 (k1, k2, k3) defined in Ref. [19]). The eigenvectors have

definite energies and lifetimes,

|𝜓𝛼, 𝑡⟩ = 𝑒−𝑖𝑡𝜔𝛼− 1
2 𝑡Γ𝛼 |𝜓𝛼, 𝑡 = 0⟩ (10.6)

where 𝜔𝛼 + 𝑖
2Γ𝛼 is the 𝛼th eigenvalue of 𝐻.

The elements of the absorptive part of the Hamiltonian are Γ𝑖 𝑗 =
∑
𝑓 ⟨ 𝑓 |𝒯 |𝑖⟩∗ ⟨ 𝑓 |𝒯 | 𝑗⟩ =∑

𝑓 Γ
𝑓

𝑖 𝑗
, where Γ

𝑓

𝑖 𝑗
corresponds to the partial decay to the final state 𝑓 . This gives a density matrix

with time evolution,

𝜌(𝑡) =
∑︁
𝛼𝛽

𝑒−𝑖𝑡 (𝜔𝛼−𝜔𝛽)− 1
2 𝑡 (Γ𝛼+Γ𝛽)𝜌𝛼𝛽 (𝑡 = 0) |𝜓𝛼⟩

〈
𝜓𝛽

�� (10.7)

for the states 𝜓𝛼 that are eigenvectors of the Hamiltonian. This gives the instantaneous rate of

population of a given final state,

¤𝑁 𝑓 (𝑡) = −Tr(Γ 𝑓 𝜌(𝑡)) (10.8)
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10.3 Combined spin-0 and spin-1 Hilbert Space

The magnetic field induces a mixing between spin-0 state and the 𝑚 = 0 substate of spin-1

positronium. Therefore the time dynamics should be treated in the combined Hilbert space. Indeed

this is the usual starting point when considering the individual spins {|↑↑⟩ , |↓↑⟩ , |↑↓⟩ |↓↓⟩}, then the

combinations with definite 𝐽2 are identified and considerations are restricted to those subspaces.

In the absence of a magnetic field, the Hamiltonian takes the simple form,

𝐻𝐵=0 =

(
𝜔𝑝−𝑃𝑠 +

𝑖

2
Γ𝑝−𝑃𝑠

)
14𝑥4 +

(
𝛿𝜔 + 𝑖

2
𝛿Γ

)
𝐽2 (10.9)

This differs from the standard case of a magnetic dipole interaction with an external field. Two

components of angular momentum (those that are not parallel to the field) no longer commute with

the Hamiltonian and are therefore no longer conserved. The standard magnetic dipole interaction

goes as Ĵ · B, and still conserves the magnitude of angular momentum 𝐽2, since [𝐽2, 𝐽𝑖] = 0. This

is not true for the positronium interaction with an external field. This interaction takes the form of

𝜇(Ĵ𝑒 − Ĵ𝑒) · B. It is not dependent on a component of angular momentum, J = Ĵ𝑒 + Ĵ𝑒, but instead

on the difference of the two particles angular momenta. This difference does not commute with

𝐽2, and as such the dynamics of the system is not confined to a subspace of the Hilbert space with

definite 𝐽2. This is equivalent to saying that the para-positronium and ortho-positronium states mix

despite having different angular momenta, and that the mixed states can decay to 2-𝛾 or 3-𝛾 despite

those having 𝐽 = 0 and 𝐽 = 1 respectively.

The addition of an external magnetic field induces off-diagonal terms in 𝑀 . Representing

the states in the pseudo-singlet and pseudo-triplet basis diagonalizes the mass matrix specifically.

Writing this out explicitly in the combined spin-0 and spin-1 Hilbert space (using the Cartesian

basis for the spin-1 states) gives,

𝑀 =

©«

𝜔𝑝−𝑃𝑠 0 0 −𝜇𝑧𝐵𝑧

0 𝜔𝑜−𝑃𝑠 0 0

0 0 𝜔𝑜−𝑃𝑠 0

−𝜇𝑧𝐵𝑧 0 0 𝜔𝑜−𝑃𝑠

ª®®®®®®®®¬
(10.10)

161



Γ =

©«

Γ𝑝−𝑃𝑠 0 0 0

0 Γ𝑜−𝑃𝑠 0 0

0 0 Γ𝑜−𝑃𝑠 0

0 0 0 Γ𝑜−𝑃𝑠

ª®®®®®®®®¬
(10.11)

For S-wave positronium we take 𝜇𝑧 ≈ 𝜇𝑒𝑠
𝑒
𝑧 − 𝜇𝑒𝑠𝑒𝑧 = 𝜇𝑒 (𝑠𝑒𝑧 − 𝑠𝑒𝑧 ), where 𝜇𝑒 is the magnetic moment

of the electron. This ignores any structure effects that renormalize the electron magnetic moment

in positronium. These two matrices do not commute. This means representing the time evolution

in the pseudo-singlet and pseudo-triplet basis gives off-diagonal elements to the absorptive part of

the Hamiltonian.

Following the discussion in Chapter 2, the absorptive part of the Hamiltonian Γ𝑖 𝑗 is the sum of

the partial decay rates. The partial decay rate for ortho-positronium to a given 3-𝛾 state (summing

over photon polarizations) is given as,

Γ𝑖 𝑗 (k1, k2, k3) = Γ𝑜−𝑃𝑠𝑅𝑖 𝑗 (k1, k2, k3) (10.12)

where 𝑅𝑖 𝑗 is the decay matrix as defined in Ref. [19]. This matrix carries the form factors 𝑎,

𝑐1, 𝑐2, etc. Representing this matrix acting on the combined spin-0/spin-1 Hilbert space in the

pseudo-singlet/pseudo-triplet basis makes the decay matrix have many complicated entries. It is

easier for this purpose to stay in the spin-0 and spin-1 basis in which Γ𝑖 𝑗 (k1, k2, k3) is simple, and

calculate the time dependence of 𝜌(𝑡) in this basis.

The non-Hermitian Hamiltonian method (the Wigner-Weisskopf method) is an approximation

but it is well founded in this case as the binding energy released in the decay is small compared to the

mass [87]. The use of pseudo-singlet and pseudo-triplet states is also an approximation as they do

not diagonalize 𝐻 = 𝑀 + (𝑖/2)Γ, but only 𝑀 . This means all effects of level broadening are ignored

[87, 88]. This effect is unimportant for the current calculation as it mostly results in energy level

shifts. There is a very small correction to the mixing coefficients that turns them slightly imaginary

and would result in a small correction to the density matrix terms. One further approximation is

that the magnetic field only affects the states but does not affect the matrix elements for the decay.
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This is a safe estimation for this current calculation purposes, but may not be a small effect for

para-positronium to 3-𝛾. This is unimportant for this discussion but is discussed in Ref. [87].

Generically the density matrix will have time dependent entries,

𝜌(𝑡) =

©«

𝜌00(𝑡) 𝜌0𝑥 (𝑡) 𝜌0𝑦 (𝑡) 𝜌0𝑧 (𝑡)

𝜌∗0𝑥 (𝑡) 𝜌𝑥𝑥 (𝑡) 𝜌𝑥𝑦 (𝑡) 𝜌𝑥𝑧 (𝑡)

𝜌∗0𝑦 (𝑡) 𝜌∗𝑥𝑦 (𝑡) 𝜌𝑦𝑦 (𝑡) 𝜌𝑦𝑧 (𝑡)

𝜌∗0𝑧 (𝑡) 𝜌∗𝑥𝑧 (𝑡) 𝜌∗𝑦𝑧 (𝑡) 𝜌𝑧𝑧 (𝑡)

ª®®®®®®®®¬
(10.13)

however, the partial decay matrices to 2-𝛾 and 3-𝛾 final states remain simple,

Γ2𝛾 = Γ𝑝−𝑃𝑠

©«

1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

ª®®®®®®®®¬
(10.14)

Γ3𝛾 (k1, k2, k3; 𝑡) = Γ𝑜−𝑃𝑠

©«

0 0 0 0

0 𝑅𝑥𝑥 𝑅𝑥𝑦 𝑅𝑥𝑧

0 𝑅∗
𝑥𝑦 𝑅𝑦𝑦 𝑅𝑦𝑧

0 𝑅∗
𝑥𝑧 𝑅∗

𝑦𝑧 𝑅𝑧𝑧

ª®®®®®®®®¬
(10.15)

giving the time dependence of the 2-𝛾 events, and the 3-𝛾 events including the full angular

distribution as,

¤𝑁2𝛾 (𝑡) = Γ𝑝−𝑃𝑠𝜌00(𝑡) (10.16)

¤𝑁3𝛾 (k1, k2, k3; 𝑡) = Γ𝑜−𝑃𝑠

{
𝑅𝑥𝑥𝜌𝑥𝑥 (𝑡) + 2Re(𝑅𝑥𝑦𝜌∗𝑥𝑦 (𝑡)) + 2Re(𝑅𝑥𝑧𝜌∗𝑥𝑧 (𝑡))

+ 𝑅𝑦𝑦𝜌𝑦𝑦 (𝑡) + 2Re(𝑅𝑦𝑧𝜌∗𝑦𝑧 (𝑡)) + 𝑅𝑧𝑧𝜌𝑧𝑧 (𝑡)
}

(10.17)

This has simplified the problem down to calculating 𝜌00(𝑡) and 𝜌𝑖 𝑗 (𝑡) in terms of the states with

simple time evolution (pseudo-singlet and pseudo-triplet). These two bases are related by the
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matrix, ©«

𝜓𝑝𝑆,𝑚=0

𝜓𝑆=1,𝑥

𝜓𝑆=1,𝑦

𝜓𝑝𝑇,𝑚=0

ª®®®®®®®®¬
=

©«

𝑐 0 0 −𝑠

0 1 0 0

0 0 1 0

𝑠 0 0 𝑐

ª®®®®®®®®¬

©«

𝜓𝑆=0,𝑚=0

𝜓𝑆=1,𝑥

𝜓𝑆=1,𝑦

𝜓𝑆=1,𝑧

ª®®®®®®®®¬
(10.18)

where 𝑐 = cos(𝜁) = 1√
2

√︃
1 + 1√

1+𝑥2 and 𝑠 = sin(𝜁) =
√

1 − 𝑐2 and 𝑥 = |𝐵 |/(3.63 Tesla) [45].

This calculation is extended in Appendix A to include an arbitrary net positron polarization and

identify the full time dependence for comparison to related experiments on the "pulsing" angular

distribution in positronium decay measured in Refs. [84, 85, 86]. The final experiment will have

two powder containers, each of which will have a net vector polarization due to parity violation

in nuclear 𝛽-decay. For this work the polarizations are treated to be exactly opposite in sign and

therefore cancel.

10.4 Time evolution for unpolarized positronium

Starting with an even state population the density matrix in the pseudo-singlet/pseudo-triplet at

time 𝑡 is very simple,

𝜌𝑝𝑆,𝑝𝑇 (𝑡) =

©«

1
4𝑒

−𝑡Γ𝑝𝑆 0 0 0

0 1
4𝑒

−𝑡Γ𝑜−𝑃𝑠 0 0

0 0 1
4𝑒

−𝑡Γ𝑜−𝑃𝑠 0

0 0 0 1
4𝑒

−𝑡Γ𝑝𝑇

ª®®®®®®®®¬
(10.19)

where Γ𝑝𝑆 is the pseudo-singlet lifetime, Γ𝑝𝑇 is the pseudo-triplet lifetime, and Γ𝑜−𝑃𝑠 is the triplet

lifetime, here taken to be in vacuum. The state represented in the definite angular momentum basis

has a more complicated structure. The full time dependence is quoted below,

𝜌𝑆=0,𝑆=1(𝑡) =

©«

𝜌00(𝑡) 0 0 𝜌0𝑧 (𝑡)

0 𝜌𝑥𝑥 (𝑡) 0 0

0 0 𝜌𝑦𝑦 (𝑡) 0

𝜌∗0𝑧 (𝑡) 0 0 𝜌𝑧𝑧 (𝑡)

ª®®®®®®®®¬
(10.20)

𝜌00(𝑡) =
1
4

(
𝑐2𝑒−𝑡Γ𝑝𝑆 + 𝑠2𝑒−𝑡Γ𝑝𝑇

)
(10.21)
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𝜌0𝑧 (𝑡) =
1
4
𝑐𝑠

(
𝑒−𝑡Γ𝑝𝑆 + 𝑒−𝑡Γ𝑝𝑇

)
(10.22)

𝜌𝑥𝑥 (𝑡) = 𝜌𝑦𝑦 (𝑡) =
1
4
𝑒−𝑡Γ𝑝𝑇 (10.23)

𝜌𝑧𝑧 (𝑡) =
1
4

(
𝑠2𝑒−𝑡Γ𝑝𝑆 + 𝑐2𝑒−𝑡Γ𝑝𝑇

)
(10.24)

Restricting to times greater than 1 ns means all pseudo-singlet contributions can be neglected.

This gives an instantaneous rate of 2-𝛾 events, and also 3-𝛾 events with angular distribution

(k1, k2, k3),

¤𝑁2𝛾 (𝑡) =
1
4
Γ𝑝−𝑃𝑠

(
𝑠2𝑁𝑝𝑇𝑒

−𝑡Γ𝑝𝑇
)

(10.25)

¤𝑁3𝛾 (k1, k2, k3; 𝑡) = 1
4
Γ𝑝−𝑃𝑠

(
𝑅𝑥𝑥 (k1, k2, k3) + 𝑅𝑦𝑦 (k1, k2, k3)

)
𝑒−𝑡Γ𝑜−𝑃𝑠

+ 1
4
Γ𝑜−𝑃𝑠𝑅𝑧𝑧 (k1, k2, k3) (𝑐2𝑒−𝑡Γ𝑝𝑇 ) (10.26)

The branching ratio and quenched lifetimes are directly related by 𝑐2Γ𝑜−𝑃𝑠 = 𝐵𝑅
𝑝𝑇

3𝛾 Γ𝑝𝑇 , and

following Chapter 9, 𝑅𝑖𝑖 = 𝑎(𝜔1, 𝜔2) +𝐶𝑖𝑖 and 𝐶𝑥𝑥 +𝐶𝑦𝑦 +𝐶𝑧𝑧 = 0. This simplifies Equation 10.26

to,

¤𝑁3𝛾 (k1, k2, k3; 𝑡) =
{
𝑎(𝜔1, 𝜔2)

(
2Γ𝑜−𝑃𝑠𝑒−𝑡Γ𝑜−𝑃𝑠 + 𝐵𝑅𝑝𝑇3𝛾 Γ𝑝𝑇𝑒

−𝑡Γ𝑝𝑇
)

+𝐶𝑧𝑧 (k1, k2, k3)
(
2Γ𝑜−𝑃𝑠𝑒−𝑡Γ𝑜−𝑃𝑠 − 2𝐵𝑅𝑝𝑇3𝛾 Γ𝑝𝑇𝑒

−𝑡Γ𝑝𝑇
)}

(10.27)

Integrating this in a finite time window reproduces the quantity in Equation 2.39, but now

correctly including the effects of mixing/different branching ratios. This means that the contribution

from the pseudo-triplet to the angular distortion is reduced by the relevant branching ratio. Both

the QED anisotropy and the CP-violating tensor form factors are contained in 𝐶𝑧𝑧 (k1, k2, k3). The

negative contribution from the pseudo-triplet is smaller than the positive contribution from the

triplet decays at all times. There is not just a net anisotropy (as measured in Ref. [36]), but the

distortion term never changes sign between time windows.

10.5 Including pseudo-triplet events

Returning to the analysis from Chapter 9, we consider the detector configuration with solid

angles (Ω1,Ω2) = Ω. The coincidence events are recorded within a time window Δ𝑇 = [𝑡𝑖, 𝑡 𝑓 ].
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This gives the coincident counts for this detector pair in this time window,

𝑁Δ𝑇
Ω =

∫ 𝑡 𝑓

𝑡𝑖

d𝑡
∫

d 𝑓 3𝛾
Ω

¤𝑁3𝛾 (k1, k2, k3; 𝑡) (10.28)

Following the analysis in Chapter 9, now we consider a second detector configuration Ω′ such

that the symmetry violating term changes sign. The symmetry violating term can be extracted by

forming an asymmetry in counts,

𝐴Δ𝑇Ω =
𝑁Δ𝑇
Ω

− 𝑁Δ𝑇
Ω′

𝑁Δ𝑇
Ω

+ 𝑁Δ𝑇
Ω′

(10.29)

𝐴Δ𝑇Ω =
𝜂CΩ

AΩ + 𝜂DΩ
(10.30)

This matches Equation 9.19 with the replacement of 𝑠𝑧𝑧 with the term 𝜂 which depends on the field

strength and the time window. This term goes as,

𝜂𝐵,𝑡𝑖 ,𝑡 𝑓 =
2𝑒−𝑡Γ𝑜−𝑃𝑠 |𝑡𝑖𝑡 𝑓 − 2𝐵𝑅𝑝𝑇3𝛾 𝑒

−𝑡Γ𝑝𝑇 |𝑡𝑖𝑡 𝑓
2𝑒−𝑡Γ𝑜−𝑃𝑠 |𝑡𝑖𝑡 𝑓 + 𝐵𝑅

𝑝𝑇

3𝛾 𝑒
−𝑡Γ𝑝𝑇 |𝑡𝑖𝑡 𝑓

(10.31)

This factor is reminiscent of the calculation of the "averaged tensor polarization" in Equation 2.39,

but now it includes the effect of the 2-𝛾 branching ratio. The time dependence of the asymmetry

is shown in Figure 10.1, for fields ranging from 0 T to 0.5 T. This is plotted for the Symmetric

157.5◦ configuration assuming that CΩ is proportional to the phase space selected. Any model

would result in a rescaling of this plot vertically.

This is in disagreement with the claim from the Michigan experiment that the signal reverses

between time windows [38]. The quantity 𝜂 that linearly scales the signal matches the method that

the Tokyo group used to calculate the tensor polarization when extracting their sensitivity in Ref.

[39]. We do not agree with calling this quantity a "tensor polarization" or an "alignment", as those

are intrinsic quantities to the positronium state that quantify its state populations, and are defined

irrespective of any decay channel.

10.6 Energy cuts and 2-𝛾 dilution

The 2-𝛾 decays that survive the energy cuts have no signal sensitivity and therefore reduce the

final sensitivity. The 3-𝛾 decays and 2-𝛾 decays have distinct energy distributions, but, due to
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Figure 10.1 The time dependence of an asymmetry in counts in the presence of new physics.
This plots Equation 10.30 for the Symmetric 157.5◦ configuration assuming the new physics is
proportional to the volume of phase space selected. The magnetic field strength varies from 0 T
(red) to 0.5 T (green) and the width of the integration window is taken as 1 ns.

finite energy resolution, some of the 2-𝛾 events will leak the energy cuts. Estimating the reduction

to sensitivity requires estimating the spreading of the positronium, the acceptance of 2-𝛾 events,

the finite energy resolution, and the relative weighting of 2-𝛾 to 3-𝛾 events. The 2-𝛾 decays

occur because quenching of the lifetime from the magnet. This induces a time dependence for the

weighting of 2-𝛾 to 3-𝛾 events. Equation 10.30 can be extended to include the 2-𝛾 dilution,

𝐴𝑎 =
𝜂CΩ

AΩ + 𝜂DΩ + 𝜉F Ω
(10.32)

where F Ω is the proportion of 2-𝛾 events that survive the phase space cuts, and 𝜉 is the relative

weighting of 2-𝛾 decays to 3-𝛾 decays. This gives,

𝜉𝐵,𝑡𝑖 ,𝑡 𝑓 =
𝐵𝑅

𝑝𝑇

2𝛾 𝑒
−Γ𝑝𝑇 𝑡 |𝑡𝑖𝑡 𝑓

2𝑒−Γ𝑜−𝑃𝑠𝑡 |𝑡𝑖𝑡 𝑓 + 𝐵𝑅
𝑝𝑇

3𝛾 𝑒
−Γ𝑝𝑇 𝑡 |𝑡𝑖𝑡 𝑓

(10.33)

This quantity never becomes large due to a magnetic field. At most if all pseudo-triplet decays to

2-𝛾 then 𝜂 → 1
2 . This definition does not include the 2-𝛾 decays induced by interaction with the

powder.

The 2-𝛾 dilution will be largest for the Symmetric 157.5◦ configuration. In principle the other

configurations will have a small amount as well, but the 3-𝛾 distribution for those detector pairs

does not extend up towards the 511-511 keV region and can be more cleanly separated from the

2-𝛾 events. Given that this model of CP-violation is peaked going to high energies, the Symmetric
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157.5◦ configuration warrants special attention. A cut on the summed energies can be added to

separate the region that is primarily 2-𝛾 events from the region that is primarily 3-𝛾 events. The

values of AΩ, DΩ, CΩ, and F Ω will all shift as the energy cut is varied. Figure 10.2 shows the

isotropic distribution, the QED anisotropy, the CP-violating signal, and the 2-𝛾 events for the

Symmetric 157.5◦ configuration using events sampled from the stopping distribution for Design

(C) with a 22Na source. The value of these functions for each summed energy cut is given in Table

10.1 for a 22Na source, and Table 10.2 for a 68Ga source.

𝐸𝑠𝑢𝑚 cut (MeV) AΩ DΩ C̄Ω
𝑚𝑖𝑥

F Ω

1.022 2.14 ∗ 10−3 −7.27 ∗ 10−4 −6.77 ∗ 10−7 3.74 ∗ 10−7

1.000 2.14 ∗ 10−3 −7.26 ∗ 10−4 −6.76 ∗ 10−7 3.34 ∗ 10−7

0.975 2.12 ∗ 10−3 −7.22 ∗ 10−4 −6.69 ∗ 10−7 2.33 ∗ 10−7

0.950 2.07 ∗ 10−3 −7.05 ∗ 10−4 −6.44 ∗ 10−7 1.33 ∗ 10−7

0.925 1.97 ∗ 10−3 −6.71 ∗ 10−4 −5.96 ∗ 10−7 8.75 ∗ 10−8

0.900 1.78 ∗ 10−3 −6.08 ∗ 10−4 −5.17 ∗ 10−7 7.13 ∗ 10−8

Table 10.1 The variation of each function as the summed energy cut is changed for the symmetric
157.5◦ configuration. Increasing the cut dramatically increases the amount of 2-𝛾 events. These
are for the 22Na source using the Design (C) start detector and powder.

𝐸𝑠𝑢𝑚 cut (MeV) AΩ DΩ C̄Ω
𝑚𝑖𝑥

F Ω

1.022 2.09 ∗ 10−3 −5.82 ∗ 10−4 −5.96 ∗ 10−7 1.31 ∗ 10−6

1.000 2.09 ∗ 10−3 −5.82 ∗ 10−4 −5.95 ∗ 10−7 1.16 ∗ 10−6

0.975 2.07 ∗ 10−3 −5.79 ∗ 10−4 −5.89 ∗ 10−7 7.61 ∗ 10−7

0.950 2.03 ∗ 10−3 −5.67 ∗ 10−4 −5.68 ∗ 10−7 4.39 ∗ 10−7

0.925 1.93 ∗ 10−3 −5.43 ∗ 10−4 −5.27 ∗ 10−7 2.95 ∗ 10−7

0.900 1.76 ∗ 10−3 −5.00 ∗ 10−4 −4.61 ∗ 10−7 2.40 ∗ 10−7

Table 10.2 The variation of each function as the summed energy cut is changed for the symmetric
157.5◦ configuration. Increasing the cut dramatically increases the amount of 2-𝛾 events. These
are for the 68Ga source using the Design (C) start detector and powder.

These energy cuts are not tuned, for instance there is large overlap with the Compton continuum

along the 511-keV line. This simulation does not include any inactive material, but the final

experiment will have a supporting structure and an inner module that 511 keV photons will scatter

off of. This will generally make F Ω larger, and impede efforts to lower the energy cuts to the

regions that select (k̂2, k̂3). Tables 10.1 and 10.2 show that F Ω is very small compared to AΩ.
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(a) Isotropic distribution (b) QED anisotropy

(c) CP-violating signal (d) 2-𝛾 events

Figure 10.2 The effect of varying the summed energy cut for the symmetric 157.5◦ configuration.
All four functions have different energy dependence’s, and must be considered when we decide on
the optimal energy cuts.

Since 𝜉 never becomes large the 2-𝛾 distortion is a small shift to the backgrounds, substantially

smaller than the QED anisotropy distortion to counts. Proceeding from here we ignore the 2-𝛾

dilution as it is a small effect for all time cuts (so long as they are sufficiently far from the peak).
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10.7 Intrinsic detection efficiency

Returning to the discussion of finite detection efficiency, the asymmetry takes the following

form (to first order in CΩ),

𝐴𝑎 =
𝜂CΩ

AΩ + 𝜂DΩ
+
𝜖𝛼𝛽 − 𝜖𝛼𝛽′
𝜖𝛼𝛽 + 𝜖𝛼𝛽′

(10.34)

The quantity 𝜂 is dependent on the value of the B-field and our time cuts. This means it is a tuneable

parameter that can separate out the signal from systematics. In this case the efficiencies giving

an asymmetry value when the field is not applied (and therefore when there is no CP-violating

signal). This is a large benefit of using an electromagnet. Compare with the previous experiments

in Refs. [38, 39], we will be able to vary the magnetic field value without physically moving any

components of the experiment, which could change the scattering characteristics for the setup.

Figure 10.3 shows the asymmetry as a function of time, assuming a signal on the scale estimate

in Chapter 7, and including a 1% difference in efficiency between the two detectors. The new

physics manifests as a time dependent shift to the asymmetry that is distinct from the constant offset

of mismatched detector efficiencies.

Figure 10.3 Estimation of the time dependent asymmetry induced in the 157.5◦ configuration
assuming a 1% difference in detection efficiency and new physics at the scale of sensitivity estimated
in Chapter 9. This uses 1 ns time windows.

10.7.1 All form factors that contribute to an asymmetry

The final systematic we address in this work is the count asymmetry induced by a misaligned

detector array. For the purposes of this discussion, it is easier to fix the coordinates to the detector

170



array, and consider a misalignment of the field axis. We consider the detector pairs shown in Figure

9.1. The highest energy photon is fixed to lie in the x-z plane, and there are two detectors for the

second highest energy photon that differ by changing the sign of 𝜅𝑦. This also changes the sign of

𝑛𝑥 and 𝑛𝑧. The following expectation values change sign between our detector pairs (terms with

two indices should be interpreted as components of symmetric traceless tensors):

1. Vector terms – ⟨𝜅2𝑦⟩, ⟨𝑛𝑥⟩, ⟨𝑛𝑧⟩

2. CP conserving tensor terms – ⟨𝜅1𝑥𝜅2𝑦⟩, ⟨𝜅1𝑧𝜅2𝑦⟩, ⟨𝜅2𝑥𝜅2𝑦⟩, ⟨𝜅2𝑧𝜅2𝑦⟩, ⟨𝑛𝑥𝑛𝑦⟩, ⟨𝑛𝑦𝑛𝑧⟩

3. CP violating tensor terms – ⟨𝜅1𝑧𝑛𝑧⟩, ⟨𝜅2𝑧𝑛𝑧⟩, ⟨𝜅1𝑥𝑛𝑥⟩, ⟨𝜅1𝑥𝑛𝑧⟩, ⟨𝜅1𝑧𝑛𝑥⟩, ⟨𝜅2𝑥𝑛𝑥⟩, ⟨𝜅2𝑥𝑛𝑧⟩,

⟨𝜅2𝑧𝑛𝑥⟩, ⟨𝜅2𝑦𝑛𝑦⟩

Any term with one index could be induced by a vector polarization in that direction, and any

term with two indices could be induced by a magnetic field with components along those axes.

This relationship is summarized in Table 9.1. Of the 18 correlations that could contribute to an

asymmetry in counts between the detector pairs, 10 of them correspond to new physics. The first

vector term corresponds to CP-violation, the second two to new physics (though not necessarily

new physics that violates any discrete symmetries). The last 9 tensor correlations that involve

combinations of one photon momentum and the normal to the decay plane are the signal we will

search for. We have optimized the geometry to be most sensitive to the 𝑧𝑧 terms.

The primary concern is the 6 tensor terms in the second line. These are all induced in QED,

and appear if the positronium has an off-diagonal term in the tensor polarization. Off-diagonal

terms can be induced by the B-field not being aligned perfectly along the 𝑧-axis. Just as in Ref.

[19], the signal is proportional to a tensor quantity from the positronium state, however now we

argue that it is no longer the net tensor polarization for a time window, but instead this quantity 𝜂

from Equation 10.31. Just as is the case with the alignment compared to the tensor polarization,

this is really a component of a second rank tensor, 𝜂 → 𝜂𝑧𝑧. We can now calculate the other

components of this tensor given an arbitrary field direction. Taking the magnetic field axis in the

direction B̂ = (sin(𝜃)cos(𝜙), sin(𝜃)sin(𝜙), cos(𝜃))𝑇 would induce the off-diagonal components
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with the following magnitude,

𝜂𝑥𝑦/𝜂 =
3
4

sin2(𝜃)sin(2𝜙) (10.35)

𝜂𝑦𝑧/𝜂 =
3
4

sin(2𝜃)sin(𝜙) (10.36)

𝜂𝑧𝑥/𝜂 =
3
4

sin(2𝜃)cos(𝜙) (10.37)

where 𝜂 is the quantity from Equation 10.31, and 𝜂𝑖 𝑗 is the 𝑖 𝑗-component if there is a misalignment.

We expect the field will be very well aligned so it is safe to assume 𝜃 is small, however the value

of 𝜙 can fall anywhere between 0 and 2𝜋. This makes the 𝑥𝑦 term is very small. The 𝑦𝑧 and

𝑧𝑥 terms, while not large, are not suppressed either. This analysis is considering a single set of

detectors. Each detector configuration has 16 equivalent configurations related by an azimuthal

rotation. This means that a misalignment of the field relative to the array induces an asymmetry, but

that asymmetry would have a sinusoidal modulation for two detector configurations related by an

axial rotation around the ring. The CP-violating signal (along the 𝑧𝑧-direction) is unchanged by an

axial rotation. This means that the small count asymmetries that a misalignment of the field could

induce will be distinguishable from the signal due to the axial symmetry of our detector array.
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CHAPTER 11

SUMMARY AND FUTURE WORK

We have presented the initial design, prototyping, and testing of a dedicated apparatus to search for

CP-violation in the 3-𝛾 decay of ortho-positronium. We reviewed some of the history of angular

correlations in o-Ps decay, and identified some inconsistencies in the literature. This motivated an

in-depth reanalysis of the planned experiment.

The array will consist of 48 𝛾-detectors arranged in three rings, the two outer rings will be tilted

towards a central source. The entire array will fit in the FRIB Positron Polarimeter magnet. The

central source will contain a 𝛽+ emitting source, plastic scintillators for triggering, and containers

of powder for positronium formation. We achieved a 50% formation fraction for low density SiO2

powder, and under a roughing pump we achieved a lifetime at 95% the vacuum lifetime. Similar

formation fractions have been achieved at much higher density of MgO powder, if that powder is

baked in a vacuum oven.

The 𝛾-detectors are LYSO crystals in a partially tapered design to maximize detection efficiency

while still leaving room for mounting. These crystals are read out by Silicon photomultipliers that

will allow the full array to be placed directly in the warm bore of the magnet. The final detector

modules tested achieved a 12% FWHM energy resolution at 511 keV. The full set of detectors is

currently in production at Wittenberg University and will soon be ready to install in the magnet.

These detectors can be reliably digitized and read out in coincidence with the plastic start detector

using NSCLDAQ and 250 MSPS PIXIE-16 boards. Reading the 𝛾-detectors in coincidence with

the plastic detector entirely removed the backgrounds from the intrinsic radioactivity of the crystals.

The continuous 2-D energy distribution was separated from the 511 keV annihilation events by

cutting on the long lifetime component in the lifetime spectrum.

The design of the inner module and the 𝛾-detector array was studied in Monte-Carlo simulations

using Geant4. This facilitated the study of both the spreading out of the position of decay, and the

geometric acceptance and detection efficiency for 2-𝛾 and 3-𝛾 decays. This included finite energy

resolution, and the various coincidence conditions.
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The model dependence of this search was highlighted, in particular how the physics manifests in

"form factor", as opposed to similar searches for "coefficients" in nuclear 𝛽-decay. This was followed

by a discussion of some systematic effects for the measurement, including misalignment of the field,

differing detector resolutions, and dilution from 2-𝛾 events. These will leave distinctive signatures

in the count asymmetries, and incorporating the time dependence induced by the magnetic field

will facilitate separating the signal from some systematic offsets.

This work has outlined how to account for various systematics, and how to perform the analysis

accounting for model dependence. The Monte Carlo framework as constructed is flexible enough

to run an arbitrarily polarized source sampling an arbitrary position for the decay. This will allow

quantitative studies of systematic effects such as offsets of the source and misalignment of the

detector array. The primary bulk of the work to be performed before data collection are completion

of construction for the 𝛾-detectors and testing and construction of a higher rate start detector read

out by photomultiplier tubes.

With the design we will be able to achieve an over 10-fold improvement on current limits for

this signal, and due to the highly symmetric design of the detector array we will have a strong

ability to separate signal from systematics.
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APPENDIX A

POSITRONIUM SPIN STATE FOR SPIN-0 AND SPIN-1

A.1 Density matrix

The density matrix is the most general description of a quantum state [40, 89], and is needed

for a full description of an arbitrary positronium state [19]. A "pure" state |𝑎⟩ can be represented

as,

𝜌 = |𝑎⟩ ⟨𝑎 | (A.1)

The expectation value of an operator is then given as ⟨𝐴⟩𝜌𝑎 = ⟨𝑎 | 𝐴 |𝑎⟩ = Tr(𝐴𝜌𝑎). A mixed state

is a statistical mixture of pure states with weights 𝑝𝑖 such that
∑
𝑖 𝑝𝑖 = 1. This warrants defining

the density matrix,

𝜌 =
∑︁
𝑖

𝑝𝑖 |𝑖⟩ ⟨𝑖 | (A.2)

where |𝑖⟩ does not need to be orthogonal to | 𝑗⟩. This formal description of a state is minimal and

complete. It allows a closer contact between a state and it’s expectation value for observbales. A

quantum state can be fully and uniquely described by all of its expectation values.

We now consider a finite dimensional system, for example spin-𝑠 with 2𝑠 + 1 basis states in

the Hilbert space. A general observable on this space is a (2𝑠 + 1) × (2𝑠 + 1) matrix. We shorten

this to an 𝑛-dimensional Hilbert space, and 𝑛 × 𝑛 matrix. There is a complete set of operators,

where completeness is defined with resepect to orthogonality in a trace, Tr(𝐴𝑖𝐴 𝑗 ) = 𝛿𝑖 𝑗 . There are

𝑛 × 𝑛 such independent matrices including the unit element 1𝑛×𝑛. This means all other observables

must be traceless Tr(𝐴𝑖1𝑛×𝑛) = Tr(𝐴𝑖) = 0. Any observable (or matrix on this 𝑛 × 𝑛 space) can be

represented as a linear sum of these observables,

𝐵 = 𝑏01𝑛×𝑛 +
∑︁
𝑖

𝑏𝑖𝐴𝑖 (A.3)

The density matrix itself is a Hermitian 𝑛 × 𝑛 matrix defined on this Hilbert space, and can be

represented as,

𝜌 = 𝜌01𝑛×𝑛 +
∑︁
𝑖

𝜌𝑖𝐴𝑖 (A.4)
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A normalized state has Tr(𝜌) = 1 meaning 𝜌0 = 1/𝑛. Since Tr(𝐴𝑖𝐴 𝑗 ) = 𝛿𝑖 𝑗 the weights in the linear

sum satsify 𝜌𝑖 = ⟨𝐴𝑖⟩𝜌. This shows that any state can be uniquely represented by its expectation

values on a complete set of observables

𝜌 =
1
𝑛

1𝑛×𝑛 +
∑︁
𝑖

⟨𝐴𝑖⟩𝜌𝐴𝑖 (A.5)

A.1.1 Cartesian basis for spin-1 basis states

The calculations are presented in the "Cartesian basis" for spin-1. A spin-1 system has 3

degrees of freedom, meaning that the rotation matrices acting on the Hilbert space can take the

same form as rotations acting on normal vectors. The relationship is the same as that between unit

vectors and spherical harmonics. Starting with the space of states that diagonalize the 𝑆𝑧 operator,

{|𝑆 = 1, 𝑚 = +1⟩ , |𝑆 = 1, 𝑚 = 0⟩ , |𝑆 = 1, 𝑚 = −1⟩}, we define the Cartesian basis kets as,

|𝑆 = 1, 𝑥⟩ = 1
√

2
( |𝑆 = 1, 𝑚 = +1⟩ + |𝑆 = 1, 𝑚 = −1⟩) (A.6)

|𝑆 = 1, 𝑦⟩ = −𝑖 1
√

2
( |𝑆 = 1, 𝑚 = +1⟩ − |𝑆 = 1, 𝑚 = −1⟩) (A.7)

|𝑆 = 1, 𝑧⟩ = |𝑆 = 1, 𝑚 = 0⟩ (A.8)

In this basis finite rotations act on the quantum state in the following m,anner,

�̂� (𝑅𝑥 (𝜃)) =
©«

1 0 0

0 cos(𝜃) −sin(𝜃)

0 sin(𝜃) cos(𝜃)

ª®®®®®¬
𝑆𝑥 =

©«
0 0 0

0 0 −𝑖

0 𝑖 0

ª®®®®®¬
(A.9)

�̂� (𝑅𝑦 (𝜃)) =
©«

cos(𝜃) 0 sin(𝜃)

0 1 0

−sin(𝜃) 0 cos(𝜃)

ª®®®®®¬
𝑆𝑦 =

©«
0 0 𝑖

0 0 0

−𝑖 0 0

ª®®®®®¬
(A.10)

�̂� (𝑅𝑧 (𝜃)) =
©«

cos(𝜃) −sin(𝜃) 0

sin(𝜃) cos(𝜃) 0

0 0 1

ª®®®®®¬
𝑆𝑧 =

©«
0 −𝑖 0

𝑖 0 0

0 0 0

ª®®®®®¬
(A.11)
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these have the same form as finite rotations acting on Cartesian spatial vectors. Further this gives

the ( 𝑗 , 𝑘) component of the matrix representation of the angular momentum along the 𝑖th axis as,

(𝑆𝑖) 𝑗 𝑘 = 𝑖𝜖𝑖 𝑗 𝑘 . This follows from spin-1 being the adjoint representation of SO(3).

A.1.2 A general observable defined on spin-1 basis states

A general observable acting on this space can be represented as a 3×3 Hermitian operator.

There are exactly 9 independent numbers needed to specify a general observable.

We define the tensor polarization as the symmetric combination,

𝑆𝑖 𝑗 =
1
2
(
𝑆𝑖𝑆 𝑗 + 𝑆 𝑗𝑆𝑖) −

1
3
𝑆2𝛿𝑖 𝑗 (A.12)

the trace of this tensor is zero in that 𝑆𝑥𝑥 + 𝑆𝑦𝑦 + 𝑆𝑧𝑧 = 0 on every state. Each element represented

as a matrix acting on a Hilbert space is also a traceless matrix, but strictly speaking these are two

different traces that should not be confused.

The angular momentum operators satisfy Tr(𝑆𝑖) = 0, and Tr(𝑆𝑖𝑆 𝑗 𝑘 ) = 0. The elements of the

tensor polarization are more complicated, there are 6 elements and one constraint (𝑆𝑥𝑥+𝑆𝑦𝑦+𝑆𝑧𝑧 = 0)

giving 5 independent elements. We take these as 𝑆𝑖 𝑗 where 𝑖 ≠ 𝑗 , 𝑆𝑧𝑧, and finally 𝑆Δ = 𝑆𝑥𝑥 − 𝑆𝑦𝑦.

These are five independent components with mutually vanishing traces.

A.1.3 Description of Ps state

The density matrix is a Hermitian operator defined on the Hilbert space and as such all the

above machinery directly carries over. Taking the (normalized) density matrix as a combination of

the independent operators gives,

𝜌 =
1
3

13×3 +
∑︁
𝑖

𝑠𝑖𝑆𝑖 +
∑︁
𝑖 𝑗

𝑠𝑖 𝑗𝑆𝑖 𝑗 (A.13)

where 𝑠𝑖 = ⟨𝑆𝑖⟩𝜌 and 𝑠𝑖 𝑗 = ⟨𝑆𝑖 𝑗 ⟩𝜌. If we represent this as a matrix acting on the Hilbert space,

choosing the Cartesian basis it takes the particularly simple form,

𝜌𝑖 𝑗 =
1
3
𝛿𝑖 𝑗 +

1
2𝑖
𝜖𝑖 𝑗 𝑘 𝑠𝑘 − 𝑠𝑖 𝑗 (A.14)

where 𝑖, 𝑗 ∈ (𝑥, 𝑦, 𝑧), and 𝑠𝑥𝑥 + 𝑠𝑦𝑦 + 𝑠𝑧𝑧 = 0.
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A.2 Ps density matrix for combined spin-0 and spin-1

In the Cartesian basis the f,ull density matrix is a 4×4 matrix and therefore needs 16 − 1

components. The two block diagonal subspaces are the spin-0 and spin-1 spaces. These must

correspond to operators with well defined angular momentum, J and 𝐽2. There are still 6 parameters

as yet unidentified. Now consider that J = s𝑒 + s𝑒, there are exactly 6 combinations of s𝑒 and s𝑒 that

do not correspond to J, those being s𝑒 − s𝑒 and s𝑒 × s𝑒.

The density matrix has the form,

𝜌 =
©«
𝜌00 u†

u �̂�

ª®®¬ (A.15)

where �̂� corresponds to the 3×3 density matrix of spin-1 discussed above, with components given as

𝜌𝑖 𝑗 . Considering the combinations of the electron and positron spins gives exactly 15 independent

combinations. These are largely determined by the rotational properties in the Cartesian basis. 𝜌00

is unchanged under rotations, 𝜌𝑖 𝑗 rotates like a second rank tensor, and u has three components

that rotate between each other (but do not correspond to definite angular momentum). Direct

computation gives the following,

𝜌00 =

(
1
4
− s𝑒 · s𝑒

)
(A.16)

u𝑖 =
1
2
(
s𝑒𝑖 − s𝑒𝑖

)
− 𝑖

(
s𝑒 × s𝑒

)
𝑖

(A.17)

𝜌𝑖 𝑗 =

{(
1
4
+ s𝑒 · s𝑒

)
𝛿𝑖 𝑗 −

(
s𝑒𝑖 s

𝑒
𝑗 + s𝑒𝑗s

𝑒
𝑖

)
− 𝑖

2
𝜖𝑖 𝑗 𝑘

(
s𝑒𝑘 + s𝑒𝑘

)}
(A.18)

This encapsulates the earlier description in Equation A.13 by restoring the dependence on

J = s𝑒 + s𝑒. The two spin-1/2 operators individually satisfy s𝑒
𝑖
s𝑒
𝑗
= 1

4𝛿𝑖 𝑗 + 𝑖
1
2𝜖𝑖 𝑗 𝑘s

𝑒
𝑘
. This means that

(s𝑒
𝑖
s𝑒
𝑗
+ s𝑒

𝑗
s𝑒
𝑖
) = 1

2 (J𝑖J 𝑗 + J 𝑗J𝑖) − 1
2𝛿𝑖 𝑗 . The terms corresponding to the spin-0 and spin-1 subspaces

can be simplified to,

𝜌00 = 1 − 1
2
𝐽2 (A.19)

𝜌𝑖 𝑗 =
1
6
𝐽2𝛿𝑖 𝑗 −

(
1
2
(
J𝑖J 𝑗 + J 𝑗J𝑖

)
− 1

3
𝐽2𝛿𝑖 𝑗

)
− 𝑖

2
𝜖𝑖 𝑗 𝑘J𝑘 (A.20)
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which reproduces the expected behavior for 𝐽2 = 2 and 𝐽2 = 0. This shows that in vacuum a tensor

polarized positronium source cannot be made without both polarized positrons and electrons. This

is why all such experiments to date must use an external field. The off-block-diagonal terms

depending on s𝑒−s𝑒 also agrees with the calculations of the Hamiltonian including a B-field, which

is proportional to this term and generates an off-diagonal term between the 𝑆 = 0 and 𝑆 = 1 spaces.

A.3 Polarized positronium in a B-field

Now consider positrons that are partially polarized in the x-z plane, and unpolarized electrons.

This is described by the density matrix,

𝜌 =

©«

1
4 −1

2s𝑒𝑥 0 −1
2s𝑒𝑧

−1
2s𝑒𝑥 1

4 −1
2𝑖s

𝑒
𝑧 0

0 1
2𝑖s

𝑒
𝑧

1
4 −1

2𝑖s
𝑒
𝑥

−1
2s𝑒𝑧 0 1

2𝑖s
𝑒
𝑥

1
4

ª®®®®®®®®¬
(A.21)

For a B-field in the 𝑧 direction, each component has time dependence. For the sake of studying

the decay products, we only need to consider the 𝜌00(𝑡) and 𝜌𝑖 𝑗 (𝑡), as the 𝜌0𝑖 (𝑡) do not survive the

trace with the decay matrix. We take the energy differences as 𝜔𝑝𝑆 − 𝜔𝑇 = 𝜔1, 𝜔𝑝𝑆 − 𝜔𝑝𝑇 = 𝜔2,

and 𝜔𝑝𝑇 − 𝜔𝑇 = 𝜔3, and similarly for the lifetimes, Γ𝑝𝑆 + Γ𝑇 = 2Γ1, Γ𝑝𝑆 + Γ𝑝𝑇 = 2Γ2, and

Γ𝑝𝑇 + Γ𝑇 = 2Γ3. We are only interested in times > 1 ns, which means the terms that decay as Γ𝑝𝑆,

Γ1, and Γ2 are negligible. Only keeping the longer lifetime components gets,

𝜌00(𝑡) = 𝑠2
(
1
4
− 𝑠𝑐s𝑧

)
𝑒−𝑡Γ𝑝𝑇 (A.22)

𝜌𝑥𝑥 (𝑡) = 𝜌𝑦𝑦 (𝑡) =
1
4
𝑒−𝑡Γ𝑇 (A.23)

𝜌𝑥𝑦 (𝑡) = − 𝑖
2

s𝑧𝑒−𝑡Γ𝑇 (A.24)

𝜌𝑥𝑧 (𝑡) = −1
2
𝑠𝑐s𝑥𝑒+𝑖𝜔3𝑒−𝑡Γ3 (A.25)

𝜌𝑦𝑧 (𝑡) = − 𝑖
2
𝑐2s𝑥𝑒+𝑖𝜔3𝑒−𝑡Γ3 (A.26)

𝜌𝑧𝑧 (𝑡) = 𝑐2
(
1
4
− 𝑠𝑐s𝑧

)
𝑒−𝑡Γ𝑝𝑇 (A.27)
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These are a scalar and the components of a tensor, and therefore any arbitrary direction for �̂� and

ŝ can be described by the corresponding rotation of the above components. Meaning if the new

coordinate system is related by a rotation of angle 𝜃 around the axis ®𝑎, 𝑅( ®𝑎, 𝜃), the components of

the density matrix would be given by, 𝜌′00 = 𝜌00 and �̂�′ = 𝑅( ®𝑎, 𝜃) �̂�𝑅−1( ®𝑎, 𝜃).

This distribution is mapped into the final state photon distribution by,

¤𝑁 (k1, k2, k3) =
∑︁
𝑖 𝑗

𝑅𝑖 𝑗 (k1, k2, k3)𝜌𝑖 𝑗 (𝑡) (A.28)

simplify the notation for the energy and angle dependent terms, 𝑎(𝜔1, 𝜔2) = 𝑎, 𝐵𝑖 (k1, k2, k3) = 𝐵𝑖,

and 𝐶𝑖 𝑗 (k1, k2, k3) = 𝐶𝑖 𝑗 .

¤𝑁2𝛾 = Γ2𝛾𝑠
2
(
1
4
− 𝑠𝑐s𝑧

)
𝑒−𝑡Γ𝑝𝑇 (A.29)

¤𝑁3𝛾 (k1, k2, k3) = Γ3𝛾

{
1
4
(𝐴 − 𝐶𝑥𝑥)𝑒−𝑡Γ𝑇 + 𝐵𝑧s𝑧𝑒−𝑡Γ𝑇 + 𝐶𝑥𝑧𝑠𝑐s𝑥cos(𝜔3𝑡)𝑒−𝑡Γ3

+ 𝐵𝑦𝑠𝑐s𝑥sin(𝜔3𝑡)𝑒−𝑡Γ3 + 1
4
(𝐴 − 𝐶𝑦𝑦)𝑒−𝑡Γ

+ 𝐶𝑦𝑧𝑐2s𝑥sin(𝜔3𝑡)𝑒−𝑡Γ3 + 𝐵𝑥𝑐2s𝑥cos(𝜔3𝑡)𝑒−𝑡Γ3

+ (𝐴 − 𝐶𝑧𝑧)𝑐2
(
1
4
− 𝑠𝑐s𝑧

)
𝑒−𝑡Γ𝑝𝑇

}
(A.30)

Since 𝐶𝑖 𝑗 is a traceless tensor, the components must satisfy 𝐶𝑥𝑥 + 𝐶𝑦𝑦 + 𝐶𝑧𝑧 = 0. This simplifies

the "diagonal term,"

¤𝑁3𝛾 (k1, k2, k3) = Γ3𝛾

{
1
4
𝐴(2𝑒−𝑡Γ𝑇 + 𝑐2(1 − 4𝑠𝑐s𝑧)𝑒−𝑡Γ𝑝𝑇 )

+ 1
4
𝐶𝑧𝑧 (𝑒−𝑡Γ𝑇 + 𝑐2(1 − 4𝑠𝑐s𝑧)𝑒−𝑡Γ𝑝𝑇 )

+ 𝐵𝑥𝑐2s𝑥cos(𝜔3𝑡)𝑒−𝑡Γ3 + 𝐵𝑦𝑠𝑐s𝑥sin(𝜔3𝑡)𝑒−𝑡Γ3 + 𝐵𝑧s𝑧𝑒−𝑡Γ𝑇

+ 𝐶𝑥𝑧𝑠𝑐s𝑥cos(𝜔3𝑡)𝑒−𝑡Γ3 + 𝐶𝑦𝑧𝑐2s𝑥sin(𝜔3𝑡)𝑒−𝑡Γ3

}
(A.31)

This reproduces the dependence of the time spectrum on the 𝑧-component of the positron polar-

ization as measured in Refs. [63, 64], and this reproduces the measured pulsing of the distribution

from Ref. [84] (the 𝐶𝑦𝑧 term). However this disagrees by a factor of 1
2 on the 𝐶𝑥𝑧 term compared

to the calculation in Ref. [84].
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Equation A.31 can be quickly interpreted as follows: consider the term 𝐵𝑧s𝑧𝑒−𝑡Γ𝑇 , this says

that the correlations ⟨𝜅1𝑧⟩, ⟨𝜅2𝑧⟩, and ⟨𝑛𝑧⟩ could be present for a source with polarization s𝑧 in the

z-direction, with time dependence 𝑒−𝑡Γ𝑇 . For this term all three correlations correspond to new

physics.

For CP-violation from 13𝑆1 − 21𝑃1 mixing the tensor term gets a contribution from Re(𝛿1),

and the vector term (manifesting as oscillations in ⟨k̂1⟩ and ⟨k̂2⟩) get contributions from Im(𝛿1).

To date there have been no searches for the vector correlations indicative of CP-violation. Simple

arguments might imply that such a correlation, ⟨ŝ · k̂1⟩, would indicate CPT -violation. The

argument goes as, the spin and momentum change sign under T but only the momentum changes

sign under P, therefore this correlation picks up a minus sign and would indicate CPT . This

argument is wrong, and the addition of new physics will generally induce both 𝐵𝑖 and𝐶𝑖 𝑗 correlations

at similar magnitudes. For the example above, both are proportional to the mixing coefficient, the

imaginary and real parts respectively [19].
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APPENDIX B

MATRIX ELEMENT AND 3-𝛾 PHASE SPACE

Here we provide a more technical discussion of the phase space and the matrix element. We first

discuss the non-trivial implications of photon indistinguishability that are hidden by imposing an

energy ordering. Following this we give a discussion of the structure of direct versus indirect CP-

violation in ortho-positronium decay, ultimately showing where this prefactor of 1/775 originates

from.

B.1 Photon indistinguishability

The final state contains three indistinguishable particles. This manifests in multiple places,

for example the structure of the matrix element as calculated from Feynman diagrams requires

permutation of the interaction vertices as shown in Figure B.1. However it also manifests as

the definition of the phase space, and it is this manifestation that we are primarily addressing

here. Consider for example 2-𝛾 decay, there are two photons each with 511 keV, restricted to be

back-to-back. Label the two photons 𝑎 and 𝑏, the two photon phase space goes as,

d 𝑓 2𝛾 = 𝜁
d𝑘3

𝑎

(2𝜋)32𝜔𝑎

d𝑘3
𝑏

(2𝜋)32𝜔𝑏
𝛿(3) (k𝑎 − k𝑏) (B.1)

This can be integrated over k𝑏, and we are left with integrating k𝑎 over all possible directions

(with k𝑏 = −k𝑎). The appropriate scaling for 𝜁 is 1/2 due to photon indistinguishability. The

contribution from (k̂𝑎 = +𝑧,k̂𝑏 = −𝑧) is double counted by considering (k̂𝑎 = −𝑧,k̂𝑏 = +𝑧) as a

distinct final state.

This is not as straightforward when the photons can have different energies. A photon with

energy 𝜔1 can be distinguished from one with 𝜔2. In the definition of the phase space, as shown in

𝑒 k𝑎, 𝜖𝜖𝜖𝑎

k𝑏, 𝜖𝜖𝜖𝑏

𝑒 k𝑐, 𝜖𝜖𝜖 𝑐

𝑃𝑠

𝑒 k𝑎, 𝜖𝜖𝜖𝑎

k𝑏, 𝜖𝜖𝜖𝑏

𝑒 k𝑐, 𝜖𝜖𝜖 𝑐

𝑃𝑠

Figure B.1 Two of the six Feynman diagram for 3-𝛾 decay of ortho-positronium in QED. The other
4 are generated by cyclic permutation of which photon couples to which vertex.
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Figure B.2 The six-fold redundant full kinematically allowed phase space. We can restrict ourselves
to considering any individual cell (in effect choosing an ordering for the photons). In principle we
could consider the dynamics on the full space so long as we account for the redundancy.

Figure B.2, when we impose the ordering on the energies 𝜔𝑎 > 𝜔𝑏 > 2𝑚𝑒 − 𝜔𝑎 − 𝜔𝑏, every event

occurs in the red triangle. We only consider the matrix element defined on this triangle. This is

however, a choice of coordinates for phase space and not something fundamental. We could instead

just consider 𝜔𝑎 and 𝜔𝑏 as the energies of two of the photons, with no ordering. Then we would

consider the full region of 𝜔𝑎 < 𝑚𝑒, 𝜔𝑏 < 𝑚𝑒, and 2𝑚𝑒 − 𝜔𝑎 − 𝜔𝑏 < 𝑚𝑒 as the kinematically

allowed phase space. In this case, the matrix element is defined over the entire region, but since

there is no physical meaning to the labels 𝑎 and 𝑏 the matrix element must be symmetric under

their interchange, 𝑅𝑖 𝑗 (k𝑎, k𝑏) = 𝑅𝑖 𝑗 (k𝑏, k𝑎). This is why there are six redundant regions in the

phase space that correspond to the six ordering of the photons. We could restrict our consideration

to any one of the six, or consider the whole space and divide the final result by 1/6.

The decay matrix and the irreducible tensors are unchanged except we replace the momentum

and energy labels 1 and 2 with 𝑎 and 𝑏,

𝑅𝑖 𝑗 (k𝑎, k𝑏) = 𝑎(𝜔𝑎, 𝜔𝑏)𝛿𝑖 𝑗 + 𝜖𝑖 𝑗 𝑘𝐵𝑘 (k𝑎, k𝑏) + 𝐶𝑖 𝑗 (k𝑎, k𝑏) (B.2)

To recover the form factors as defined in Ref. [19] we must impose a partial ordering. They

describe the decay plane as an oriented vector defined as n̂ = k̂𝑎× k̂𝑏/|sin(𝜓𝑎𝑏) |. This has defined

an orientation to the 3-𝛾 phase space. This orientation is flipped under the interchange of any
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two labels, meaning n̂ → −n̂ under 𝑎 ↔ 𝑏. If the labels are arbitrary then the dynamics must be

unchanged under the switch of labels. Switching the labels for the scalar term,

𝑎(𝜔𝑎, 𝜔𝑏) → 𝑎(𝜔𝑏, 𝜔𝑎) (B.3)

requires 𝑎(𝜔𝑎, 𝜔𝑏) = 𝑎(𝜔𝑏, 𝜔𝑎). For the vector term,

k̂𝑎𝑏1(𝜔𝑎, 𝜔𝑏) + k̂𝑏𝑏2(𝜔𝑎, 𝜔𝑏) + n̂𝑏3(𝜔𝑎, 𝜔𝑏)

→ k̂𝑏𝑏1(𝜔𝑏, 𝜔𝑎) + k̂𝑎𝑏2(𝜔𝑏, 𝜔𝑎) + (−n̂)𝑏3(𝜔𝑏, 𝜔𝑎) (B.4)

this requires that 𝑏1(𝜔𝑎, 𝜔𝑏) = 𝑏2(𝜔𝑏, 𝜔𝑎) and 𝑏3(𝜔𝑎, 𝜔𝑏) = −𝑏3(𝜔𝑏, 𝜔𝑎). The CP-odd tensor

terms behave as,

(k̂𝑎𝑖n̂ 𝑗 + n̂𝑖k̂𝑎 𝑗 )𝑐4(𝜔𝑎, 𝜔𝑏) + (k̂𝑎𝑖n̂ 𝑗 + n̂𝑖k̂𝑎 𝑗 )𝑐5(𝜔𝑎, 𝜔𝑏)

→ (k̂𝑏𝑖 (−n̂ 𝑗 ) + (−n̂𝑖)k̂𝑏 𝑗 )𝑐4(𝜔𝑏, 𝜔𝑎)+(k̂𝑏𝑖 (−n̂ 𝑗 ) + (−n̂𝑖)k̂𝑏 𝑗 )𝑐5(𝜔𝑏, 𝜔𝑎) (B.5)

which requires 𝑐4(𝜔𝑎, 𝜔𝑏) = −𝑐5(𝜔𝑏, 𝜔𝑎). This reproduces the properties quoted in Chapter 2.

We can now choose the ordering of the photons and restrict the phase space to a single cell, but that

does not change the properties of the matrix element, only the domain on which it is evaluated.

The reason for explicitly working this out is to derive that 𝑐4(𝜔1, 𝜔2) = −𝑐5(𝜔2, 𝜔1) quite

generally, not just for the model provided in Ref. [19]. This means that it is inconsistent to

consider a model where only one of these terms is zero, to do so is to assume that the photons

are distinguishable. It is for this reason that we cannot consider separate contributions for the

term 𝜅1𝑧𝑛𝑧 from the term 𝜅2𝑧𝑛𝑧, but instead we always get contributions from both. This further

leads to why the analyzing powder cannot be factored into a purely energy dependent part factor

multiplying a purely geometric factor, as the weighting of the two terms is energy dependent and

model dependent. For a signal like 𝑏3(𝜔1, 𝜔2) such a split is possible as it gets contributions from

a single term.

B.2 Direct versus indirect CP-violation in ortho-positronium decay

In exact analogy with neutral Kaon physics, CP-violation can manifest through two different

mechanisms in 3-𝛾 decay of spin-1 positronium. The CP eigenvalues are determined by the
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spin and orbital angular momentum of the positronium, and by the number of photons and their

polarization/angular distribution of the final state photons. Direct CP-violation means that an

initial state with a definite CP eigenvalue transitions to a final state that does not have a matching

CP eigenvalue, for example the spin-1 ground state positronium decaying to 3-𝛾 with a parity odd

angular distribution. There can also be indirect CP-violation where the positronium states are

mixed by CP-violating physics, and therefore do not have a well defined CP eigenvalue before

decaying.

Most likely if direct violation occurs, then indirect violation occurs as well. However, the

magnitude of the two are not easily related, and is always dependent on the specific model and

system being studied. CP-violation was discovered in 1964 in neutral Kaons [9], but the relative

magnitudes of the direct versus indirect CP-violation was not determined until 1991 [90]. The

difference is where the new physics manifests. If it is direct, then it manifests in the Feynman

diagram mapping ortho-positronium→ 3𝛾. If it is indirect, then it manifests in the positronium

Hamiltonian governing the time evolution of the positronium energy eigenstates before decay.

As argued in Ref. [19], direct CP-violation would be dominated by a permanent electric

dipole moment of the electron, which has been excluded to a high level of sensitivity [16]. They

therefore considered exclusively indirect CP-violation in the positronium Hamiltonian that induces

mixing between the 𝑛3𝑆1 and 21𝑃1 states, quantified by a mixing parameter 𝛿𝑛. We are studying

ground state positronium so we are sensitive to 𝛿1. They calculated the form factors 𝑐4(𝜔1, 𝜔2) and

𝑐5(𝜔1, 𝜔2) for this state mixing. For the purposes of this work, that is all that is needed. We can

now include those form factors in our simulation and extract the sensitivity to this specific model.

It is worth commenting on the phenomenology of direct versus indirect CP-violation in positro-

nium. Firstly the decay of positronium is generally calculated at tree level by calculating the

amplitude for free electron-positron annihilation, ⟨𝑛𝛾 |𝒯 |𝑒−, p, 𝑠; 𝑒+,−p, 𝑠′⟩ = M(p). The initial

momentum distribution is taken as the (Fourier transform of the) Hydrogen wavefunction with the

reduced mass for positronium, �̃�𝑛𝐽𝐿𝑆𝑚𝐽
(p) = Ψ̃𝐼 (p), where 𝐼 = {𝑛, 𝐽, 𝐿, 𝑆, 𝑚𝐽} [91]. The kinetic

energy is highly non-relativistic and it is very safe to take a low momentum approximation. Most
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derivations of the S-wave annihilation only keep the first term, but for this discussion it is vital to

consider the first two terms [1],

⟨𝑛𝛾 |𝒯 |𝑃𝑠, 𝐼⟩ =
∫

d3𝑝ℳ(p)Ψ̃𝐼 (p) (B.6)

=

∫
d3𝑝

(
M|p=0 + ∇𝑝M|p=0 · p + ...

)
Ψ̃𝐼 (p) (B.7)

=

∫
d3𝑝𝑒−𝑖p·0M|p=0Ψ̃𝐼 (p) +

∫
d3𝑝𝑒−𝑖p·0∇𝑝M|p=0 · pΨ̃𝐼 (p) + ... (B.8)

= M|p=0Ψ𝐼 (x = 0) + (∇𝑝M|p=0) · (∇𝑥Ψ𝐼 (x = 0)) + ... (B.9)

The lowest order goes as the value of the wavefunction at the origin. This is reasonable as this

is where the electron and positron could be considered "in contact". The second order term goes as

the derivative of the wavefunction at the origin. Now inspecting the wavefunctions, the S-wave is

the only wavefunction that does not vanish at the origin, but its derivative is zero, and the P-wave

has vanishing value at the origin, but non-vanishing derivative. Generally the structure of the radial

wavefunctions go as Ψ(𝑟) ∝ 𝑅(𝑟/𝑎𝑃𝑠)𝑒−𝑟/2𝑎𝑃𝑠 where 𝑅(𝑥) is some polynomial in 𝑥, and 𝑎𝑃𝑠 is the

Bohr radius for positronium. Each derivative carries a factor of 1/𝑎𝑃𝑠, and the Bohr radius carries

a fine structure constant, 𝑎𝑃𝑠 ∝ 1/𝛼. Each higher order term in the low momentum expansion

carries an extra suppression by the fine-structure constant. Therefore 21𝑃1 decay is suppressed by

a factor of 𝛼 relative to 13𝑆1 purely from the atomic structure of positronium. This suppression is

unavoidable and will suppress any sensitivity that angular correlations in 3-𝛾 decay have to state

mixing.

If the asymmetry gets a numerator with contributions from new physics and a denominator from

QED then indirect CP-violation would give a contribution of the form 𝐴 ∝ −Re(𝛿1)𝛼/(2
√

8) ∗

𝑓 (𝜔1, 𝜔2) where 𝛿1 is the mixing parameter, 𝛼/(2
√

8) is the combination of prefactors arising

from the atomic physics, and 𝑓 (𝜔1, 𝜔2) is the quotient of two polynomials of energies defined on

the phase space (that also depends on the normal vectors for the momenta). All-in-all this gives a

contribution that is suppressed by a factor of 𝛼/(2
√

8) ≈ 1/775.

In indirect CP-violation, the 3-𝛾 decay of ortho-positronium has 3 QED vertices and therefore

carries 𝑒6 = 𝛼3 from the diagram squared, then includes the wavefunction effects (which brings
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in more factors of 𝛼). Direct CP-violation (at the tree level) means replacing one or more QED

vertices by the "new physics" vertices. However, as we are not considering state mixing the atomic

structure effects are the same. This means that an asymmetry where the new physics contribution

is in the numerator and QED contribution is in the denominator would go as, (𝜒𝑒6−𝑛)/(𝑒6), where

𝜒 is the "new physics parameter", and 0 ≤ 𝑛 ≤ 3 is the number of QED vertices replaced by the

new vertex. This is just to illustrate that the system in general has enhanced sensitivity for direct

CP-violation and suppressed sensitivity for indirect. Nevertheless, the model provided in Ref.

[19] is for indirect violation through state mixing, on the grounds that there could be cancellations

or enhancements in the positronium physics that allow CP-violation to manifest as state mixing

without inducing a permanent electron electric dipole moment. They carefully worked through

general parameter space, and a few specific models and do find that a high level of fine tuning is

needed for this to occur.

B.3 Translating matrix element into probability distribution function

One difficulty is that the calculated amplitude for annihilation of P-wave positronium generically

diverges as the energies approach 511 keV [19]. This is due to neglecting the binding energy of the

positronium. For the purpose of Monte Carlo simulation, we need to turn this into a probability

distribution function to sample events from. To handle the divergence, we do not consider any 3-𝛾

events where any photon has energy greater than 𝑚𝑒 - 6.8 eV. Even in QED, none of the predictions

can be trusted in this energy range, and it is an experimentally inaccessible range (since we cannot

distinguish it from back-to-back 2-𝛾 decay). It is well known that the 3-𝛾 distribution calculated

in the method outlined above does not correctly reproduce the low energy soft-photon physics

described by Low’s Theorem [2, 92], and that more involved methods utilizing nonrelativistic QED

are required [93]. For our purposes this region of phase space is completely negligible.

B.4 Form factors

Here we recite the explicit energy dependence of the form factors as given in Ref. [19]. We

follow their notation by using,

𝑥 = 𝜔1/𝑚𝑒
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𝑦 = 𝜔2/𝑚𝑒

𝑧 = 𝜔3/𝑚𝑒 = 2 − 𝑥 − 𝑦

The angle between k̂1 and k̂2 is determined by energy and momentum conservation. It is given

as,

k̂1 · k̂2 = cos
(
𝜓12

)
= 1 − 2

𝑥 + 𝑦 − 1
𝑥𝑦

(B.10)

this is denoted as 𝑔(𝑥, 𝑦) in Ref. [19].

The QED form factors are scaled to be unitless, 𝑓 = Γ𝑜−𝑃𝑠 𝑓 /𝒩2
1𝑆, where𝒩1𝑆 = −𝑒3𝜓1𝑆 (0)/(

√
2𝑚2

𝑒),

and 𝜓1𝑆 (0) = (𝜋𝑟3
0)

−1/2, and 𝑟0 = 2(𝑚𝑒𝛼)−1/2 is the Bohr radius for positronium:

�̂�(𝑥, 𝑦) =64
3

1
𝑥2𝑦2𝑧2

(
𝑥4 + 2𝑥3𝑦 − 4𝑥3 + 3𝑥2𝑦2 − 9𝑥2𝑦 + 7𝑥2 + 2𝑥𝑦3 − 9𝑥𝑦2

+ 13𝑥𝑦 − 6𝑥 + 𝑦4 − 4𝑦3 + 7𝑦2 − 6𝑦 + 2
)

(B.11)

𝑐1(𝑥, 𝑦) =16
1
𝑦2𝑧2

(
2𝑥2 + 2𝑥𝑦 − 4𝑥 + 𝑦2 − 2𝑦 + 2

)
(B.12)

𝑐2(𝑥, 𝑦) =𝑐2(𝑦, 𝑥) (B.13)

𝑐3(𝑥, 𝑦) =16
1

𝑥𝑦𝑧2
(
𝑥2 + 2𝑥𝑦 − 2𝑥 + 𝑦2 − 2𝑦 + 1

)
(B.14)

For models ofCP-Violation, they scale by 𝑓 = − 𝑓 𝑚𝑒Γ𝑜−𝑃𝑠/(𝒩1𝑆𝒩2𝑃𝜁), where𝒩2𝑃 = −
√

6𝑒3𝑅′
2𝑃 (0)/(

√
4𝜋𝑚2

𝑒),

𝑅′
2𝑃 (0) = (24𝑟5

0)
−1/2, and 𝜁 = Im(𝛿1) for 𝑏1 and 𝑏2, and 𝜁 = Re(𝛿1) for 𝑐4 and 𝑐5.

�̂�𝑚𝑖𝑥1 (𝑥, 𝑦) = 8
𝑥2𝑦2𝑧3 (4 − 18𝑦 − 16𝑥 + 32𝑦2 + 44𝑥𝑦 + 26𝑥2 − 28𝑦3 − 55𝑥𝑦2

− 45𝑥2𝑦 − 22𝑥3 + 12𝑦4 + 32𝑥𝑦3 + 36𝑥2𝑦2 + 24𝑥3𝑦 + 10𝑥4 − 2𝑦5

− 7𝑥𝑦4 − 10𝑥2𝑦3 − 10𝑥3𝑦2 − 5𝑥4𝑦 − 2𝑥5 (B.15)

�̂�𝑚𝑖𝑥2 (𝑥, 𝑦) =�̂�𝑚𝑖𝑥1 (𝑦, 𝑥) (B.16)

𝑐𝑚𝑖𝑥4 (𝑥, 𝑦) =8
sin

(
𝜓12

)
𝑥𝑦𝑧3

(
2 − 6𝑥 − 7𝑦 + 7𝑥2 + 13𝑥𝑦 + 9𝑦2 − 4𝑥3 − 9𝑥2𝑦

− 9𝑥𝑦2 − 5𝑦3 + 𝑥4 + 2𝑥3𝑦 + 3𝑥2𝑦2 + 2𝑥𝑦3 + 𝑦4) (B.17)

𝑐𝑚𝑖𝑥5 (𝑥, 𝑦) = − 𝑐𝑚𝑖𝑥4 (𝑦, 𝑥) (B.18)
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Note that this gets,

𝑐𝑚𝑖𝑥4 (𝑥, 𝑦)
𝑎(𝑥, 𝑦) =

𝒩1𝑆𝒩2𝑃Re(𝛿1)
−𝑚𝑒Γ𝑜−𝑃𝑠

Γ𝑜−𝑃𝑠

𝒩
2

1𝑆

𝑐𝑚𝑖𝑥4 (𝑥, 𝑦)
�̂�(𝑥, 𝑦) (B.19)

= −Re(𝛿1)
−
√

6𝑒3√︃
24𝑟5

0
√

4𝜋𝑚3
𝑒

√
2𝑚2

𝑒

√︃
𝜋𝑟3

0

−𝑒3

𝑐𝑚𝑖𝑥4 (𝑥, 𝑦)
�̂�(𝑥, 𝑦) (B.20)

= −Re(𝛿1)
𝛼

2
√

8

𝑐𝑚𝑖𝑥4 (𝑥, 𝑦)
�̂�(𝑥, 𝑦) (B.21)
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