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ABSTRACT

The significant progress of deep learning models in recent years can be attributed primarily to the

growth of the model scale and the volume of data on which it was trained. Although scaling up

the model with sufficient training data typically provides enhanced performance, the amount of

memory and GPU hours used for training provide great challenges for deep learning infrastructures.

Another challenge for training a good deep learning model is the quantity of the data it was trained

on. To achieve state-of-the-art performance, it has become a standard way to train or fine-tune deep

neural networks on a dataset augmented with well-designed augmentation transformations. This

introduces difficulties in efficiently identifying the best data augmentation strategies for training.

Furthermore, there has been a noticeable increase in the dataset size across many learning tasks,

making it the third challenge of modern deep learning systems. The dataset size becomes large

and large over the years, posing great burdens on storage and training cost. Moreover, it can be

prohibitive to perform hyperparameter optimization and neural architecture search on networks

trained on such massive datasets.

In this dissertation, we address the first challenges from a model-centric perspective. We propose

MSUNet, which is designed with key techniques: 1) ternary conv layers, 2) sparse conv layers, 3)

self-supervised consistency regularizer along with mixed precision training. These techniques allow

faster training and inference of deep learning models without sacrificing significant accuracy loss.

We then look at deep learning systems from a data-centric perspective. To deal with the second

challenge, we propose Deep AutoAugment (DeepAA), a multi-layer data augmentation search

method which aims to remove the need of crafting augmentation strategies manually. DeepAA

fully automates the data augmentation process by searching for a deep data augmentation policy

on an expanded set of transformations. We formulate the search of data augmentation policy as

a regularized gradient matching problem by maximizing the cosine similarity of the gradients

between augmented data and original data with regularization. To avoid exponential growth of

dimensionality of the search space when more augmentation layers are used, we incrementally stack

augmentation layers based on the data distribution transformed by all the previous augmentation



layers. DeepAA achieves the best performance compared to existing automatic augmentation

search methods evaluated on various models and datasets. To tackle the third challenge, we

proposed a dataset condensation method by distilling the information from a large dataset to a small

condensed dataset. The data condensation is realized by matching the training trajectories of the

original dataset with that of the condensed dataset. Experiments show that our proposed method

outperforms the baseline methods.
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CHAPTER 1

INTRODUCTION

In this chapter, I first introduce the motivation of this thesis and the challenges for efficient deep

learning system. Then I introduce the specific research objectives of this thesis and provide a

summary of the key contributions.

1.1 Motivation and Challenges

The remarkable performance of deep learning models has revolutionized a wide spectrum of

areas including computer vision, speech recognition, and natural language processing.

The significant progress of deep learning models in recent years can be attributed primarily to the

growth of the model scale and the volume of data on which it was trained. Although scaling up the

model with sufficient training data typically provides enhanced performance, the amount of memory

and GPU hours used for training provide great challenges for deep learning infrastructures. Even for

inference purpose, deploying large models on devices with limited resources remains challenging

due to their high memory and computational requirements at inference time.

Another challenge for training a good deep learning model is the quantity of the data it was

trained on. To achieve state-of-the-art performance, it has become a standard way to train or

fine-tune deep neural networks on a dataset augmented with well-designed augmentation transfor-

mations. This introduces difficulties in efficiently identifying the best data augmentation strategies

for training.

Furthermore, there has been a noticeable increase in the dataset size across many learning tasks,

making it the third challenge of modern deep learning systems. The dataset size grows too large

over the years posing great burdens on storage and training cost. Moreover, it can be prohibitive to

perform hyperparameter optimization and neural architecture search on networks trained on such

massive datasets.

1.2 Summary of Research Contributions

This thesis studies efficient architecture and data manipulation techniques for deep learning

systems. The principal contributions of this thesis are outlined as follows:
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1. A ternary quantization method, which outperforms the binary quantization

(https://github.com/AIoT-MLSys-Lab/MSUNet).

2. Self-supervised consistency regularizer, which helps improving the sparsity of pruning and

ternary quantization without significant scarifying the test performance

(https://github.com/AIoT-MLSys-Lab/MSUNet).

3. An efficient multi-layer data augmentation search method that finds state-of-the-art deep data

augmentation policy without using any hand-picked default transformations

(https://github.com/AIoT-MLSys-Lab/DeepAA).

4. Importance aware weight factorization, that ranks the weight importance based on its contri-

bution to the layer output.

5. Importance aware trajectory matching method for dataset condensation that builds upon the

importance aware weight factorization.

1.3 Thesis Organization

The remainder of this dissertation is organized as follows:

Chapter 2: MSUNet

In this chapter, I propose MSUNet, which is designed with three key techniques: 1) ternary con-

volution layers, 2) sparse squeeze-excitation layers, and 3) self-supervised consistency regularizer

along with mixed precision training. Our framework shows a great improvement in parameter size

and computational cost measure by #Parameters and #Flops over the baseline model. Lastly, we

show that ternary quantization outperforms binary quantization in all aspects, including accuracy,

parameter size, and computation cost.

Chapter 3: Deep AutoAugment

In this chapter, I present Deep AutoAugment (DeepAA), a multi-layer data augmentation

search method that finds deep data augmentation policy without using any hand-picked default

transformations. We formulate data augmentation search as a regularized gradient matching
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problem, which maximizes the gradient similarity between augmented data and original data

along the direction with low variance. Our experimental results show that DeepAA achieves strong

performance without using default augmentations, indicating that regularized gradient matching is

an effective searching method for data augmentation policies.

Chapter 4: Dataset Condensation via Importance Aware Trajectory Matching

Neural networks are typically over parameterized with a lot of redundancy, so the weights are

not born equally important. Based on this insight, in this chapter we first proposed an importance

aware weight factorization, which factorize the weight matrix based on its influence on the layer

output. Building on that we proposed an importance aware trajectory matching algorithm which

only match the most important weights early in the training trajectory and gradually adding more

weight components until reaching the full weights later in training trajectory. Our methods removes

the interfere of the redundancy of the weights when matching the training trajectory. The results

show improvements over previous work on CIFAR and Tiny ImageNet datasets.

Chapter 5: Conclusion

This chapter concludes the whole thesis.
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CHAPTER 2

MSUNET

2.1 Introduction

The breakthrough of deep learning in recent years can be partially attributed to the growth

of model scale along with higher memory and computational requirement. These models have

shown remarkable performance in a wide range of applications, such as image classification, object

detection, image segmentation and natural language processing. However, deploying these models

on devices with limited resources remains challenging due to their high memory and computational

requirements.

There has been a significant progress in developing neural network architectures and model

compression strategies that enhance the memory and computational efficiency in deep neural net-

works. Efficient convolutional neural network designs such as SqueezeNet [2] and MobileNet

[3] use 1x1 convolutions and depthwise separable convolutions, respectively. The technique of

Block-term Tensor Decomposition [4] has been adopted in [5] to compact transformer-based lan-

guage models. Model compression methods that are agnostic to architecture, including knowledge

distillation [6], network pruning [7], and trained quantization [7], are employed to enhance neu-

ral network performance or reduce model dimensions. Recently some research topics have also

been directed towards automatically generating efficient models [8, 9, 10] and creating specialized

hardware to run these compressed models [11, 12].

Network quantization [13] is also a major technique to address the memory and computational

challenges for deep neural networks. The key idea of quantization is to convert the network

weights or activations from higher precision floating point numbers to lower precision floating

point numbers or even lower bit integer numbers. This brings significant reduction of memory

overhead and computational cost. While quantization brings light-weight models with enhanced

efficiency, it introduced noise to the network, resulting in worse performance than the original one.

The challenge is to design a better quantization technique that brings less quantization noise to the

model.
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In light of the techniques for model compression and quantization, in this chapter, we propose

MSUNet, which is designed with key techniques: 1) ternary convolution layers, 2) sparse squeeze-

excitation layers, 3) self-supervised consistency regularizer along with mixed precision training.

2.2 Related Work

Efficient CNN Architectures: ResNet proposed in [14] is the pioneering work on efficient

convolutional neural network architectures. Compared with prior work such as Alexnet [15] and

VGG [16], ResNet achieves better performance with far less memory and FLOPs for processing

each image. The key to the reduced parameter size with enhanced performance is to use parameter

free global average pooling layers and a skip connections that enable deeper network to be trained.

Based on the ResNet architecture, may variants have since been proposed such as Wide-ResNet [17]

and ResNeXt [18]. MobileNets [19, 20, 21] transform 𝑘 × 𝑘 convolutions into separate depthwise

and pointwise convolutions. ShuffleNets [22, 23] imporves efficiency by incorporating group

convolutions and channel shuffling into pointwise convolution. MixConv, introduced in [24],

integrates multiple kernel sizes within a single convolutional layer. The work of [25] employs the

butterfly transform as a surrogate for pointwise convolution. EfficientNet [26, 27] innovates with

a compound scaling technique for balanced scaling across depth, width, and resolution. AdderNet

[28] optimizes computational efficiency by substituting multiplications with additions. GhostNet

[29] uses inexpensive linear operations to produce additional feature maps. Introduced in [30],

a structural revision of the inverted residual block was shown to be effective in reducing the

information loss and gradient confusion.

Neural Network Quantization: Depending on whether the quantization is applied during

training or at inference time, network quantization can be divided into two categories: 1) quanti-

zation aware training (QAT) and 2) post training quantization (PTQ). Half precision floating point

numbers has become a standard technique for network training and inference which is supported

by NVidia GPUs and major deep learning frameworks [31]. It was shown in [32] that the mixed

precision training can achieves lossless performance with speed up of training and inference time.

The key technique of mixed precision training is to store weights, activations, and gradients in FP16
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while keeping an FP32 copy of weights for gradient accumulation. It was reported in [33, 34, 35]

that we can reduce the parameter to 8-bit integers after training without significant drop of inference

accuracy. Jacob [36] proposed an 8-bit quantization technique for both training and inference, which

shows an accuracy loss of 1.5% on ResNet-50. Xilinx [37] proposed an 8-bit lossless quantization

that does not require retraining.

2.3 MSUNet Design

In this section, we present the detailed design of MSUNet. The key components of MSUNet

includes 1) ternary convolutional layers, 2) sparse squeeze-excitation layers and 3) self-supervised

consistency regularizer.

2.3.1 Ternary Convolutional Layers

For our proposed ternary convolutional layers, the weights are quantized into three level

{−1, 0, 1} according to a predefined threshold 𝛼. For a convolution layer with weight 𝑊 and

a predefined threshold 𝛼, we modify the weight as

𝑊̃ = Ternary(𝑊, 𝛼) , (2.1)

where the ternary operator Ternary(·, 𝛼) is a point-wise operation defined as:

Ternary(𝑤, 𝛼) =


1, if 𝑤 > 𝛼

0, if − 𝛼 ≤ 𝑤 ≤ 𝛼

−1, if 𝑤 < −𝛼

(2.2)

However the quantization leads to a mismatch between the scale of the quantized weight 𝑊̃ and

the original weight𝑊 , which needs to be mitigated. Suppose that the weight𝑊 is initialized using

normal distribution with standard deviation 𝜎 according to [38]. The ternalized weight 𝑊̃ has the

standard deviation 𝜎̃ =
√︁
𝑛/𝑁 where 𝑁 and 𝑛 are the number of all the parameters and the number

of non-zero parameters of 𝑊̃ , respectively. Empirically, we found that the mismatch between 𝜎 and

𝜎̃ will slow down the convergence. Thus we modify the forward pass with a compensation factor

𝜎/𝜎̃ for the scale mismatch:

𝑌 = 𝜎

√︂
𝑁

𝑛
𝑊̃𝑋 (2.3)
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Similar to the approach of mixed precision training [32], we keep a copy of the original weights

(with FP32 precision) during training, and allow the gradient to be accumulated to the original

weights. Different from the normal gradient calculation, we use the ternary weight 𝑊̃ during

forward and backward, that is the gradient is calculated based on 𝑊̃ while accumulated on 𝑊

instead. The code that reflects the ternary operation is shown in the code snippet below.

1 class ForwardSign(torch.autograd.Function):

2 @staticmethod

3 def forward(ctx, x):

4 global alpha

5 x_ternary = (x - x.mean())/x.std()

6 ones = (x_ternary > alpha).type(torch.cuda.FloatTensor)

7 neg_ones = -1 * (x_ternary < -alpha).type(torch.cuda.FloatTensor)

8 x_ternary = ones + neg_ones

9 multiplier = math.sqrt(2. / (x.shape[1] * x.shape[2] * x.shape[3]) *

x_ternary.numel() / x_ternary.nonzero().size(0) )

10 if args.amp:

11 return (x_ternary.type(torch.cuda.HalfTensor), torch.tensor(

multiplier).type(torch.cuda.HalfTensor))

12 else:

13 return (x_ternary.type(torch.cuda.FloatTensor), torch.tensor(

multiplier).type(torch.cuda.FloatTensor))

Listing 2.1 The code snippet that reflects the ternary operation.

2.3.2 Sparse Squeeze-excitation Layers

Empirically, we found that applying quantization on some specific network layers leads to sig-

nificant accuracy drop, which includes the squeeze-excitation layers and depth-wise convolutional

layers. Therefore, we keep the layers that are sensitive to quantization in their original format (FP32)

during the initial training. After initial training, we then freeze the quantized layers and conduct

pruning on rest layers that are sensitive to quantization using the magnitude pruner provided by the

Neural Network Distiller toolbox [39].
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2.3.3 Self-supervised Consistency Regularizer

During training, we use mixup [40] as a data augmentation technique. The self-supervised

consistency regularizer is built upon mixup [40], enforcing feature-level consistency between

mixup data points in the feature space without using the label information. Denoting a pair of

sample-label tuples as (𝑥𝑖, 𝑦𝑖), (𝑥 𝑗 , 𝑦 𝑗 ), mixup generates augmented tuples with a simple weighted

sum [40]:

𝑥′ = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥 𝑗 (2.4)

𝑦′ = 𝜆𝑦𝑖 + (1 − 𝜆)𝑦 𝑗 (2.5)

where 𝜆 ∈ [0, 1]. By using the constructed data point (𝑥′, 𝑦′) for training, it encourages the linear

behavior of the model where linear interpolation in the raw data leads to linear interpolation of

predictions. Denoting Z as the feature extracted by the network 𝑓 and 𝑧 ∈ Z, we define the

regularizer term as:

𝑧𝑖 𝑗 = 𝜆 𝑓𝜃 (𝑥𝑖) + (1 − 𝜆) 𝑓𝜃 (𝑥 𝑗 ) (2.6)

L𝑧 =
1
𝐵

∑︁
𝑖



𝑧𝑖 𝑗 − 𝑓𝜃 (𝑥′)

2
2 (2.7)

where 𝑥′ is from Eq. (2.4). That is, by minimizing L𝑧 we push the mixed feature 𝑧𝑖 𝑗 closer to the

feature of the mixed input 𝑓𝜃 (𝑥′) through MSE loss between the two vectors. In this way, we impose

the linearity constraint to be enforced also at the feature level without using the label information.

2.4 Experiment

2.4.1 Experiment Setup

We attend the NeurIPS 2019 MicroNet Challenge (CIFAR-100 Track) with our proposed

MSUNet. Thus, we evaluate the performance on CIFAR-100 dataset. The backbone architec-

tures for MSUNet is MixNet-M [41] which utilize mixed depthwise convolution (MixConv) and

squeeze-excitation layers to boost the performance. MSUNet is a series of efficient neural networks

with different building blocks. The configuration for each model is listed in Table 2.1.
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Ternary
Convolutional

Sparse
Squeeze-excite

Consistency
Regularizer

Mixed-precision
Training

MSUNet-V0 ✓
MSUNet-V1 ✓ ✓
MSUNet-V2 ✓ ✓ ✓
MSUNet-V3 ✓ ✓ ✓ ✓

Table 2.1 Configuration of MSUNet series.

Besides the techniques that we developed in Section 2.3, we also employ mixed-precision

training that casts the weights from FP32 to FP16 for training and inference, which further boosts

the model efficiency.

2.4.2 Results on CIFAR-100

The performance of MSUNet series is reported in Table 2.2. In addition to Top-1 accuracy,

we also report the #Flops and #Parameters at inference time for comparison. To calculate #Flops,

a 32-bit operation counts as one operation. If quantization is performed, an operation on data of

less than 32-bits will be counted as a fraction of one operation. To calculate #Parameters, a 32-bit

parameter counts as one parameter. Quantized parameters of less than 32-bits will be counted as a

fraction of one parameter. As required by NeurIPS 2019 MicroNet Challenge the Score is the sum

of #Flops and #Parameters normalized relative to WideResNet-28-10, which has 36.5M parameters

and 10.49B math operations.

Score =
#Flops
10.49 B

+ #Parameters
36.5 M

(2.8)

As seen from Table 2.2, by applying ternary quantization alone, the MSUNet-V0 could achieve a

very large improvement over the base model with normalized score 0.01836. By further adding the

sparse sequeeze-excitation component for MSUNet-V1, we see a slight accuracy drop alone with a

drop of #Flops and #Parameters. By adding the consistency regularizer component to MSUNet-V2,

we did not see an improvement in accuracy, instead we obtained a significant improvement over

#Flops and #Parameters. This indicates that the consistency regularizer could help improve the

quantization and pruning process. Lastly, as we add the mixed-precision training in MSUNet-

V3, an accuracy drop of 0.17% coupled with improvment over #Flops and #Parameters. The
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final performance of MSUNet-V3 wins the 4th place in the NeurIPS 2019 MicroNet Challenge

(CIFAR-100 Track).

Model Top-1 acc #Flops #Paramters Score

MSUNet-V0 80.61 % 122.6 M 0.2437 M 0.01836
MSUNet-V1 80.47% 118.6 M 0.2199 M 0.01711
MSUNet-V2 80.30% 97.01 M 0.1204 M 0.01255
MSUNet-V3 80.13% 85.27 M 0.09853 M 0.01083

Table 2.2 The performance of MSUNet series on CIFAR-100 dataset.

2.4.3 Comparison of Ternary and Binary Quantization

Even though the ternary quantization technique proposed in section 2.3 admits binary quan-

tization (i.e., quantized to {−1, 1} instead of {−1, 0, 1}) without significant modifying the imple-

mentation, we found that the performance of ternary quantization performs significantly better than

binary in terms of #Flops and #Parameters accuracy as shown in Table 2.3. The major reason is

that ternarization introduced may 0s which can be efficiently represented by sparse data structures.

Moreover, the additional quantization level of ternary weights brings more freedom for performing

quantization.
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Quantization Top-1 acc #Flops #Paramters

Binary 80.43% 170.0 M 0.2564 M
Ternary 80.61% 122.6 M 0.2437 M

Table 2.3 Comparison between binary and ternary quantization of MixNet-M base model.

2.5 Conclusion

In this chapter, we propose MSUNet, which is designed with three key techniques: 1) ternary

convolution layers, 2) sparse squeeze-excitation layers, and 3) self-supervised consistency regular-

izer along with mixed precision training. Our framework shows a great improvement in parameter

size and computational cost measure by #Parameters and #Flops over the baseline model. Lastly, we

show that ternary quantization outperforms binary quantization in all aspects, including accuracy,

parameter size, and computation cost.
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CHAPTER 3

DEEP AUTOAUGMENT

3.1 Introduction

Data augmentation (DA) is a powerful technique for machine learning since it effectively

regularizes the model by increasing the number and the diversity of data points [42, 43]. A

large body of data augmentation transformations has been proposed [44, 40, 45, 46, 47, 48] to

improve model performance. While applying a set of well-designed augmentation transformations

could help yield considerable performance enhancement especially in image recognition tasks,

manually selecting high-quality augmentation transformations and determining how they should be

combined still require strong domain expertise and prior knowledge of the dataset of interest. With

the recent trend of automated machine learning (AutoML), data augmentation search flourishes in

the image domain [1, 49, 50, 51, 52, 53, 54], which yields significant performance improvement

over hand-crafted data augmentation methods.

Although data augmentation policies in previous works [1, 49, 50, 51, 52, 53] contain multiple

Augmentation
Policy

Default
Transformation 

1

(A)

Transformation 
2

Transformation 
2

Transformation 
1

Transformation 
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Default
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Transformation 
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Transformation 
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K-1
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...

Figure 3.1 (A) Existing automated data augmentation methods with shallow augmentation policy
followed by hand-picked transformations. (B) DeepAA with deep augmentation policy with no
hand-picked transformations.
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transformations applied sequentially, only one or two transformations of each sub-policy are found

through searching whereas the rest transformations are hand-picked and applied by default in

addition to the found policy (Figure 3.1(A)). From this perspective, we believe that previous

automated methods are not entirely automated as they are still built upon hand-crafted default

augmentations.

In this work, we propose Deep AutoAugment (DeepAA), a multi-layer data augmentation search

method which aims to remove the need of hand-crafted default transformations (Figure 3.1(B)).

DeepAA fully automates the data augmentation process by searching a deep data augmentation

policy on an expanded set of transformations that includes the widely adopted search space and the

default transformations (e.g. flips, Cutout, crop). We formulate the search of data augmentation

policy as a regularized gradient matching problem by maximizing the cosine similarity of the gradi-

ents between augmented data and original data with regularization. To avoid exponential growth of

dimensionality of the search space when more augmentation layers are used, we incrementally stack

augmentation layers based on the data distribution transformed by all the previous augmentation

layers.

We evaluate the performance of DeepAA on three datasets – CIFAR-10, CIFAR-100, and

ImageNet – and compare it with existing automated data augmentation search methods including

AutoAugment (AA) [1], PBA [50], Fast AutoAugment (FastAA) [51], Faster AutoAugment (Faster

AA) [52], DADA [53], RandAugment (RA) [49], UniformAugment (UA) [55], TrivialAugment

(TA) [56], and Adversarial AutoAugment (AdvAA) [57]. Our results show that, without any

default augmentations, DeepAA achieves the best performance compared to existing automatic

augmentation search methods on CIFAR-10, CIFAR-100 on Wide-ResNet-28-10 and ImageNet on

ResNet-50 and ResNet-200 with standard augmentation space and training procedure.

We summarize our main contributions below:

• We propose Deep AutoAugment (DeepAA), a fully automated data augmentation search

method that finds a multi-layer data augmentation policy from scratch.

• We formulate such multi-layer data augmentation search as a regularized gradient matching
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problem. We show that maximizing cosine similarity along the direction of low variance is

effective for data augmentation search when augmentation layers go deep.

• We address the issue of exponential growth of the dimensionality of the search space when

more augmentation layers are added by incrementally adding augmentation layers based on

the data distribution transformed by all the previous augmentation layers.

• Our experiment results show that, without using any default augmentations, DeepAA achieves

stronger performance compared with prior works.

3.2 Related Work

Automated Data Augmentation. Automating data augmentation policy design has recently

emerged as a promising paradigm for data augmentation. The pioneer work on automated data

augmentation was proposed in AutoAugment [1], where the search is performed under reinforce-

ment learning framework. AutoAugment requires to train the neural network repeatedly, which

takes thousands of GPU hours to converge. Subsequent works [51, 53, 54] aim at reducing the

computation cost. Fast AutoAugment [51] treats data augmentation as inference time density match-

ing which can be implemented efficiently with Bayesian optimization. Differentiable Automatic

Data Augmentation (DADA) [53] further reduces the computation cost through a reparameter-

ized Gumbel-softmax distribution [58]. RandAugment [49] introduces a simplified search space

containing two interpretable hyperparameters, which can be optimized simply by grid search. Ad-

versarial AutoAugment (AdvAA) [57] searches for the augmentation policy in an adversarial and

online manner. It also incorporates the concept of Batch Augmentaiton [59, 60], where multiple

adversarial policies run in parallel. Although many automated data augmentation methods have

been proposed, the use of default augmentations still imposes strong domain knowledge.

Gradient Matching. Our work is also related to gradient matching. In [61], the authors showed

that the cosine similarity between the gradients of different tasks provides a signal to detect when

an auxiliary loss is helpful to the main loss. In [62], the authors proposed to use cosine similarity

as the training signal to optimize the data usage via weighting data points. A similar approach was
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proposed in [63], which uses the gradient inner product as a per-example reward for optimizing data

distribution and data augmentation under the reinforcement learning framework. Our approach also

utilizes the cosine similarity to guide the data augmentation search. However, our implementation

of cosine similarity is different from the above from two aspects: we propose a Jacobian-vector

product form to backpropagate through the cosine similarity, which is computational and memory

efficient and does not require computing higher order derivative; we also propose a sampling

scheme that effectively allows the cosine similarity to increase with added augmentation stages.

3.3 Deep AutoAugment

3.3.1 Overview

Data augmentation can be viewed as a process of filling missing data points in the dataset with

the same data distribution [52]. By augmenting a single data point multiple times, we expect the

resulting data distribution to be close to the full dataset under a certain type of transformation. For

example, by augmenting a single image with proper color jittering, we obtain a batch of augmented

images which has similar distribution of lighting conditions as the full dataset. As the distribution

of augmented data gets closer to the full dataset, the gradient of the augmented data should be

steered towards a batch of original data sampled from the dataset. In DeepAA, we formulate the

search of the data augmentation policy as a regularized gradient matching problem, which manages

to steer the gradient to a batch of original data by augmenting a single image multiple times.

Specifically, we construct the augmented training batch by augmenting a single training data point

multiple times following the augmentation policy. We construct a validation batch by sampling

a batch of original data from the validation set. We expect that by augmentation, the gradient of

augmented training batch can be steered towards the gradient of the validation batch. To do so,

we search for data augmentation that maximizes the cosine similarity between the gradients of the

validation data and the augmented training data. The intuition is that an effective data augmentation

should preserve data distribution [64] where the distribution of the augmented images should align

with the distribution of the validation set such that the training gradient direction is close to the

validation gradient direction.
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Another challenge for augmentation policy search is that the search space can be prohibitively

large with deep augmentation layers (𝐾 ≥ 5). This was not a problem in previous works, where

the augmentation policies is shallow (𝐾 ≤ 2). For example, in AutoAugment [1], each sub-policy

contains 𝐾 = 2 transformations to be applied sequentially, and the search space of AutoAugment

contains 16 image operations and 10 discrete magnitude levels. The resulting number of combina-

tions of transformations in AutoAugment is roughly (16 × 10)2 = 25, 600, which is handled well

in previous works. However, when discarding the default augmentation pipeline and searching

for data augmentations from scratch, it requires deeper augmentation layers in order to perform

well. For a data augmentation with 𝐾 = 5 sequentially applied transformations, the number of

sub-policies is (16 × 10)5 ≈ 1011, which is prohibitively large for the following two reasons. First,

it becomes less likely to encounter a good policy by exploration as good policies become more

sparse on high dimensional search space. Second, the dimension of parameters in the policy also

grows with 𝐾 , making it more computational challenging to optimize. To tackle this challenge,

we propose to build up the full data augmentation by progressively stacking augmentation layers,

where each augmentation layer is optimized on top of the data distribution transformed by all

previous layers. This avoids sampling sub-policies from such a large search space, and the number

of parameters of the policy is reduced from |T|𝐾 to T for each augmentation layer.

3.3.2 Search Space

Let O denote the set of augmentation operations (e.g. identity, rotate, brightness), 𝑚 denote an

operation magnitude in the set M, and 𝑥 denote an image sampled from the space X. We define the

set of transformations as the set of operations with a fixed magnitude as T := {𝑡 |𝑡 = 𝑜(· ; 𝑚), 𝑜 ∈

O and 𝑚 ∈ M}. Under this definition, every 𝑡 is a map 𝑡 : X → X, and there are |T| = |M| · |O|

possible transformations. In previous works [1, 51, 53, 52], a data augmentation policy P consists

of several sub-policies. As explained above, the size of candidate sub-policies grows exponentially

with depth 𝐾 . Therefore, we propose a practical method that builds up the full data augmentation by

progressively stacking augmentation layers. The final data augmentation policy hence consists of 𝐾

layers of sequentially applied policy P = {P1, · · · ,P𝐾}, where policy P𝑘 is optimized conditioned
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on the data distribution augmented by all previous (𝑘 − 1) layers of policies. Thus we write the

policy as a conditional distribution P𝑘 := 𝑝𝜃𝑘 (𝑛|{P1, · · · ,P𝑘−1}) where 𝑛 denotes the indices of

transformations in T. For the purpose of clarity, we use a simplified notation as 𝑝𝜃𝑘 to replace

𝑝𝜃𝑘 (𝑛|{P1, · · · ,P𝑘−1}).

3.3.3 Augmentation Policy Search via Regularized Gradient Matching

Assume that a single data point 𝑥 is augmented multiple times following the policy 𝑝𝜃 . The

resulting average gradient of such augmentation is denoted as 𝑔(𝑥, 𝜃), which is a function of data

𝑥 and policy parameters 𝜃. Let 𝑣 denote the gradients of a batch of the original data. We optimize

the policy by maximizing the cosine similarity between the gradients of the augmented data and a

batch of the original data as follows:

𝜃 = arg max
𝜃

cosineSimilarity(𝑣, 𝑔(𝑥, 𝜃)) (3.1)

= arg max
𝜃

𝑣𝑇 · 𝑔(𝑥, 𝜃)
∥𝑣∥·∥𝑔(𝑥, 𝜃)∥

where ∥·∥ denotes the L2-norm. The parameters of the policy can be updated via gradient ascent:

𝜃 ← 𝜃 + 𝜂∇𝜃 cosineSimilarity(𝑣, 𝑔(𝑥, 𝜃)), (3.2)

where 𝜂 is the learning rate.

3.3.3.1 Policy Search for One layer

We start with the case where the data augmentation policy only contains a single augmentation

layer, i.e., P = {𝑝𝜃}. Let 𝐿 (𝑥;𝑤) denote the classification loss of data point 𝑥 where 𝑤 ∈ R𝐷

represents the flattened weights of the neural network. Consider applying augmentation on a

single data point 𝑥 following the distribution 𝑝𝜃 . The resulting averaged gradient can be calculated

analytically by averaging all the possible transformations in T with the corresponding probability

𝑝(𝜃):

𝑔(𝑥; 𝜃) =
|T|∑︁
𝑛=1

𝑝𝜃 (𝑛)∇𝑤𝐿 (𝑡𝑛 (𝑥);𝑤) (3.3)

= 𝐺 (𝑥) · 𝑝𝜃
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where 𝐺 (𝑥) =
[
∇𝑤𝐿 (𝑡1(𝑥);𝑤), · · · ,∇𝑤𝐿 (𝑡 |T| (𝑥);𝑤)

]
is a 𝐷 × |T| Jacobian matrix, and 𝑝𝜃 =

[𝑝𝜃 (1), · · · , 𝑝𝜃 ( |T|)]𝑇 is a |T| dimensional categorical distribution. The gradient w.r.t. the cosine

similarity in Eq. (3.2) can be derived as:

∇𝜃 cosineSimilarity(𝑣, 𝑔(𝑥; 𝜃)) = ∇𝜃 𝑝𝜃 · 𝑟 (3.4)

where

𝑟 = 𝐺 (𝑥)𝑇
(

𝑣

∥𝑔(𝜃)∥ −
𝑣𝑇𝑔(𝜃)
∥𝑔(𝜃)∥2

· 𝑔(𝜃)∥𝑔(𝜃)∥

)
(3.5)

which can be interpreted as a reward for each transformation. Therefore, 𝑝𝜃 ·𝑟 in Eq.(3.4) represents

the average reward under policy 𝑝𝜃 .

3.3.3.2 Policy Search for Multiple layers

The above derivation is based on the assumption that 𝑔(𝜃) can be computed analytically

by Eq.(3.3). However, when 𝐾 ≥ 2, it becomes impractical to compute the average gradient

of the augmented data given that the search space dimensionality grows exponentially with 𝐾 .

Consequently, we need to average the gradient of all |T|𝐾 possible sub-policies.

To reduce the parameters of the policy to T for each augmentation layer, we propose to in-

crementally stack augmentations based on the data distribution transformed by all the previous

augmentation layers. Specifically, let P = {P1, · · · ,P𝐾} denote the 𝐾-layer policy. The policy P𝑘

modifies the data distribution on top of the data distribution augmented by the previous (𝑘 − 1)

layers. Therefore, the policy at the 𝑘 𝑡ℎ layer is a distribution P𝑘 = 𝑝𝜃𝑘 (𝑛) conditioned on the

policies {P1, · · · ,P𝑘−1} where each one is a |T|-dimensional categorical distribution. Given that,

the Jacobian matrix at the 𝑘 𝑡ℎ layer can be derived by averaging over the previous (𝑘 − 1) layers of

policies as follows:

𝐺 (𝑥)𝑘 =
|T|∑︁

𝑛𝑘−1=1
· · ·

|T|∑︁
𝑛1=1

𝑝𝜃𝑘−1 (𝑛𝑘−1) · · · 𝑝𝜃1 (𝑛1) [∇𝑤𝐿 ((𝑡1 ◦ 𝑡𝑛𝑘−1 · · · ◦ 𝑡𝑛1) (𝑥);𝑤), · · · ,

∇𝑤𝐿 ((𝑡 |T| ◦ 𝑡𝑛𝑘−1 ◦ · · · ◦ 𝑡𝑛1) (𝑥);𝑤)]

(3.6)
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where 𝐺𝑘 can be estimated via the Monte Carlo method as:

𝐺̃𝑘 (𝑥) =
∑︁

𝑛̃𝑘−1∼𝑝𝜃𝑘

· · ·
∑︁
𝑛̃1∼𝑝𝜃1

[∇𝑤𝐿 ((𝑡1 ◦ 𝑡𝑛̃𝑘−1 · · · ◦ 𝑡𝑛̃1) (𝑥);𝑤), · · · ,

∇𝑤𝐿 ((𝑡 |T| ◦ 𝑡𝑛̃𝑘−1 ◦ · · · ◦ 𝑡𝑛̃1) (𝑥);𝑤)]

(3.7)

where 𝑛̃𝑘−1 ∼ 𝑝𝜃𝑘−1 (𝑛), · · · , 𝑛̃1 ∼ 𝑝𝜃1 (𝑛).

The average gradient at the 𝑘 𝑡ℎ layer can be estimated by the Monte Carlo method as:

𝑔̃(𝑥; 𝜃𝑘 ) =
∑︁

𝑛̃𝑘∼𝑝𝜃𝑘

· · ·
∑︁
𝑛̃1∼𝑝𝜃1

∇𝑤𝐿
(
(𝑡𝑛̃𝑘 ◦ · · · ◦ 𝑡𝑛̃1) (𝑥);𝑤

)
. (3.8)

Therefore, the reward at the 𝑘 𝑡ℎ layer is derived as:

𝑟 𝑘 (𝑥) =
(
𝐺̃𝑘 (𝑥)

)𝑇 (
𝑣

∥𝑔̃𝑘 (𝑥; 𝜃𝑘 )∥
− 𝑣𝑇 𝑔̃𝑘 (𝑥; 𝜃𝑘 )
∥𝑔̃𝑘 (𝑥; 𝜃𝑘 )∥2

· 𝑔̃𝑘 (𝑥; 𝜃𝑘 )∥𝑔̃𝑘 (𝑥; 𝜃𝑘 )∥

)
. (3.9)

To prevent the augmentation policy from overfitting, we regularize the optimization by avoiding

optimizing towards the direction with high variance. Thus, we penalize the average reward with its

standard deviation as

𝑟 𝑘 = 𝐸𝑥{𝑟 𝑘 (𝑥)} − 𝑐 ·
√︁
𝐸𝑥{(𝑟 𝑘 (𝑥) − 𝐸𝑥{𝑟 𝑘 (𝑥)})2} , (3.10)

where we use 16 randomly sampled images to calculate the expectation. The hyperparameter 𝑐

controls the degree of regularization, which is set to 1.0. With such regularization, we prevent the

policy from converging to the transformations with high variance.

Therefore the parameters of policy P𝑘 (𝑘 ≥ 2) can be updated as:

𝜃 ← 𝜃𝑘 + 𝜂∇𝜃𝑘 cosineSimilarity(𝑣, 𝑔(𝜃𝑘 )) (3.11)

where

∇𝜃 cosineSimilarity(𝑣, 𝑔𝑘 (𝑥; 𝜃)) = ∇𝜃 𝑝𝜃𝑘 · 𝑟 𝑘 . (3.12)

3.4 Experiments and Analysis

Benchmarks and Baselines. We evaluate the performance of DeepAA on three standard

benchmarks: CIFAR-10, CIFAR-100, ImageNet, and compare it against a baseline based on
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standard augmentations (i.e., flip left-righ, pad-and-crop for CIFAR-10/100, and Inception-style

preprocesing [65] for ImageNet) as well as nine existing automatic augmentation methods including

(1) AutoAugment (AA) [1], (2) PBA [50], (3) Fast AutoAugment (Fast AA) [51], (4) Faster

AutoAugment [52], (5) DADA [53], (6) RandAugment (RA) [49], (7) UniformAugment (UA) [55],

(8) TrivialAugment (TA) [56], and (9) Adversarial AutoAugment (AdvAA) [57].

Search Space. We set up the operation set O to include 16 commonly used operations (iden-

tity, shear-x, shear-y, translate-x, translate-y, rotate, solarize, equalize, color, posterize, contrast,

brightness, sharpness, autoContrast, invert, Cutout) as well as two operations (i.e., flips and crop)

that are used as the default operations in the aforementioned methods. The list of operations and

the range of magnitudes in the standard augmentation space are summarized in Table 3.1. Among

the operations in O, 11 operations are associated with magnitudes. We then discretize the range of

magnitudes into 12 uniformly spaced levels and treat each operation with a discrete magnitude as

an independent transformation. Therefore, the policy in each layer is a 139-dimensional categorical

distribution corresponding to |T| = 139 {operation, magnitude} pairs.
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Operation Magnitude
Identity -
ShearX [-0.3, 0.3]
ShearY [-0.3, 0.3]
TranslateX [-0.45, 0.45]
TranslateY [-0.45, 0.45]
Rotate [-30, 30]
AutoContrast -
Invert -
Equalize -
Solarize [0, 256]
Posterize [4, 8]
Contrast [0.1, 1.9]
Color [0.1, 1.9]
Brightness [0.1, 1.9]
Sharpness [0.1, 1.9]
Flips -
Cutout 16 (60)
Crop -

Table 3.1 List of operations in the search space and the corresponding range of magnitudes in the
standard augmentation space. Note that some operations do not use magnitude parameters. We add
flip and crop to the search space which were found in the default augmentation pipeline in previous
works. Flips operates by randomly flipping the images with 50% probability. In line with previous
works, crop denotes pad-and-crop and resize-and-crop transforms for CIFAR10/100 and ImageNet
respectively. We set Cutout magnitude to 16 for CIFAR10/100 dataset to be the same as the Cutout
in the default augmentation pipeline. We set Cutout magnitude to 60 pixels for ImageNet which is
the upper limit of the magnitude used in AA [1].

3.4.1 Performance on CIFAR-10 and CIFAR-100

Policy Search. Following [1], we conduct the augmentation policy search based on Wide-

ResNet-40-2 [17]. We first train the network on a subset of 4, 000 randomly selected samples from

CIFAR-10. We then progressively update the policy network parameters 𝜃𝑘 (𝑘 = 1, 2, · · · , 𝐾) for

512 iterations for each of the 𝐾 augmentation layers. We use the Adam optimizer [66] and set the

learning rate to 0.025 for policy updating.

Policy Evaluation. Using the publicly available repository of Fast AutoAugment [51], we

evaluate the found augmentation policy on both CIFAR-10 and CIFAR-100 using Wide-ResNet-

28-10 and Shake-Shake-2x96d models. The evaluation configurations are kept consistent with that
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of Fast AutoAugment.

Results. Table 3.2 reports the Top-1 test accuracy on CIFAR-10/100 for Wide-ResNet-28-10

and Shake-Shake-2x96d, respectively. The results of DeepAA are the average of four independent

runs with different initializations. We also show the 95% confidence interval of the mean accuracy.

As shown, DeepAA achieves the best performance compared against previous works using the

standard augmentation space. Note that TA(Wide) uses a wider (stronger) augmentation space on

this dataset.

Baseline AA PBA FastAA FasterAA DADA RA UA TA(RA) TA(Wide) 1 DeepAA
CIFAR-10
WRN-28-10 96.1 97.4 97.4 97.3 97.4 97.3 97.3 97.33 97.46 97.46 97.56 ± 0.14
Shake-Shake (26 2x96d) 97.1 98.0 98.0 98.0 98.0 98.0 98.0 98.1 98.05 98.21 98.11 ± 0.12

CIFAR-100
WRN-28-10 81.2 82.9 83.3 82.7 82.7 82.5 83.3 82.82 83.54 84.33 84.02 ± 0.18
Shake-Shake (26 2x96d) 82.9 85.7 84.7 85.1 85.0 84.7 - - - 86.19 85.19 ± 0.28

Table 3.2 Top-1 test accuracy on CIFAR-10/100 for Wide-ResNet-28-10 and Shake-Shake-2x96d.
The results of DeepAA are averaged over four independent runs with different initializations. The
95% confidence interval is denoted by ±.

3.4.2 Performance on ImageNet

Policy Search. We conduct the augmentation policy search based on ResNet-18 [14]. We first

train the network on a subset of 200, 000 randomly selected samples from ImageNet for 30 epochs.

We then use the same settings as in CIFAR-10 for updating the policy parameters.

Policy Evaluation. We evaluate the performance of the found augmentation policy on ResNet-

50 and ResNet-200 based on the public repository of Fast AutoAugment [51]. The parameters for

training are the same as the ones of [51]. In particular, we use step learning rate scheduler with a

reduction factor of 0.1, and we train and evaluate with images of size 224x224.

Results. The performance on ImageNet is presented in Table 3.3. As shown, DeepAA achieves

the best performance compared with previous methods without the use of default augmentation

pipeline. In particular, DeepAA performs better on larger models (i.e. ResNet-200), as the

performance of DeepAA on ResNet-200 is the best within the 95% confidence interval. Note that
1On CIFAR-10/100, TA (Wide) uses a wider (stronger) augmentation space, while the other methods including

TA (RA) uses the standard augmentation space.
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while we train DeepAA using the image resolution (224×224), we report the best results of RA and

TA, which are trained with a larger image resolution (244×224) on this dataset.

Baseline AA Fast AA Faster AA DADA RA UA TA(RA)1 TA(Wide)2 DeepAA
ResNet-50 76.3 77.6 77.6 76.5 77.5 77.6 77.63 77.85 78.07 78.30 ± 0.14
ResNet-200 78.5 80.0 80.6 - - - 80.4 - - 81.32 ± 0.17

Table 3.3 Top-1 test accuracy (%) on ImageNet for ResNet-50 and ResNet-200. The results of
DeepAA are averaged over four independent runs with different initializations. The 95% confidence
interval is denoted by ±.

3.4.3 Performance with Batch Augmentation

Batch Augmentation (BA) is a technique that draws multiple augmented instances of the same

sample in one mini-batch. It has been shown to be able to improve the generalization performance

of the network [59, 60]. AdvAA [57] directly searches for the augmentation policy under the BA

setting whereas for TA and DeepAA, we apply BA with the same augmentation policy used in

Table 3.2. Note that since the performance of BA is sensitive to the hyperparameters [67], we have

conducted a grid search on the hyperparameters of both TA and DeepAA (details are included in

Appendix 3.4.7). As shown in Table 3.4, after tuning the hyperparameters, the performance of

TA (Wide) using BA is already better than the reported performance in the original paper. The

performance of DeepAA with BA outperforms that of both AdvAA and TA (Wide) with BA.

AdvAA TA(Wide)
(original paper)

TA(Wide)
(ours) DeepAA

CIFAR-10 98.1 ± 0.15 98.04 ± 0.06 98.06 ± 0.23 98.21 ± 0.14
CIFAR-100 84.51 ± 0.18 84.62 ± 0.14 85.40 ± 0.15 85.61 ± 0.17

Table 3.4 Top-1 test accuracy (%) on CIFAR-10/100 dataset with WRN-28-10 with Batch Augmen-
tation (BA), where eight augmented instances were drawn for each image. The results of DeepAA
are averaged over four independent runs with different initializations. The 95% confidence interval
is denoted by ±.
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Figure 3.2 Top-1 test accuracy (%) on ImageNet of DeepAA-simple, DeepAA, and other automatic
augmentation methods on ResNet-50.

3.4.4 Understanding DeepAA

Effectiveness of Gradient Matching. One uniqueness of DeepAA is the regularized gradient

matching objective. To examine its effectiveness, we remove the impact coming from multiple

augmentation layers, and only conduct search for a single layer of augmentation policy. When

evaluating the searched policy, we apply the default augmentation in addition to the searched

policy. We refer to this variant as DeepAA-simple. Figure 3.2 compares the Top-1 test accuracy on

ImageNet using ResNet-50 between DeepAA-simple, DeepAA, and other automatic augmentation

methods. While there is 0.22% performance drop compared to DeepAA, with a single augmentation

layer, DeepAA-simple still outperforms other methods and is able to achieve similar performance

compared to TA (Wide) but with a standard augmentation space and trains on a smaller image size

(224×224 vs 244×224).

Policy Search Cost. Table 3.5 compares the policy search time on CIFAR-10/100 and ImageNet

in GPU hours. DeepAA has comparable search time as PBA, Fast AA, and RA, but is slower than

Faster AA and DADA. Note that Faster AA and DADA relax the discrete search space to a continuous

one similar to DARTS [68]. While such relaxation leads to shorter searching time, it inevitably

introduces a discrepancy between the true and relaxed augmentation spaces.
1TA (RA) achieves 77.55% top-1 accuracy with image resolution 224×224.
2TA (Wide) achieves 77.97% top-1 accuracy with image resolution 224×224.
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Dataset AA PBA Fast AA Faster AA DADA RA DeepAA
CIFAR-10/100 5000 5 3.5 0.23 0.1 25 9
ImageNet 15000 - 450 2.3 1.3 5000 96

Table 3.5 Policy search time on CIFAR-10/100 and ImageNet in GPU hours.

Impact of the Number of Augmentation Layers. Another uniqueness of DeepAA is its

multi-layer search space that can go beyond two layers which existing automatic augmentation

methods were designed upon. We examine the impact of the number of augmentation layers on

the performance of DeepAA. Table 3.6 and Table 3.7 show the performance on CIFAR-10/100

and ImageNet respectively with increasing number of augmentation layers. As shown, for CIFAR-

10/100, the performance gradually improves when more augmentation layers are added until

we reach five layers. The performance does not improve when the sixth layer is added. For

ImageNet, we have similar observation where the performance stops improving when more than

five augmentation layers are included.

1 layer 2 layers 3 layers 4 layers 5 layers 6 layers
CIFAR-10 96.3 ± 0.21 96.6 ± 0.18 96.9 ± 0.12 97.4 ± 0.14 97.56 ± 0.14 97.6 ± 0.12
CIFAR-100 80.9 ± 0.31 81.7 ± 0.24 82.2 ± 0.21 83.7 ± 0.24 84.02 ± 0.18 84.0 ± 0.19

Table 3.6 Top-1 test accuracy of DeepAA on CIFAR-10/100 for different numbers of augmentation
layers. The results are averaged over 4 independent runs with different initializations with the 95%
confidence interval denoted by ±.

1 layer 3 layers 5 layers 7 layers
ImageNet 75.27 ± 0.19 78.18 ± 0.22 78.30 ± 0.14 78.30 ± 0.14

Table 3.7 Top-1 test accuracy of DeepAA on ImageNet with ResNet-50 for different numbers of
augmentation layers. The results are averaged over 4 independent runs w/ different initializations
with the 95% confidence interval denoted by ±.

Figure 3.3 illustrates the distributions of operations in the policy for CIFAR-10/100 and Ima-

geNet respectively. As shown in Figure 3.3(a), the augmentation of CIFAR-10/100 converges to

identity transformation at the sixth augmentation layer, which is a natural indication of the end of

the augmentation pipeline. We have similar observation in Figure 3.3(b) for ImageNet, where the
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Figure 3.3 The distribution of operations at each layer of the policy for CIFAR-10/100 and
ImageNet. The probability of each operation is summed up over all 12 discrete intensity levels (see
Appendix 3.4.5 and 3.4.6) of the corresponding transformation.

identity transformation dominates in the sixth augmentation layer. These observations match our

results listed in Table 3.6 and Table 3.7. We also include the distribution of the magnitude within

each operation for CIFAR-10/100 and ImageNet in Appendix 3.4.5 and Appendix 3.4.6.

Validity of Optimizing Gradient Matching with Regularization. To evaluate the validity

of optimizing gradient matching with regularization, we designed a search-free baseline named

“DeepTA”. In DeepTA, we stack multiple layers of TA on the same augmentation space of DeepAA

without using default augmentations. As stated in Eq.(3.10) and Eq.(3.12), we explicitly optimize

the gradient similarities with the average reward minus its standard deviation. The first term –

the average reward 𝐸𝑥{𝑟 𝑘 (𝑥)} – encourages the direction of high cosine similarity. The second

term – the standard deviation of the reward
√︁
𝐸𝑥{(𝑟 𝑘 (𝑥) − 𝐸𝑥{𝑟 𝑘 (𝑥)})2} – acts as a regularization

that penalizes the direction with high variance. These two terms jointly maximize the gradient

similarity along the direction with low variance. To illustrate the optimization trajectory, we design

two metrics that are closely related to the two terms in Eq.(3.10): the mean value, and the standard
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(a) Mean of the gradient similarity
improvement

(b) Standard deviation of the gradi-
ent similarity improvement

(c) Mean accuracy over different
augmentation depth

Figure 3.4 Illustration of the search trajectory of DeepAA in comparison with DeepTA on CIFAR-
10.

deviation of the improvement of gradient similarity. The improvement of gradient similarity is

obtained by subtracting the cosine similarity of the original image batch from that of the augmented

batch. In our experiment, the mean and standard deviation of the gradient similarity improvement

are calculated over 256 independently sampled original images.

As shown in Figure 3.4(a), the cosine similarity of DeepTA reaches the peak at the fifth layer,

and stacking more layers decreases the cosine similarity. In contrast, for DeepAA, the cosine

similarity increases consistently until it converges to identity transformation at the sixth layer. In

Figure 3.4(b), the standard deviation of DeepTA significantly increases when stacking more layers.

In contrast, in DeepAA, as we optimize the gradient similarity along the direction of low variance,

the standard deviation of DeepAA does not grow as fast as DeepTA. In Figure 3.4(c), both DeepAA

and DeepTA reach peak performance at the sixth layer, but DeepAA achieves better accuracy

compared against DeepTA. Therefore, we empirically show that DeepAA effectively scales up the

augmentation depth by increasing cosine similarity along the direction with low variance, leading

to better results.

Comparison with Other Policies. In Figure 3.7 in Appendix 3.4.8, we compare the policy of

DeepAA with the policy found by other data augmentation search methods including AA, FastAA

and DADA. We have three interesting observations:

• AA, FastAA and DADA assign high probability (over 1.0) on flip, Cutout and crop, as those

transformations are hand-picked and applied by default. DeepAA finds a similar pattern that
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assigns high probability on flip, Cutout and crop.

• Unlike AA, which mainly focused on color transformations, DeepAA has high probability

over both spatial and color transformations.

• FastAA has evenly distributed magnitudes, while DADA has low magnitudes (common issues

in DARTS-like method). Interestingly, DeepAA assigns high probability to the stronger

magnitudes.
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3.4.5 The distribution of magnitudes for CIFAR-10/100

Figure 3.5 The distribution of discrete magnitudes of each augmentation transformation in each
layer of the policy for CIFAR-10/100. The x-axis represents the discrete magnitudes and the y-axis
represents the probability. The magnitude is discretized to 12 levels with each transformation
having its own range. A large absolute value of the magnitude corresponds to high transformation
intensity. Note that we do not show identity, autoContrast, invert, equalize, flips, Cutout and crop
because they do not have intensity parameters.
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3.4.6 The distribution of magnitudes for ImageNet

Figure 3.6 The distribution of discrete magnitudes of each augmentation transformation in each
layer of the policy for ImageNet. The x-axis represents the discrete magnitudes and the y-axis
represents the probability. The magnitude is discretized to 12 levels with each transformation
having its own range. A large absolute value of the magnitude corresponds to high transformation
intensity. Note that we do not show identity, autoContrast, invert, equalize, flips, Cutout and crop
because they do not have intensity parameters.
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3.4.7 Hyperparameters for Batch Augmentation

The performance of BA is sensitive to the training settings [67, 69]. Therefore, we conduct

a grid search on the learning rate, weight decay and number of epochs for TA and DeepAA with

Batch Augmentation. The best-found parameters are summarized in Table 3.8 in Appendix. We

did not tune the hyperparameters of AdvAA [57] since AdvAA claims to be adaptive to the training

process.

Dataset Augmentation Model Batch Size Learning Rate Weight Decay Epoch

CIFAR-10 TA (Wide) WRN-28-10 128 × 8 0.2 0.0005 100
DeepAA WRN-28-10 128 × 8 0.2 0.001 100

CIFAR-100 TA (Wide) WRN-28-10 128 × 8 0.4 0.0005 35
DeepAA WRN-28-10 128 × 8 0.4 0.0005 35

Table 3.8 Model hyperparameters of Batch Augmentation on CIFAR10/100 for TA (Wide) and
DeepAA. Learning rate, weight decay and number of epochs are found via grid search.
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3.4.8 Comparison of data augmentation policy

Sampling probability of each transformations cumulated over all augmentation layers 

(a) DeepAA (b) AA

(c) FastAA (d) DADA

Figure 3.7 Comparison of the policy of DeepAA and some publicly available augmentaiotn policy
found by other methods including AA, FastAA and DADA on the CIFAR-10 dataset. Since the
compared methods have varied numbers of augmentation layers, we cumulate the probability of
each operation over all the augmentation layers. Thus, the cumulative probability can be larger
than 1. For AA, Fast AA and DADA, we add additional 1.0 probability to flip, Cutout and Crop,
since they are applied by default. In addition, we normalize the magnitude to the range [-5, 5], and
use color to distinguish different magnitudes.
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3.5 Conclusion

In this chapter, I present Deep AutoAugment (DeepAA), a multi-layer data augmentation

search method that finds deep data augmentation policy without using any hand-picked default

transformations. We formulate data augmentation search as a regularized gradient matching

problem, which maximizes the gradient similarity between augmented data and original data

along the direction with low variance. Our experimental results show that DeepAA achieves strong

performance without using default augmentations, indicating that regularized gradient matching is

an effective search method for data augmentation policies.
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CHAPTER 4

DATASET CONDENSATION VIA IMPORTANCE AWARE
TRAJECTORY MATCHING

4.1 Introduction of Dataset Condensation

Over recent years, deep learning has achieved significant success across various domains, in-

cluding computer vision[70], natural language processing[71], and speech recognition[72]. Land-

mark models such as AlexNet[70] in 2012, ResNet[14] in 2016, Bert[71] in 2018, as well as more

recent innovations like ViT[73], CLIP[74], and DALLE[75], all depend on large scale datasets

for their training. However, managing such large amounts of data, including collection, storage,

transmission, and preprocessing, requires significant effort. Moreover, the computational demands

for training on these large datasets often requires large amount of GPU resources for optimal per-

formance. This creates challenges for applications that need to train on a dataset for multiple times

such as hyper-parameter optimization[76, 77, 78] and neural architecture search[79, 80, 81]. The

situation is exacerbated by the rapid growth of the scale of datasets, where training solely on new

data risks catastrophic forgetting[82, 83], and maintaining all historical data becomes impractical.

Thus, there is a conflict between the need for high-accuracy models and the limitations of compu-

tational and storage resources. A natural solution is dataset condensation, which distill the original

datasets into smaller, information-rich subsets to ease storage demands while maintaining model

performance at test time.

A direct method to achieve such data condensation is through coreset selection, which selects

the most representative samples from original datasets to ensure that models trained on these subsets

perform comparably to those trained on the full datasets. Despite its effectiveness, this approach

often discards a significant portion of data, that may overlook value training information and lead

to suboptimal outcomes. Moreover, using the unmodified original data directly may raise privacy

concern.

To address the above challenges, dataset condensation (DC) or dataset distillation (DD) has

emerged, focusing on generating new, condensed training data. An overview of dataset condensation
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is illustrated in Fig. 4.1 Unlike core-set selection, DD aims to synthesize a limited number of

samples encapsulating the essence of the original datasets. Originally proposed by Wang et

al.[84], this method iteratively updates synthetic samples to ensure model performance well on the

original datasets. This foundational work has innovated numerous subsequent studies, significantly

advancing DD performance[85, 86, 87, 88, 89, 90] and extending its application to fields like

continual learning[91, 92, 93, 94, 95] and federated learning[96, 97, 98, 99, 100, 101, 102].

Neural networks is typically over parameterized with a lot of redundancy, so the weights are

not born equally important. Based on this insight, in this chapter we first proposed an importance

aware weight factorization, which factorize the weight matrix based on its influence on the layer

output. Building on that we proposed an importance aware trajectory matching algorithm which

only match the most important weights early in the training trajectory and gradually adding more

weight components until reaching the full weights later in training trajectory. Our methods removes

the interfere of the redundancy of the weights when matching the training trajectory. The results

shows improvements over previous work on various datasets.

4.2 Related Work

Coreset selection. A relatively straight forward way to reduce the dataset size is to maintain

a subset that only contains a few most representative samples selected from the original dataset.

A key challenge in achieving a good trade-off between the training performance and subset size

lies in determining the importance of each sample. This type of method is known as coreset

selection [103, 104, 105, 106].

Dataset condensation. The task of dataset condensation is to learn a small synthetic dataset

that retains the knowledge the original dataset. The deep neural network trained on the samll

synthetic dataset should obtain similar performance to the network trained on the original dataset.

A more strict dataset condensation method also requires that the weights of the network trained on

the small synthetic dataset be close to the network trained on the original dataset.

• Performance matching. The performance matching methods are designed to ensure that

neural networks trained on the condensed dataset perform comparable to the network trained
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Figure 4.1 An overview of Dataset Condensation. Dataset condensation focuses on generating new,
condensed training data such that models trained on such dataset have similar performance to the
models trained on the original dataset.

on the original dataset. A simple proof-of-concept algorithm was introduced in [77] where

the gradient with respective to the condesed dataset is computed by chaining derivaties

backwards through the entire training procedure. In [84] a bilevel optimization technique is

used, where the inner loop optimization is training a network on the condensed dataset and

outer loop optimize the validation performance of the network trained in the inner loops and

backpropage through the unrolled computation graph of inner loop optimization. However

the unrolled backpropagation requires to store the entire inner loop training trajectory grows

which could easily exceeds the available memory in the hardware. To address the challenge,

[78] leverages the Implicit Function Theorem (IFT) in conjection with an efficient Hessian

inverse method to approximate the unrolled differentiation which only requires constant

amount of memory.

• Weight space matching. The methodology of weight space matching was initially introduced
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in et al., with subsequent expansions provided through a series of studies [107, 108, 109, 110].

Distinct from performance matching, which aims at optimizing the performance of networks

trained on synthetic data, the concept of weight space matching involves training an identical

network on both synthetic and original datasets for a predefined number of steps and then

aligning the weights of both networks. The early works on weight space matching [88,

107, 108, 111, 112] were focused on matching the trajectory of a single step gradient update.

While this strategy is computational efficient, the errors may accumulate when the models are

updated by the synthetic datasets for multiple steps. To address this issue, [110] introduced

a long range trajectory matching technique that transfers the knowledge from a pre-trained

network through multi-step parameter updates.

• NTK/functional space matching. The preformance matching and weight space matchign

methods with muti-step parameter updates involves unrolling the gradient by traversing back

through the entire updating process. It requires higher order gradient calculation that demands

considerable computational resources to compute the unrolled gradients. The recent study of

neural tangent kernel (NTK) shows that the gradient descent in the infinite-width limit is fully

equivalent to kernel gradient descent with the NTK. Inspired by the connections between

infinitely-wide neural networks and kernel ridge-regression (KRR), the Kernel Inducing Point

(KIP) algorithm is proposed in [86, 87]. It relies on the closed-form solution to linear models

to avoid repetitive inner-loop optimization steps that leads to unrolled gradient update. To

mitigate the computational complexity associated with calculating the Neural Tangent Kernel

[109] introduced RFAD, leveraging the Empirical Neural Network Gaussian Process (NNGP)

kernel [113, 114]. To further improve the performance, they adopt platt scaling [115] by

applying cross-entropy loss to labels of real data instead of mean square error, which further

improves the performance.

• Feature space matching. The objective of the feature space matching strategy is to generate

synthetic data whose features closely mimics the distribution of real data. Maximum Mean

37



Discrepancy (MMD) is used in [90] to align the features extracted prior to the final layer

between the distilled dataset and the original dataset. Instead of aligning the features prior to

the last linear layer, [116] propose CAFE that further improves the performance by ensuring

the consistency of features across all intermediate layers.

4.3 Method

In this section, we first provide a brief introduction to the trajectory based condensation method

which serves as the background for our method. We then show that the model weights are not

equally important which servers as the motivation and mathematical foundation for our proposed

method. Finally, we introduce our proposed method named importance aware trajectory matching

in details.

4.3.1 Background on Trajectory Matching based Dataset Condensation

Dataset distillation focuses on generating a compact datasetDsyn from a larger, original dataset

Dreal, with the goal that models trained on Dsyn exhibit comparable test performance to those

trained on Dreal.

For methods based on trajectory matching (TM), this process involves aligning the training

trajectories of surrogate models trained on both Dreal and Dsyn. Specifically, we define 𝜏∗ as the

expert training trajectories, represented by a sequence of model parameters {𝜃∗𝑡 }𝑛0 acquired during

the training on Dreal. Similarly, 𝜃𝑡 represents the parameters at training step 𝑡 of a network trained

on the synthetic dataset Dsyn.

During each distillation iteration, 𝜃∗𝑡 and 𝜃∗
𝑡+𝑀 are randomly chosen from the collection of expert

trajectories 𝜏∗ as the initial and target parameters for matching, with 𝑀 being a predetermined

hyperparameter. TM-based methods then refine Dsyn by minimizing the loss expressed as:

L =
∥𝜃𝑡+𝑁 − 𝜃∗𝑡+𝑀 ∥22
∥𝜃∗𝑡 − 𝜃∗𝑡+𝑀 ∥22

, (4.1)

where 𝑁 is a hyper-parameter and 𝜃𝑡 + 𝑁 results from inner optimization using cross-entropy (CE)

loss ℓ and a learnable learning rate 𝛼:

𝜃𝑡+𝑖+1 = 𝜃𝑡+𝑖 − 𝛼∇ℓ(𝜃𝑡+𝑖,Ds𝑦𝑛), (4.2)
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Figure 4.2 Illustration of trajectory matching. The yellow blocks indicates the expert trajectory of
the teacher network, while green blocks represent the trajectory of student network. The objective
is to minimize the distance between 𝜃∗

𝑡+𝑀 and 𝜃𝑡+𝑁 .

where 𝜃𝑡 := 𝜃∗𝑡 .

4.3.2 Importance Aware Weight Factorization

Deep networks with a large number of trainable parameters within each layer are capable

achieving remarkable inference accuracy. While a large number of parameters contribute to higher

classification precision, it has been discovered that these parameters often exhibit considerable

redundancy. This redundancy allows for techniques such as pruning and quantization to be employed

in order to decrease the overall size of the network. In this section, we show that the significance

of weights within deep networks is not uniform, that is, a subset of these weights plays a far more

critical role in determining the ultimate performance of the model than the rest. We hypothesize

that matching the most important subset of weighs will lead to good performance, while matching

the less important weights would contribute minimally or even negatively to the final performance.

Motivated by this, we start our work by exploring the importance of each components of the model

weights.

Given a weight matrix Θ ∈ R𝑀×𝑁 with input activation 𝑋 ∈ R𝑁×𝐵, where 𝑀 , 𝑁 and 𝐵 denotes

the input dimension, output feature dimension and batch size, respectively. The output pre-activate
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is computed as 𝑌 = Θ𝑋 which is equivalent to:

𝑌 = (Θ𝑆) (𝑆−1𝑋) (4.3)

= Θ̃𝑋̃

with Θ̃ = Θ𝑆 and 𝑋̃ = 𝑆−1𝑋 being the transformed weight and activation, and 𝑆 ∈ R𝑁×𝑁 being an

arbitrary inevitable matrix.

We construct the matrix 𝑆−1 to be an whitening matrix of input activate 𝑋 , which satisfies

𝑆𝑆𝑇 = 𝑋𝑋𝑇 . Thus each channel of the transformed input activations 𝑋̃ are independent from each

other, i.e., 𝑋̃ 𝑋̃𝑇 = 𝑆−1𝑋𝑋𝑆 (𝑆−1)𝑆 = 𝐼. To find the optimal subset of weights that influence the final

performance most, we decompose the transformed weight Θ̃ via singular value decomposition as:

Θ̃ = Θ𝑆 (4.4)

= 𝑈̃Σ̃𝑉̃𝑇

=

𝑟∑︁
𝑛=1

𝜎̃𝑛𝑢̃𝑛𝑣̃
𝑇
𝑛

where 𝑈̃, 𝑉̃ , Σ̃ are the left and right singular vectors and singular values. Denoting 𝑈̃ =

[𝑢1, 𝑢2, 𝑢3, ..., 𝑢𝑟], Σ̃ = diag(𝜎̃1, 𝜎̃2, 𝜎̃3, · · · , 𝜎̃𝑟), and 𝑉̃ = [𝑣1, 𝑣2, 𝑣3, ..., 𝑣𝑟] where 𝑟 = min{𝑀, 𝑁}

supposing the weight Θ has full rank.

In the following, we provide the theoretical proofs that are useful to determine the importance

of the weight components.

Lemma 1. The Frobenius norm of matrix 𝐴 with dimension 𝑚 × 𝑛 can be deduced into the square

root of the trace of its gram matrix, which is:

∥𝐴∥𝐹 ≜
©­«
𝑛∑︁
𝑗=1

𝑚∑︁
𝑖=1

��𝑎𝑖 𝑗 ��2ª®¬
1
2

=

[
trace

(
𝐴𝑇 𝐴

)] 1
2 (4.5)

Using lemma 1, we obtain the loss 𝐿𝑖 when removing the 𝑖𝑡ℎ singular value and singular vectors

40



of 𝑊̃ :

𝐿𝑖 = | | (Θ̃ −
∑︁
𝑛≠𝑖

𝜎̃𝑛𝑢̃𝑛𝑣̃
𝑇
𝑛 ) 𝑋̃ | |𝐹 (4.6)

= | |𝜎̃𝑖𝑢̃𝑖 𝑣̃𝑇𝑖 𝑋̃ | |𝐹 = 𝜎̃𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢̃𝑖 𝑣̃𝑇𝑖 𝑋̃ 𝑋̃𝑇 𝑣̃𝑖𝑢̃𝑇𝑖 )
1
2

Since both 𝑈̃ = [𝑢̃1, 𝑢̃2, 𝑢̃3, ..., 𝑢̃𝑟] and 𝑉̃ = [𝑣̃1, 𝑣̃2, 𝑣̃3, ..., 𝑣̃𝑟] are orthogonal matrices, we have:
𝑣̃𝑇𝑖 𝑣̃𝑖 = 𝑢̃

𝑇
𝑖 𝑢̃𝑖 = 𝐼

𝑣̃𝑇𝑖 𝑣̃ 𝑗 = 𝑢̃
𝑇
𝑖 𝑢̃ 𝑗 = 0,∀𝑖 ≠ 𝑗

𝑡𝑟𝑎𝑐𝑒(𝑣̃𝑖 𝑣̃𝑇𝑖 ) = 𝑡𝑟𝑎𝑐𝑒(𝑢̃𝑖𝑢̃𝑇𝑖 ) = 1

(4.7)

Theorem 1. If the whitening matrix 𝑆 satisfies 𝑆𝑆𝑇 = 𝑋𝑋𝑇 , the compression loss 𝐿𝑖 equals to 𝜎̃𝑖.

Proof. Since 𝑋̃ = 𝑆−1𝑋 and 𝑆𝑆𝑇 = 𝑋𝑋𝑇 , we can further 𝐿𝑖:

𝐿𝑖 = | | (Θ̃ −
∑︁
𝑛≠𝑖

𝜎̃𝑛𝑢̃𝑛𝑣̃
𝑇
𝑛 ) 𝑋̃ | |𝐹 (4.8)

= | |𝜎̃𝑖𝑢̃𝑖 𝑣̃𝑇𝑖 𝑋̃ | |𝐹

= 𝜎̃𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢̃𝑖 𝑣̃𝑇𝑖 𝑋̃ 𝑋̃𝑇 𝑣̃𝑖𝑢̃𝑇𝑖 )
1
2

= 𝜎̃𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢̃𝑖 𝑣̃𝑇𝑖 𝑆−1𝑋𝑋𝑇 (𝑆−1)𝑇 𝑣̃𝑖𝑢̃𝑇𝑖 )
1
2

= 𝜎̃𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢̃𝑖 𝑣̃𝑇𝑖 𝑆−1𝑆𝑆𝑇 (𝑆𝑇 )−1𝑣̃𝑖𝑢̃
𝑇
𝑖 )

1
2

= 𝜎̃𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢̃𝑖 𝑣̃𝑇𝑖 𝑣̃𝑖𝑢̃𝑇𝑖 )
1
2 = 𝜎̃𝑖

We can find such 𝑆 using the Cholesky decomposition of 𝑋𝑋𝑇 , which satisfies 𝑆𝑆𝑇 = 𝑋𝑋𝑇 , the

loss 𝐿𝑖 of removing 𝜎̃𝑖 equals to the singular value 𝜎̃𝑖 itself. □

Theorem 2. If the whitening matrix 𝑆 satisfies 𝑆𝑆𝑇 = 𝑋𝑋𝑇 , removing two components corre-

sponding to the singular values 𝜎̃𝑖 and 𝜎̃𝑗 , the squared loss 𝐿2
𝑖, 𝑗

is the summation of 𝜎̃2
𝑖

and

𝜎̃2
𝑗
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Proof. Suppose we remove 𝜎̃𝑖 and 𝜎̃𝑗 from the SVD decompositoin of Θ̃ , we calculate the square

of the loss 𝐿𝑖, 𝑗 :

𝐿2
𝑖, 𝑗 =| | (Θ̃ −

∑︁
𝑛∉{𝑖, 𝑗}

𝜎̃𝑛𝑢̃𝑛𝑣̃
𝑇
𝑛 ) 𝑋̃ | |𝐹 (4.9)

=
����𝜎̃𝑖𝑢̃𝑖 𝑣̃𝑇𝑖 𝑋̃ + 𝜎̃𝑗 𝑢̃ℎ𝑣̃𝑇ℎ 𝑋̃ ����2

𝐹

=𝜎̃2
𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢𝑖𝑣𝑖𝑇 𝑋̃ 𝑋̃𝑇𝑣𝑖𝑢𝑖𝑇 ) + 𝜎̃𝑖𝜎̃𝑗 𝑡𝑟𝑎𝑐𝑒(𝑢𝑖𝑣𝑖𝑇 𝑋̃ 𝑋̃𝑇𝑣 𝑗𝑢 𝑗𝑇 )

+ 𝜎̃2
𝑗 𝑡𝑟𝑎𝑐𝑒(𝑢 𝑗𝑣 𝑗𝑇 𝑋̃ 𝑋̃𝑇𝑣 𝑗𝑢 𝑗𝑇 )

=𝜎̃2
𝑖 𝑡𝑟𝑎𝑐𝑒(𝑢𝑖𝑣𝑖𝑇 𝑋̃ 𝑋̃𝑇𝑣𝑖𝑢𝑖𝑇 ) + 𝜎̃2

𝑗 𝑡𝑟𝑎𝑐𝑒(𝑢 𝑗𝑣 𝑗𝑇 𝑋̃ 𝑋̃𝑇𝑣 𝑗𝑢 𝑗𝑇 )

=(𝐿𝑖)2 + (𝐿 𝑗 )2

=𝜎̃2
𝑖 + 𝜎̃2

𝑗

The squared loss 𝐿2 is equal to the sum of the squared singular values. □

Combining theorem 1 and theorem 2, we can conclude that the value 𝜎̃𝑖 of the transformed

weight Θ̃ = Θ𝑆 =
∑𝑟
𝑛=1 𝜎̃𝑛𝑢̃𝑛𝑣̃

𝑇
𝑛 can be used to rank the importance of the SVD component 𝜎̃𝑖𝑢̃𝑖 𝑣̃𝑇𝑖 .

4.3.3 Importance Aware Trajectory Matching

Observing that the network tends to learn easy patterns early in training, then the harder ones

later on. The key of our proposed method is to match the few important weight component from

the expert trajectory 𝜏∗ = {𝜃∗0, · · · , 𝜃
∗
𝑡 , · · · , 𝜃∗𝑇 } in the early training stage, then gradually adding

more weight components to the matching target when 𝑡 grows large. In this section 𝜃 denotes the

vectorized version of the weight matrix Θ, i.e., 𝜃 = vec(Θ). With a bit of notation abuse, we use

𝜃 · 𝑆 to denote the vectorized version of Θ𝑆, that is, 𝜃 · 𝑆 = vec(Θ𝑆).

We rank the singular values in Eqn. 4.4 in descending order 𝜎̃1 ≥ 𝜎̃2 ≥ 𝜎̃3 ≥ · · · ≥ 𝜎̃𝑟 . For

epoch 𝑡 in the expert trajectory 𝜏∗, we set a threshold 𝜏(𝑡) =
√︃
𝑡/𝑇 ∑𝑟

𝑛=1 𝜎̃
2
𝑟 to truncate the singular

values, where 𝑇 is the total number of epochs in the expert trajectory. We have the truncated weight

Trunc(𝜃 · 𝑆, 𝑡) = vec
(
𝑘 (𝑡)∑︁
𝑖=1

𝜎̃𝑖𝑢̃𝑖 𝑣̃
𝑇
𝑖

)
(4.10)
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Figure 4.3 Illustration of importance aware trajectory matching. Illustration of trajectory matching.
The yellow blocks indicates the expert trajectory of the teacher network, while green blocks represent
the trajectory of student network. The gray nodes in the neural network indicates the corresponding
weight is truncated by the importance aware factorization. The objective is to minimize the distance
between truncated version of 𝜃∗

𝑡+𝑀 and 𝜃𝑡+𝑁 .

where 𝑘 (𝑡) satisfy 

𝑘 (𝑡)∑︁
𝑖=1

𝜎̃2
𝑖 ≤ 𝜏(𝑡)2

𝑘 (𝑡)+1∑︁
𝑖=1

𝜎̃2
𝑖 ≥ 𝜏(𝑡)2

(4.11)

Instead of matching the raw weight 𝜃∗
𝑡+𝑀 in the expert trajectory 𝜏∗, we seek only matching the

truncated weight Trunc(𝜃∗
𝑡+𝑀 · 𝑆, 𝑡) instead. The trajectory matching target in Eqn.4.1 is modified

as:

L =
∥𝜃𝑡+𝑁 · 𝑆 − Trunc(𝜃∗

𝑡+𝑀 , 𝑡)∥22
∥Trunc(𝜃∗𝑡 , 𝑡) − Trunc(𝜃∗

𝑡+𝑀 , 𝑡)∥22
. (4.12)

which ensures that when 𝑡 ≪ 𝑇 , only the most important components of weight is matched,

and when 𝑡 → 𝑇 all the weight components are matched. The full algorithm is illustrated in

Algorithm. 4.1.
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Algorithm 4.1 Importance Aware Trajectory Matching

Require: {𝜏∗
𝑖
}: set of expert parameter trajectories trained on Dreal.

Require: 𝑀: # of updates between starting and target expert params.
Require: 𝑁: # of updates to student network per distillation step.
Require: 𝑇+ < 𝑇 : Maximum start epoch.
1: Initialize distilled data Dsyn ∼ Dreal
2: Initialize trainable learning rate 𝛼 := 𝛼0 for apply Dsyn
3: for each distillation step... do
4: ⊲ Sample expert trajectory: 𝜏∗ ∼ {𝜏∗

𝑖
} with 𝜏∗ = {𝜃∗𝑡 }𝑇0

5: ⊲ Choose random start epoch, 𝑡 ≤ 𝑇+
6: ⊲ Initialize student network with expert params:
7: 𝜃𝑡 := 𝜃∗𝑡
8: for 𝑛 = 0→ 𝑁 − 1 do
9: ⊲ Sample a mini-batch of distilled images:

10: 𝑏𝑡+𝑛 ∼ Dsyn
11: ⊲ Update student network w.r.t. classification loss:
12: 𝜃𝑡+𝑛+1 = 𝜃𝑡+𝑛 − 𝛼∇ℓ(A(𝑏𝑡+𝑛); 𝜃𝑡+𝑛)
13: end for
14: ⊲ Gather the input features 𝑋 , compute 𝑆:
15: 𝑆 = cholesky(𝑋𝑋𝑇 )
16: ⊲ Compute loss between ending student and expert params:

17: L =
∥𝜃𝑡+𝑁 · 𝑆 − Trunc(𝜃∗

𝑡+𝑀 , 𝑡)∥22
∥Trunc(𝜃∗𝑡 , 𝑡) − Trunc(𝜃∗

𝑡+𝑀 , 𝑡)∥22
18: ⊲ Update Dsyn and 𝛼 with respect to L
19: end for
Ensure: distilled data Dsyn and learning rate 𝛼

4.4 Experiments

4.4.1 Experiments Setup

Datasets. We evaluate the performance of our proposed method on varous datasets, including

• CIFAR-10 dataset which consists of 60000 32 × 32 images in 10 classes, with 6000 images

per class. There are 50000 training images and 10000 test images.

• CIFAR-100 dataset which consists of 60000 32 × 32 images in 100 classes, with 600 images

per class. There are 50000 training images and 10000 test images.

• Tiny ImageNet dataset which consists of 100,000 64 × 64 images in 200 classes. For each

class, there are 500 training images, 50 validating images, and 50 test images.
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Architectures. For a fair comparison, we stay consistent with previous works [117, 118, 119,

87]. The expert and student networks utilize a simple ConvNet architecture introduced in [120],

where for CIFAR-10/100 a 3-layer ConvNet is employed and for Tiny ImageNet a depth-4 ConvNet

is employed. We use networks with instance normalization by default. We also useAlexNet [15],

VGG11 [16], and ResNet18 [14] for cross-architecture experiments.

Baseline methods. We compare our method to recent work on dataset condensation as well as

several work on coreset selection.

• Dataset Condensation: Dataset Distillatio [121] (DD), Flexible Dataset Distillation [122]

(LD), Dataset Condensation [117] (DC), and Differentiable Siamese Augmentation [118] (DSA)

Matching Training Trajectories [110] (MTT), and neural tangent kernel based methods [86, 87]

(KIP), and feature matching based methods Distribution Matching [119] (DM) and Aligning

Features [116] (CAFE).

• Coreset selection: random selection (random), herding methods [123] (herding), and

example forgetting [124] (forgetting).

4.4.2 Performance on CIFAR-10 and CIFAR-100

We first evaluate our proposed method on the low resolution datasets (32 × 32), CIFAR-10

and CIFAR-100. Consistent with prior work, we use a 3-layer ConvNet for both distilation and

evaluation. We also employ ZCA whitening [125] on the training dataset as was done previous

work [86, 87]. Table 4.1 reports the Top-1 test accuracy on CIFAR-10/100 for ConvNet trained on

the condensed dataset with given number of images per class (IPC). We also show the the standard

deviation and the mean accuracy. As show, our method achieves the best performance except on

CIFAR-10 with IPC=50. The rest of hyperparameters in this expreiemnt can be found in Table 4.3.

4.4.3 Performance on Tiny ImageNet

We further evaluate our proposed method on the higher resolution datasets (64 × 64), Tiny

ImageNet. To account for the large resolution, we use a 4-layer ConvNet for both distilation and

evaluation. We do not apply ZCA whitening [125] on the training dataset. Table 4.1 reports
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Dataset CIFAR-10 CIFAR-100
IPC 1 10 50 1 10 50

Random 14.4 ± 2.0 26.0 ± 1.2 43.4 ± 1.0 4.2 ± 0.3 14.6 ± 0.5 30.0 ± 0.4
Herding 21.5 ± 1.2 31.6 ± 0.7 40.4 ± 0.6 8.4 ± 0.3 17.3 ± 0.3 33.7 ± 0.5

Forgetting 13.5 ± 1.2 23.3 ± 1.0 23.3 ± 1.1 4.5 ± 0.2 15.1 ± 0.3 30.5 ± 0.3

DD - 36.8 ± 1.2 - - - -
LD 25.7 ± 0.7 38.8 ± 0.4 42.5 ± 0.4 11.5 ± 0.4 - -
DC 28.3 ± 0.5 44.9 ± 0.5 53.9 ± 0.5 12.8 ± 0.3 25.2 ± 0.3 -

DSA 28.8 ± 0.7 52.1 ± 0.5 60.6 ± 0.5 13.9 ± 0.3 32.3 ± 0.3 42.8 ± 0.4
DM 26.0 ± 0.8 48.9 ± 0.6 63.0 ± 0.4 11.4 ± 0.3 29.7 ± 0.3 43.6 ± 0.4

CAFE 30.3 ± 1.1 40.6 ± 0.6 55.5 ± 0.6 12.9 ± 0.3 27.9 ± 0.3 37.9 ± 0.3
CAFE+DSA 31.6 ± 0.8 50.9 ± 0.5 62.3 ± 0.4 14.0 ± 0.3 31.5 ± 0.2 42.9 ± 0.2

MTT 43.6 ± 0.8 65.3 ± 0.7 71.6 ± 0.2 24.3 ± 0.3 40.1 ± 0.4 47.7 ± 0.2

Ours 46.5 ± 0.6 65.9 ± 0.6 71.2 ± 0.4 25.2 ± 0.4 40.9 ± 0.3 48.4 ± 0.3

Table 4.1 Top-1 test accuracy on CIFAR-10/100 compared with previous work on coreset section
and dataset condensation. Consistent with prior work, we use a 3-layer ConvNet for both distilation
and evaluation. The results are averaged over four independent runs with different initializations.
The standard deviation is denoted by ±.

the Top-1 test accuracy on Tiny ImageNet for ConvNet trained on the condensed dataset with

given number of images per class (IPC). We also show the the standard deviation and the mean

accuracy. As show, our method achieves significant better performance on Tiny ImageNet with

different IPCs. Note that may dataset condensation algorithms that are effective for CIFAR-10/100

are unable to work on Tiny ImageNet dataset due to their high memory and computation resource

requirement. Thus we only include DM and MTT in this experiment. The rest of hyperparameters

in this expreiemnt can be found in Table 4.3.

4.4.4 Cross Architecture Generalization

Since the distilled dataset is condensed using a simple ConvNet architecture where we match

the training trajectory between the teacher and student networks of the same architecture. In this

experiment, we evaluate the performance of the condensed dataset on unseen neural architectures.

We evaluate the performance on three architectures AlexNet [15], VGG11 [16], and ResNet18

[14] together with the 3-layer ConvNet architecture used for dataset condensation. We synthesis

the condensed dataset of CIFAR-100 with IPC=50 and hyperparameters shown in Table 4.3. The

resulting Top-1 test accuracy is reported in Table 4.4. Despite the data being distill only from the
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Dataset Tiny ImageNet
IPC 1 10 50

Random 1.4 ± 0.1 5.0 ± 0.2 1.5 ± 0.4
Herding 2.8 ± 0.2 6.3 ± 0.2 16.7 ± 0.3

Forgetting 1.6 ± 0.1 5.1 ± 0.2 15.0 ± 0.3

DM 3.9 ± 0.2 12.9 ± 0.4 24.1 ± 0.3
MTT 8.8 ± 0.3 23.2 ± 0.2 28.0 ± 0.3

Ours 12.0 ± 0.3 27.3 ± 0.3 33.1 ± 0.2

Table 4.2 Top-1 test accuracy on Tiny ImageNet compared with previous work on coreset section
and dataset condensation. For Tiny ImageNet, we use a 4-layer ConvNet for both distillation and
evaluation, since it has a larger resolution. The results are averaged over four independent runs
with different initializations. The standard deviation is denoted by ±.

Dataset IPC N M 𝑇− 𝑇 𝑇+ Interval
Synthetic
Batch Size

Learning Rate

CIFAR-10
1 80 2 0 4 4 - 10 100
10 80 2 0 10 20 100 100 100
50 80 2 0 20 40 100 500 1000

CIFAR-100
1 40 3 0 10 20 100 100 1000
10 80 2 0 30 50 100 1000 1000
50 80 2 20 70 70 - 1000 1000

Tiny ImageNet
1 60 2 0 15 20 400 200 10000
10 60 2 10 50 50 - 250 100
50 80 2 40 70 70 - 250 100

Table 4.3 Hyper-parameters for different datasets.

trajectory of 3-layer ConvNet, our synthetic dataset performs best on the other three unseen neural

architecture. This indicates that the distilled dataset does not suffer from over-fitting on a particular

model.

Method ConvNet ResNet18 VGG AlexNet

Random 30.0 31.9 32.2 26.7
MTT 47.7 42.6 41.2 40.3
ours 48.4 46.3 45.1 45.4

Table 4.4 Top-1 test accuracy evaluated on CIFAR-100 with 50 images per class on different
architectures.
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4.4.5 Visualize the condensed dataset

Figures 4.4 - 4.5 and Figures 4.6 - 4.7 demonstrate the condensed dataset of Tiny ImageNet

with IPC=1 and IPC=50 respectively. In the low IPC case (IPC=1), we see that the generated

patters are a superposition of many images. This indicates that the algorithm is trying to distill as

many patterns as possible into the condensed dataset. However, for the high IPC case (IPC=50),

the distilled images have sharp edges and are very close to the images in the original dataset.
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Figure 4.4 Visualization of the distilled Tiny ImageNet dataset with IPC=1 (1/2).
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Figure 4.5 Visualization of the distilled Tiny ImageNet dataset with IPC=1 (2/2).
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Figure 4.6 Visualization of the distilled Tiny ImageNet dataset with IPC=50 (1/2).
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Figure 4.7 Visualization of the distilled Tiny ImageNet dataset with IPC=50 (2/2).
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4.5 Conclusion

Neural networks are typically over parameterized with a lot of redundancy, so the weights are

not born equally important. Based on this insight, in this chapter we first proposed an importance

aware weight factorization, which factorize the weight matrix based on its influence on the layer

output. Building on that we proposed an importance aware trajectory matching algorithm which

only match the most important weights early in the training trajectory and gradually adding more

weight components until reaching the full weights later in training trajectory. Our methods removes

the interfere of the redundancy of the weights when matching the training trajectory. The results

show improvements over previous work on CIFAR and Tiny ImageNet datasets.
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CHAPTER 5

CONCLUSION

Observing that the significant progress of deep learning models in recent years can be primarily

attributed to the growth of the model scale and the volume of data on which it was trained. In this

dissertation, my goal is to study efficient architecture and data manipulation techniques for deep

learning systems.

Chapter 2 - MSUNet deals with the problem of efficient architecture. In this chapter, I propose

MSUNet, which is designed with three key techniques: 1) ternary convolution layers, 2) sparse

squeeze-excitation layers, and 3) self-supervised consistency regularizer along with mixed preci-

sion training. Our framework shows a great improvement in parameter size and computational

cost measure by #Parameters and #Flops over the baseline model. Lastly, we show that ternary

quantization outperforms binary quantization in all aspects, including accuracy, parameter size and

computation cost.

Chapter 3 - Deep AutoAugment deals with the problem of efficient data manipulation for

deep learning systems. In particular, I focused on automated data augmentation. In this chapter,

I present Deep AutoAugment (DeepAA), a multi-layer data augmentation search method that

finds deep data augmentation policy without using any hand-picked default transformations. We

formulate data augmentation search as a regularized gradient matching problem, which maximizes

the gradient similarity between augmented data and original data along the direction with low

variance. Our experimental results show that DeepAA achieves strong performance without using

default augmentations, indicating that regularized gradient matching is an effective searching

method for data augmentation policies.

Chapter 4 - Dataset Condensation via Importance Aware Trajectory Matching deals with the

problem of efficient data manipulation. Different from Chapter 3, we focus on distilling a large

dataset into a condensed dataset. By observing that neural networks are typically over parameterized

with a lot of redundancy, so the weights are not born equally important. Based on this, we fist

proposed an importance aware weight factorization, which factorize the weight matrix based on
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its influence on the layer output. Building on it we proposed an importance aware trajectory

matching algorithm which only match the most important weights early in the training trajectory

and gradually adding more weight components until reaching the full weights later in training

trajectory. Our methods removes the interfere of the redundancy of the weights when matching

the training trajectory. The results show improvements over previous work on CIFAR and Tiny

ImageNet datasets.
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