INVESTIGATION OF STOCHASTICALLY EXCITED SUSPENSION SYSTEMS USING
AN INERTIALLY NONLINEAR VIBRATION ABSORBER WITH ENERGY
HARVESTING CAPABILITIES

By

Joel Cosner

A DISSERTATION

Submitted to
Michigan State University
in partial fulfillment of the requirements
for the degree of

Mechanical Engineering—Doctor of Philosophy

2025



ABSTRACT

The push towards electric vehicles in modern times is complemented by mobile and renew-
able power technology. In automotive vehicles, ride comfort and road handling are also
important metrics to consider. Energy harvesting shock absorbers (EHSA) have potential,
but traditional applications have resulted in tradeoffs between ride comfort, road handling,
and power generation. Hence, research involving new technologies for power generation with
multi-objective performance capabilities is very valuable. This work specifically investigates
a novel approach for vibration suppression and electric power harvesting in systems sub-
jected to stochastic and broadband excitations, focusing on automotive suspensions. The
proposed solution harnesses the concept of inertance to provide mass amplification via ro-
tational inertia and also introduces inertial nonlinearity, enhancing bandwidth and overall
performance.

This work specifically explores vibration suppression, energy transfer, and the qualita-
tive change in the probability density function (PDF) with the application of a device with
nonlinearity due to inertia. This device is an inerter-based pendulum vibration absorber
(IPVA). The change in the PDF is called P-bifurcation. The IPVA is first applied to a single-
degree-of-freedom (SDOF) spring-mass-damper system subjected to white noise excitation.
A perturbation method identifies and tracks bifurcation points, revealing that the marginal
PDF of the pendulum’s angular displacement undergoes a P-bifurcation, transitioning from
monomodal to bimodal behavior. A cumulant-neglect technique predicts the system’s mean
squares, demonstrating significant vibration suppression near the P-bifurcation by transfer-
ring kinetic energy from the structure to the pendulum. Results are validated via Monte
Carlo simulations (MCS), approximating the PDF and mean squares.

The study extends to integrating energy harvesting into the nonlinear device, applying it
to a quarter-car model under class C road conditions (average road, ISO 8608). The impact
of pendulum length on power generation, ride comfort, and road handling is assessed. Near

P-bifurcation, simultaneous enhancements are seen in power output (40%), ride comfort



(60%), and road handling (60%) compared to a linear benchmark. A Wiener path integration
(WPI) method predicts the PDF and its second derivative, enabling efficient detection of
monomodal, bimodal, and rotational PDF regions in the noise intensity-electrical damping
plane. MCS confirm performance improvements of up to 43% in energy transfer and 20% in
power harvested compared to optimized linear systems, alongside at least 59% gains in ride
comfort and road handling. A novel bifurcation detection algorithm reduces computational
demands by linking qualitative PDF changes to performance metrics.

Experimental studies verify P-bifurcation and the energy harvesting IPVA’s effectiveness
in vibration reduction and energy harvesting for a SDOF structure under Gaussian broad-
band base excitation. Various experimental scenarios help identify unknown mathematical
model parameters, minimizing discrepancies between experimental and simulated results for
the pendulum’s velocity, with all RMS velocity differences below 3%. The fitted model
predicts power, vibration suppression, and P-bifurcation boundaries in the noise intensity-
electrical damping plane, corroborated experimentally. Power spectral density analyses re-
veal bimodal and rotational systems outperform monomodal configurations, enhancing power
and suppressing resonant peaks by up to factors of four and two, respectively. Near reso-
nance, mean square relative velocity improves by a factor of two.

These findings inform the design and manufacture of a full-scale IPVA-integrated EHSA
for off-road vehicles. The shock design involves balancing durability, weight, ride comfort,
energy harvesting, and road handling. The shock absorber undergoes sinusoidal testing on a
hydraulic machine to fit a developed mathematical model. A nonlinear least-squares based
optimization routine fits model parameters, yielding two viable parameter sets. Numerical
simulations implement the shock in a quarter car model with class F road excitation (off-road;
ISO 8608) and quantify energy harvesting, ride comfort, and road handling. A correlation

between performance and the PDF shape is finally made.
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CHAPTER 1
INTRODUCTION

1.1 Overview of the Work

This work seeks to provide a unique solution to how one might simultaneously achieve
vibration suppression and harvest electric power when considering an underlying excitation
that is naturally stochastic and broadband, i.e. randomly varying with a characteristically
wide power spectral density (PSD) as applied to suspension systems. The solution at hand
specifically involves a device that uses inertance to provide a mass amplification effect and
inertial nonlinearity, which broadens the effective bandwidth of operation.

The development of a device that leverages inerter characteristics—utilizing rotational
inertia instead of mass to minimize acceleration between two terminals [1]—fits well within
automotive suspension systems, where vehicle size constraints are often inflexible. As further
outlined in Section 1.2, the mass amplification accommodated by an inerter can provide a
dramatic enhancement of vibration suppression capabilities when applied to structures with
stochastic excitation, including vehicle suspension systems. This work specifically utilizes a
ball screw inerter type.

As will be further discussed in Section 1.2.3, one of these inerters equipped with energy
harvesting capabilities will generally fall short of providing optimal vibration suppression
while simultaneously generating optimal power output, if a linear design is used. In the case
of a vehicle suspension system, ride comfort and road handling may suffer simultaneously
with electric power generation. Hence, in this work, a nonlinear design is used. The design
chosen specifically accommodates nonlinear effects due to inertia rather than stiffness, uti-
lizing a horizontally attached pendulum vibration absorber to the ball screw inerter device.
The device is called the inerter pendulum vibration absorber (IPVA) and is coupled with
a DC generator when energy harvesting is implemented. It will be shown that this IPVA
accommodates random pendulum motion around more than one distinct position and with

large jumps in between each position, giving a probability density function (PDF) with two



peaks (bimodal). This behavior resembles that of popular bistable harvesters with random
broadband excitation found in literature such as in [2, 3, 4, 5] and [6], while those devices
are stiffness based and more bulky and/or too complicated for vehicle suspension systems.
Furthermore, the IPVA energy harvesting device is shown to accommodate superior vibra-
tion suppression and energy harvesting simultaneously, when compared to the comparable
linear system.

Starting in Chapter 2 and thereafter, it is found that performance is linked deeply with
the qualitative shape of the PDF. Performance is measured in terms of energy harvesting
simultaneously with vibration suppression as applied to a single degree of freedom (SDOF)
structure; as applied to a vehicle suspensions system using a quarter car model, performance
is in terms of energy harvesting, ride comfort, and road handling. Hence, unique methods
are developed to predict the phenomenological bifurcation involving a qualitative change in
the number and locations of the local maxima of the PDF, P-bifurcation [7, 8]. P-bifurcation
is further explained in Section 1.2.1.

The following details the organization of the culmination of this work hereinafter. This
research is comprehensively motivated in Section 1.2. Then in Chapter 2 the IPVA is studied
with applications involving a SDOF structure, comprised of a linear spring-mass-damper
system subjected to white noise base excitation to quantify vibration suppression. The
principle of stochastic bifurcation is explored with exciting connections between bifurcation
criteria and optimal kinetic energy transfer between the structure and the pendulum.

In Chapter 3 the device is integrated into an automotive suspension system whereby a
road profile defined by an ISO 8608 [9] standard power spectral density is used as the excita-
tion. Energy harvesting, ride comfort, and road handling are quantitatively and qualitatively
explored. The multi-objective performance is studied in conjunction with P-bifurcation of
the PDF in an attempt to build a meaningful correlation between performance and bifur-
cation. A unique adaptation of the Wiener path integration (WPI) formulation originally

outlined in [10] is augmented with a calculus of variations approach for the prediction of



P-bifurcation.

Finally, in Chapter 4, a culmination of the experimental work associated with the energy
harvesting device applied to a SDOF system subjected to random broadband base excita-
tion is presented and discussed in detail. The analytical treatment and simulation results of
Chapter 2 directly motivate an abundance of experimental qualitative validation and quan-
titative verification which are presented in detail in Chapter 4. The experimental studies as
well as the results of Chapter 3 further serve as a precursor to an experimental study of the
full-scale inertially nonlinear Energy Harvesting Shock Absorber (EHSA) which is addressed
in Chapter 5. The creative and unique experimental works coupled with the theoretical

analysis are believed to solidify a significant and scientifically impactful doctoral thesis.
1.2 Motivation and Background

1.2.1 A P-bifurcation primer with literature suggestions

It is important to give further information on P-bifurcation for a more thorough under-
standing of the underlying theory associated with part of this work. Literature associated
with stochastic dynamics such as [11], which provides an overview of the advancements in
stochastic dynamics by the close of the twentieth century, defines P-bifurcation as qualitative
changes in the stationary PDF and the related Markov process. For a more in-depth under-
standing of the mathematical methods used to examine P-bifurcations, one can refer to works
such as [12], which compiles the stochastic dynamics literature from the late 20th century. A
notable article in the text is one on P-bifurcation in the noisy Duffing-van der Pol equation
[13]. The authors of this work noted that the random motion was fast in nature and occurred
as random oscillations or rotations along the trajectories of the deterministic system. They
further used this fact to justify the use of stochastic averaging [14] and then proceeded to
derive the stationary PDF from the Fokker-Planck-Kolmogorov equation, where the FPE is
a partial differential equation governing the PDF [15]. This allowed them to mathematically
determine when the extrema in the PDF changed, indicating P-bifurcation. On the other

hand, the authors in [16] begin by reviewing deterministic center manifold theory, utilizing



unfolding parameters to examine behavior around bifurcations such as Hopf, transcritical,
and pitchfork types. They then derive the FPE and its solution near the center manifold
to identify P-bifurcations. Analyses cover both additive noise, where noise is added to the
state space; and multiplicative noise, where noise multiplies the states in the system. In ad-
dition to the aforementioned analysis methods, the authors of [17] mentioned the notion of
bifurcations in the moment equations governing the statistical moments associated with the
system [14, 15]. One analytical method employed in the current work involves detecting the
change in stability of moment equation fixed points by determining when the determinant of
the Jacobian vanishes. This method is detailed in Chapter 2 and used again in Chapter 4.
Another analytical formulation is developed in this work which utilizes the WPI technique
[18, 19, 20] and exploits knowledge of the curvature of the PDF at the bifurcation. The WPI

method is detailed and used in Chapter 3.

1.2.2 Vibration mitigation application

The inerter is a mechanical device with two terminals, each of which exerts an equal
and opposite inertial force proportional to the relative acceleration between the terminals
[1]. The constant of proportionality in this case is known as the inertance. Furthermore,
the transmission mechanism used by inerters commonly includes the ball screw [21] or rack-
pinion [22]. These devices provide a means for conversion of linear translational motion into
rotational motion. In this way, a light-weight object that rotates with the device may add
an effective translational inertia manifested by the moment of inertia of the object instead
of its mass. As a result, a well-chosen transmission ratio can provide an effect of mass
amplification, multiplying the mass of the lightweight object by a factor of 10 or more.
Therefore, the inerter is a favorable device for vibration suppression in many engineering
structures and components.

Researchers have been attracted to inerters in the context of vibration mitigation in-
volving broadband random excitation. For example, Marian and Giaralis [23] integrated

the inerter with the classical tuned mass damper (TMD), known as the tuned mass damper



inerter (TMDI), to suppress the response of stochastically motion-excited structures. They
concluded that the “mass amplification effect” of the inerter can enhance the performance
of the classical TMD. Hu and Chen [24] proposed four types of inerter-based dynamic vibra-
tion absorber (IDVA) to suppress the response of linear spring-mass systems force-excited
by white noise and evaluated their H,, and H, performance compared with the classical
TMD. Specifically, the proposed IDVAs incorporated a spring connected with the inerter in
series or parallel, such that the inerter provided another degree of freedom to the DVA. They
concluded that the additional degree of freedom is necessary to enhance the H,, and H, per-
formance and enlarge the effective frequency bandwidth of response suppression. Moreover,
Joubaneh and Barry [25] studied the performance of four models of electromagnetic reso-
nant shunt TMDI (ERS-TMDI) on both vibration suppression and energy harvesting and
identified the best model. Their parametric studies showed that increasing the inertance en-
hances the performance of the best model in terms of both vibration mitigation and energy
harvesting. On the other hand, Tai [26] integrated the inerter with a torsional mass damper,
known as the tuned inerter-torsional-mass damper (TITMD), to suppress response of linear
spring-mass-damper systems motion-excited by white noise. In comparison with the TMDI,
the TITMD achieved 20 — 70% improvement in the H, performance when their weights were
identical.

In this work, the IPVA is in fact a nonlinear dynamic absorber. Nonlinear dynamic
vibration absorbers by virtue of inertial nonlinearity have been studied by many researchers
to suppress vibration of structures. One specific class of nonlinear dynamic vibration ab-
sorbers, known as autoparametric vibration absorbers [27], utilize specific inertial nonlinear-
ity to transfer the kinetic energy of a primary structure requiring reduced vibration to the
vibration absorber when subject to harmonic excitation [28, 29, 30] and random excitation
[31, 32]. By virtue of the energy transfer phenomenon, the autoparametric vibration ab-
sorbers have been shown to achieve vibration mitigation and energy harvesting at the same

time [33, 34, 35, 36, 37].
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Figure 1.1 Electric vehicle quarterly sales for the years 2021-2024 in millions. The y-axis is
the quantity in millions. Orange is China, blue is Europe, green is the United States, and
grey is the rest of the world. The chart was taken from the International Energy Agency
(IEA) [38].

1.2.3 Energy harvesting considerations

The International Energy Agency (IEA) reported quarterly sales for 2021-2024 and the
result is shown in Fig. 1.1. In subsequent years a clear monotonically increasing trend is
seen. The IEA specifically note a 25% increase from Q1 in 2023 to Q1 in 2024. This growth
is substantiated by the fact that 2023 had a record-breaking 14 million electric vehicles sold,
or 18% of all vehicles sold [39]. Furthermore, the International Council on Clean Trans-
portation (ICCT) has reported governments that intend to phase out vehicles that are not

zero-emissions by a designated year [40] and this is shown in the map of Fig. 1.2. This



Governments with official targets to 100% phase in sales of new zero CO, emission
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Figure 1.2 Governments with targets to only sell zero-emission vehicle by a certain date [38].

phasing out process can be coined “electrification” of the automotive industry. This "elec-
trification” serves as motivation for research in efficient power generation in electric vehicles
in order to accommodate less stringent battery charging and energy storage requirements.
Other needs for efficient energy harvesting in vehicles can be realized in cases when the mil-
itary wishes to remain untethered to power grids and energy independent in expeditionary
environments. Energy harvesting shock absorbers (EHSAs), researched for decades for the
purpose of converting vibration energy into electrical power [41, 42], could be of significant
use to electrical vehicle manufacturers as well as the military as they can effectively act as
a mobilized power resource. A recent review of research in the field suggests a significant
power generation potential for varying degrees of road classes from ISO 8608.[43].

Recent research in the field of small-scale energy harvesting has given promise to the use
of bi-stable systems to enhance energy harvesting; see the extensive reviews of [44, 45]. Other
recent examples exist such as in [4], where the authors designed an electromagnetic energy
harvester device with stiffness nonlinearity due to the geometry of the configuration which

was shown to outperform the corresponding linear device with filtered and band-limited



stochastic excitation. Overall, while much research progress has been made regarding bi-
stable harvesters, stiffness nonlinearities are unfortunately not easy to implement or practical
in the case of vehicle suspension systems.

To understand the importance of nonlinearity in EHSAs, it is crucial to look at the
abundance of research in traditional EHSA designs [46, 47, 48]. Traditional linear designs
[49, 50, 51, 52] cannot achieve optimal vibration suppression and power harvesting simulta-
neously. In fact, research shows that linear designs trade suspension performance for energy
recovery [50, 51, 52]. Additionally, peak energy harvesting performance lies in the narrow-
band linear resonance regime [53| whereas road irregularities are stochastic and broadband
in nature [54]; hence, road tests have frequently reported unsatisfactory and unsteady energy
recovery efficiency of linear EHSA designs [43]. Performance degradation in linear suspen-
sion systems when purposed to harvest energy has motivated research efforts in regard to
bistable suspension systems.

One significant feature of bistable systems which contributes to improved energy har-
vesting has been identified as the frequent transitions between potential wells, also known as
interwell oscillation [2, 3, 5]. When interwell oscillations are permitted, the multi-stability in
energy harvesters in the case of random excitation manifests itself as a multimodal (multiple
peaks) PDF associated with the states of the system [4, 55, 56]. As such, analysis often
involves obtaining the PDF by solving the FPE with the finite element method [56, 57] or
by obtaining an approximation with the WPI method [10, 18, 19, 58]. Otherwise, statistical
moment equations governing the system’s statistics can also be derived [59, 60] as another
means of analysis. A Monte Carlo simulation (MCS) is then often used for verification pur-
poses [58, 60, 61, 62], which allows for the determination of the necessary statistics with
direct numerical simulation.

The device introduced in Chapter 2 is a specific device which in lieu of stiffness nonlin-
earities harnesses inertial nonlinearity and accommodates bimodality. This device is studied

with stochastic excitation and it will be found that when the PDF of the system undergoes a



bifurcation from monomodal to bimodal, meaning that two equally probable equilibria exist,
an energy transfer occurs between the structure and the pendulum. To this end, this energy
transfer is responsible for mitigating vibrations of the structure, while the energy in the
pendulum is also increased. While energy harvesting is not incorporated yet in Chapter 2,
the energy transfer found serves to motivate transferring the energy to the electrical domain
in an energy harvesting context.

In [62], the IPVA device was further explored when the device was implemented in a
quarter-car model suspension system whereby it was used in conjunction with a planetary
gear system to successfully drive a generator while simultaneously optimizing ride comfort.
The authors in [62] determined that the nonlinear device outperformed the linear EHSA with
an increase in power of 45% and a 45% reduction in the root-mean-square (RMS) acceleration
of the sprung mass. An exhaustive Monte Carlo simulation (MCS) was used to discover and
illustrate these findings. It is the intent in Chapter 3 to return attention to the quarter car
model with increased suspension stiffness to accommodate off-road vehicle simulation, but
this time investigate the system using knowledge of stochastic P-bifurcation [63]. While this
is explored in Chapter 3, it is not a trivial task. Due to the cost of computing the PDF, P-
bifurcation analysis has focused on systems with five or fewer state variables, [64, 65, 66] for
example. Additional research investigating stochastic bifurcation and analytical formulations
for the PDF has been done such as in [55, 67|. However, these approaches unfortunately rely
on the stochastic averaging approach. The method of stochastic averaging can only produce
accurate results in the case of weak excitation and weak nonlinearity, allowing one to assume
a slow varying response [15]. As the suspension system has more states and weak excitation
and nonlinearity cannot be assumed, an effective analysis approach remains open. To that
end, an analytical formulation is developed in this work which utilizes the WPI technique
[18, 19, 20] and exploits knowledge of the curvature of the PDF at the bifurcation.

The research surrounding the multi-objective performance capabilities of the nonlinear

IPVA when subjected to random excitation such as in [58, 62] is very relevant to modern



research. As pointed out in a recent review of dual-objective harvesters [68], the research
surrounding the use of nonlinearity to achieve multi-objective performance is still scarce. It is
even more scarce when considering excitation which is stochastic in nature. The research that
does exist is often associated with the longtime running research topic of nonlinear energy
sinks (NES) [69] which inherently require cubic stiffness nonlinearity via the use of elastic
components or magnetic arrangements. For example, the researchers in [70] theoretically
coupled an NES with a giant magnetostrictive energy harvester (GMEH) and applied the
device to a single degree of freedom structure subjected to Gaussian white noise excitation to
achieve energy harvesting and vibration suppression objectives simultaneously. Regardless,
the current work avoids stiffness nonlinearities which could make the system too bulky and

impractical if applied to an automobile suspension system.

1.2.4 Experimental Investigations of Bimodal Energy Harvesting Systems with
Broadband Random Excitation

The experimental exploration of bi-stable energy harvesters subjected to random exci-
tation has accompanied much of the research in this particular field. For example, in [2]
the authors qualitatively verified simulation results for a Duffing-type harvester subjected to
band-limited noise excitation, investigating how the center frequency and the bandwidth of
the excitation affected the output voltage in the mono-stable and bi-stable configurations.
In [3], the researchers experimentally validated simulation results for a bi-stable energy
harvester under band-limited white noise excitation which was transformed into a flexible
bi-stable energy harvester exhibiting a variable potential energy function due to a magnet
on a flexible beam. Similarly, in [4] the authors experimentally validated simulation results
for a bi-stable two-degree-of-freedom harvester system and investigated the effect of varying
excitation intensity, bandwidth, and center frequency. Likewise, in [5] the authors explored
and experimentally validated the theoretical results for a piezoelectric bi-stable harvester
subjected to wide-band random excitation, while varying excitation intensity and the sep-

aration between equilibrium positions. In short, [2, 3, 4, 5] and others like [6] all share a

10



common conclusion: bi-stable energy harvesting systems will outperform mono-stable coun-
terparts under broadband random excitation precisely when the excitation is large enough to
produce interwell oscillations and they all experimentally validate or verify their theoretical
results. Nevertheless, prediction of the parameter values required for interwell oscillations
has remained open thus far.

To understand when multiple peaks in the PDF can occur, or equivalently when interwell
motion capabilities change for multi-stable systems, one can understand P-bifurcations which
was discussed in the end of Sec. 1.2.2. Some approaches in the past to study bifurcations
have included the numerical computation of the PDF with the finite element method [57]
or deriving estimates for the PDF [57, 64, 65, 66|, which have been computationally limited
to systems with less than five states. Then [71] employed a technique based on Shannon
Entropy, whereas this study introduces a WPI-based PDF approximation algorithm tailored
for a system with seven states, as detailed in Chapter 3. With that being said, to the
author’s knowledge, no openly available research attempts to predict P-bifurcation pertaining
to experiments with wide-band random excitation. Lastly, while many researchers have
remedied interwell oscillation difficulties by studying tri-stable [72, 73] or even quad-stable
[74] energy harvesters to boost energy harvesting efficiency, it is hypothesized from evidence
in [62] and is shown in Chapters 2 and 3 of this work that by using inertial nonlinearity
rather than stiffness nonlinearity, a bimodal PDF can still be produced without a multistable
potential and is often associated with large amplitudes of oscillation just as in multi-stable
systems with interwell motion. Chapter 4 exploits such a system and seek to predict changes
in the number of peaks in the PDF in experiments, indicating when the large amplitude
oscillations may occur.

Chapter 4 focuses on the bimodal IPVA energy harvesting device applied to an SDOF
structure subjected to Gaussian broadband excitation. The objective is to experimentally in-
vestigate P-bifurcation of the PDF and the correlation with simultaneous energy harvesting

and vibration suppression. Notably, this study will include the experimental parameter char-

11



acterization for a developed prototype to accommodate accurate predictions of energy har-
vesting potential, vibration suppression, and bifurcation boundaries. Adequate experimental
data will be used to verify predictive capabilities, confirm the bifurcation phenomenon, and

gather information regarding power harvested and vibration suppression.
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CHAPTER 2
ANALYSIS WITH THE NONLINEAR VIBRATION ABSORBER

2.1 Introduction

In this chapter, we conduct a P-bifurcation analysis of a linear spring-mass-damper sys-
tem (primary structure) incorporating the IPVA | which has white noise base excitation,
made to an equivalent force excited system. The qualitative change in the number and loca-
tions of the maxima of the probability density function (PDF) is thereby examined as well
as the correlation between P-bifurcation and kinetic energy transfer of the linear system to
the pendulum.

The chapter is organized as follows. In Sec. 2.1.1, the stochastic differential equations
of the structure-IPVA system are derived. In Sec. 2.2, stochastic bifurcation is investigated
while implementing a bifurcation detection and tracking procedure. Numerical validation
including realizations in the time domain is imposed with the aid of a Monte Carlo simulation,
while an arc-length continuation scheme is developed to track bifurcation points as a function
of parameters. Energy transfer from the primary structure to the pendulum is investigated in
the neighborhood of bifurcation with the use of a cumulant-neglect procedure. Furthermore,
the relationship between the energy transfer and vibration mitigation is investigated. In
Sec. 2.3, a parametric study is conducted to study the system at bifurcation while varying
pendulum length, mass ratio, noise intensity, and pendulum damping ratio. A discussion
is then given in Sec. 2.4. Finally, this chapter will serve as a prelude to applications in

automobile suspension systems.

2.1.1 The Inerter Pendulum Vibration Absorber

The design of the IPVA is shown in Fig. 2.1. The IPVA is attached between the ground
and a linear oscillator (primary structure) of mass M, stiffness k, and damping c. Linear
motion x of the mass is converted to angular motion 6 of the ball screw with effective radius

R = L/2w, where L refers to the lead value associated with the ball screw as a measure of
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y

Ground Attachment to
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Figure 2.1 Schematic of IPVA attached to a structure of mass (M) with defined degrees of
freedom 0, and 1. The second pendulum on the left is assumed to be fixed.

the ratio of linear displacement of the nut to full rotation of the screw. More specifically,
x = RA. A pendulum, of length r and mass m, is also attached perpendicular to the screw,
at a radius of R, from the center of the screw and with an angular displacement of ¢ with
respect to the attachment point. Note that two pendulums are shown, but one is to be fixed
in place to avoid rotating unbalance. The free pendulum will oscillate and absorb energy
from the primary structure, with varying magnitudes of energy transfer dependent on the
parameter values of the system. F' corresponds to the forcing applied to the structure, and
in the present work it is defined to be a Gaussian white noise with zero mean and standard
deviation I' = /25, where S is the noise intensity. In the sections that follow, we will
attempt to quantitatively and qualitatively describe the effect of parameter variation of this
IPVA on the bifurcation of the probability density function as well as the relationship with

vibration suppression.
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To derive the equations of motion using Lagrange’s equations, we first derive the kinetic
energy, potential energy, and virtual work associated with the system. The kinetic energy

for the system is given by

T =2 |M@+9)*+ J0° + (Jp+mr2)<¢+9>2 +m (3292+2RPTCOS(¢)9 (9+¢>>]

(2.1)

N —

where (-) = d (+) /dt represents the first time derivatives, and J and J,, correspond to the
moment of inertia about the axis of rotation of the screw and the pendulum, respectively.
The potential energy is given by

V= %k (RH)* (2.2)

Furthermore, a torsional viscous damping coefficient ¢, is introduced to account for energy
loss at the pivot point of the pendulum. The virtual displacement of the mass is given by
dx = R06 and the virtual displacement of the pendulum in the direction of the pendulum
damping torque is d¢. It follows that the summed virtual work due to the mechanical

damping of the primary structure motion as well as pendulum motion is written as
6Q = —cR?0560 — c,iho0) (2.3)

With (2.1), (2.2) and (2.3), the equations of motion for the system were derived and are

given here.

(MR?+ J +mR. + J, + mr® 4+ 2mR,r cos (1)) 0+ (mr® + mRyrcos (¢) + J,) ¥
+cR*0 4 kR0 — 2mR,rfsin () — mR,rsin (1) ¥* = F(t)R,
(mr® + J,) )+ (Jp +m (r* + Ryrcos (¢))) 0 + ¢, + mR,rsin (¥) 6% = 0. (2.4)
where the base excitation is converted to direct forcing mathematically via F'(t) = —M7.
In (4.6), (+) = d?(-) /dt? represent the second time derivatives. Let us now define M as
the effective structural mass. It then follows that MR? + J = (M + 2%)R? = M R?. Thus,

the moment of inertia term J can be absorbed into the effective mass term with the inertial

addition given by the inertance J/R?. Evidently, for small R, mass amplification is large.
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Next note that the pendulum shaft moment of inertia J, is also negligible relative to the
inertia M R? and so it can be set to zero without any noticeable change in the resulting
dynamics. Next, 1 = ¢+ ¢, where ¢y corresponds to an offset pendulum angle and ¢ is the
angular displacement with respect to ¢y.

To facilitate a parametric study, the following dimensionless parameters were appropri-

ately chosen.

mR? [k r c c
Hr = ~ p7w0: —A’U:—>f: ~ 7£p:A—p
MR2 M Rp QMWO ZMRZWO
T o= wot, ()=wo (), ()=wi(+)’ (2.5)

The equations of motion for the system are then rewritten in terms of the dimensionless

parameters as follows:

M ()x" +Cx' + Kx+ g (x,x') =f (2.6)
where
M () = 1+ p(1+ 7]2 + 2ncos (V) 1e1(1 =+ cos () |
| (- cos (¥)) Lo
c_ 28 0 ,K:lo,f: W(r) |
0 25 00 0
_ /9/ 12\ o
g(xx)=umn (296" + 4%) sin (¢) .
0" sin (¢)

In (3.2) and (2.7), x = (A,%)", M is the inertia matrix which is inherently nonlinear due to
the Euler acceleration as a result of a rotating reference frame, C is the damping matrix,
K is the stiffness matrix, and the vector f is associated with stochastic forcing. The force
term W(r) = F(7)/MRw? is then defined to be the normalized Gaussian white noise with
zero mean and noise intensity D, while £ and ¢, are the damping ratios associated with the
structure and the pendulum respectively. Furthermore, g represents the nonlinear Coriolis

and centrifugal terms.
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Note that the equations of motion are written in terms of the normalized time variable,
7. Any temporal results obtained will thus be on a time scale of 7. The current study is
primarily associated with the response characteristics of the system as a function of 1 and
tr-. The value of n is a measure of the pendulum length, while pu, is proportional to the
pendulum-structure mass ratio. Both parameters quantify the nonlinear coupling associated
with the system as can be seen upon inspection of g.

To appropriately analyze the system with stochastic forcing, the equations of motion

(3.2) are transformed into the It6 stochastic differential form [31, 75] as follows.

dy =a(y)dr + X (y,7)dB (2.8)
where
dyl do
d d
dy = Y2 _ @D
dyg do
dya dl/}

and B is a scalar zero-mean and delta-correlated Wiener vector process, with (dB(7)) = 0
and (dB(7)dB" (7)) = 2Ddr, where (-) represents the expectation operator and D is the

noise intensity. Additionally, a and X are a 4 x1 drift vector and diffusion vector, respectively,

namely
02X2 I 02><1
aly) = - y -
MK M™'C Mg (x,x)
0242 V2D
E(y,7) = (2.9)
M- 0

The explicit forms of a and ¥ are given in Appendix A.

2.2 Stochastic Bifurcation
It is known that the pendulum may oscillate with respect to a nonzero equilibrium point

when subject to harmonic excitation [76]. If such asymmetric oscillations exist when subject
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to random excitation, these asymmetric oscillations correspond to a nonzero mean response
and indicate a change in the locations (and likely the number) of the maxima of the PDF.
It is shown in Sec. 2.2.3 that such P-bifurcation indeed exists in the system and leads to a

transfer of the kinetic energy of the primary structure to the pendulum.

2.2.1 Bifurcation Detection and Tracking

P-bifurcations of highly nonlinear systems are commonly predicted in the literature by
computing the PDF with numerical techniques, such as the cell mapping method [7], the finite
difference method [8], and the path integration method [77]. The computational cost of these
methods are dependent on the number of the state variables, and can be too expensive when
applied to the current system of four state variables. A perturbation method is employed
instead in this work to detect and track the P-bifurcation of the system, which is based
on the following principle in random vibration. It is known that when a linear oscillator is
subject to zero-mean Gaussian white noises, the response is zero-mean Gaussian [78]. This
implies that when subject to zero-mean Gaussian white noises, the response of a linearized
nonlinear oscillator is zero-mean Gaussian with respect to a local maximum of the PDF
because that is where the response spends relatively much time [79]. In other words, if
the equations of motion (2.8) is linearized with respect to a local maximum, the response
of the linearized system should be zero-mean. Linearization of (2.8) will nevertheless lead
to a degenerate stiffness matrix because the pendulum lacks any stiffness terms, which will
incur computational difficulties. A perturbation method is therefore applied to (2.8), instead
of linearization, which is explained as follows. Because only asymmetric oscillation of the
pendulum is of interest, a small perturbation ¢ = ¥ — ¢¢ is introduced to (2.8), where
|¢| << 1 and ¢p represents the location of an unknown local maximum to be determined.

After expanding with respect to ¢y and retaining only linear terms of ¢, one arrives at

dy = a(y, o) dr + X (¥, ¢o, 7) dB (2.10)

18



where y = (0, 6,0, ¢/)" and

a@.o) = Ja)+(52) 4] »
S = [0 (Te)e] 1)

Because (2.10) governs small oscillation in the neighborhood of a local maximum, the
mean value (y) should be approximately zero. In other words, one can use (2.10) to find a
nontrivial ¢y such that (y) = 0. To this end, the stationary moment equations of (2.10) are
derived. Specifically, a moment generating function m,,.s = (y1y3y5y;) up to order n = 2 is
defined, where p, ¢,7, s € W with p+q¢+r+s < n. With the use of my,,,, one can apply the
[t6 formula to (2.10) to generate stationary moment equations for the system [80], namely
24: <8yi°y3y§yi (é),> L1 24: < <22T> 02y§’y5y§yi> _0 (2.12)
p 9y ' 2502 i 0y;0y;
where (-); and (-),; represent the i-th and ij-th component of a vector and square matrix,
respectively, and a and 3 are defined in (2.11). Because only small oscillation is of interest,
the Gaussian closure technique (outlined in Appendix B) is applied to (2.12), resulting in 14
independent nonlinear algebraic equations. The resultant moment equations are very long

and not given explicitly in this paper; the general form of the equations are

fl (mIOOO> mMo100;, * * 5 100205 10002, Cbo) =0 (2-13)

where h represent 14 nonlinear functions of the four first order moments and ten second order
moments and the unknown ¢y. Note that (2.13) are underdetermined (14 equations and 15
variables). Assuming that the mean of the small pendulum angular displacement to be zero,
i.e., moioo = (y2) = (¢) = 0, ¢ can be determined. The resultant ¢, will approximate the
locations of maxima of the PDF.

The stationary moment equations given by (2.13), provide a means to determine the value
of ¢y as a function of system parameters. To accomplish this, an arc-length continuation

technique is employed. Arc-length continuation provides a means for tracking the value of
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¢o while varying a parameter of interest. Denote by z the vector consisting of ¢y and the
13 moments excluding mgig9, and by h = fl(mmoo = 0) the vector consisting of all the 14
nonlinear equations in (2.13) with mgi00 = 0. Applying the arc-length continuation from

[81] to (2.13), one arrives at the following:

h(z;\) =0
T, (z;)\) % + BEN D _ (2.14)
woEt (=1
where s represents the arc-length parameter, J, is the Jacobian matrix of h, while X is a
parameter of interest. The arc-length parameter is finally defined in the last of (2.14). The
culmination of (2.14) define fifteen first order, nonlinear differential-algebraic equations that
can be numerically integrated to obtain the maximum location ¢o(A) as a function of A,
given with initial conditions that satisfy (2.13).

According to Sharif-Bakhtiar and Shaw [76], asymmetric oscillation of the pendulum is
induced by a pitchfork bifurcation which belongs to limit point bifurcation. To determine

the limit point, the first equation in (2.14) are differentiated with respect to the bifurcation

parameter A, resulting in

Oh(z;A\)dz _ Oh(z;A)

oz  d\ O\ (2.15)

Limit point bifurcation occurs when any component of dz/d\ — oo or when the determinant
|0h (z; \) /Oz| = 0. The limit point and critical value of the bifurcation parameter can be

determined by solving the first equation in (2.14) together, i.e.,

h(z;A\) =0 (2.16)
oh(z\) | '
22| =0

To track the limit point in the parameter space, (2.16) is augmented with the arc-length
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continuation scheme, namely

(
h(z;\,7) =0
’8h(z;)\,'y)‘ —0
” Oh(z:\,7) Oh(z:\y) (2.17)
. dz zAY) d | Oh(zA\y) dy _
(AN E+ = et~ =0
SRR RNCIES

where 7 is a second bifurcation parameter of interest. Since the limit point occurs with
¢o =0, ¢ = 0 is substituted in (2.17), which annihilates three first order moments mggo =
Mooto = Mooo1 = 0 and two second order moments mig10 = mg101 = 0. Solving (2.17) yields
the limit point curve ¢q (\,7) = 0 in the A — ~ plane, which describes the values of A and ~

for which the limit point bifurcation occurs.

2.2.2 Numerical Validation

Using (2.14), ¢o(p,) and ¢o(n) were determined as a function of p, and 7, respectively, for
specific parameter values. The results are shown in Fig. 2.2. There are several things worth
noting in Fig. 2.2. First, as seen in Fig. 2.2(a), ¢o(n) bifurcates into two solution branches
around 7 = 0.65. For n values smaller than this critical value, only one solution branch ¢y = 0
exists, which indicates that the pendulum symmetrically oscillates with respect to ¢y = 0.
This is expected because when 7 or p,. are small, the nonlinear terms g in (4.10) are weak;
thus, the system behaves similar to a linear system. As 7 increases and exceeds the critical
value, the nonlinearity becomes sufficiently strong such that asymmetric oscillation occurs.
In the context of random vibration, coexistence of two local maxima means a bimodal PDF;
that is, the pendulum can symmetrically oscillate with respect to either maximum location
and randomly “jump” between each other. The same bifurcation is observed in ¢g(u.); see
Fig. 2.2(b).

To validate the prediction in Fig. 2.2, a Monte Carlo simulation (MCS) was used to
numerically compute the marginal PDF of ¢ for various n values. Numerically integration
of (2.8) was specifically done by ItoProcess of Mathematica 12.1, which is a stochastic dif-

ferential equation solver. The time step was chosen to be 1072 units to ensure accuracy.
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Figure 2.2 Bifurcation diagram of ¢, against (a) n and (b) w,.

22



An integration time of 500 units was found to be sufficiently long so as to ensure stationar-
ity as it allowed for asymmetric pendulum oscillation to occur. Furthermore, a sufficiently
large number of realizations (around 4 x 10°) were recorded to ensure accuracy. SmoothK-
ernelDistribution of Mathematica 12.1 was then used to compute the marginal PDF of the
realizations. The result for various values of n and specified parameter values corresponding
to Fig. 2.2(a) is plotted in Fig. 2.3. There are two things worth noting in Fig. 2.3. First, it is
evident that around 7 = .65 a bifurcation occurs as the distributions become bimodal after-
wards, which matches the prediction in Fig. 2.2(a). Second, it is apparent that an increase
in the pendulum length parameter n leads to an increase in the distance between the max-
imum locations. The maximum locations predicted by Monte Carlo simulation are plotted
as dots for comparison in Fig. 2.2(a). In comparison with the Monte Carlo simulation, the
prediction by (2.14) matches well until n = 0.8. Afterwards the nonlinearity becomes too
strong such that the perturbation method is no longer accurate. The implications of this
bifurcation are further addressed in the sections that follow.

In order to provide additional insight and verification for the determined marginal PDFs,
realizations in the time domain for the pendulum position and velocity are also shown in
Fig. 2.4. The realizations were produced with n values before, near and after bifurcation.
The duration of time was chosen to be from 500 to 1000 units as it is assumed that the system
is stationary after 500 units of time. The first remark is that the mono-modal oscillation
around ¢ = 0 is apparent before bifurcation. Near bifurcation we also start to see a drift
in the oscillation away from ¢ = 0 accompanied by larger amplitude spikes in the angular
displacement and velocity. Lastly, after bifurcation we see the pendulum tends to oscillate
about one equilibrium angle for a more significant amount of time before making a jump to

another equilibrium angle.

2.2.3 Stochastic Bifurcation and Energy Transfer
In this section, the mean square velocities of the primary structure and pendulum oscilla-

tion are investigated. Specific attention is paid to investigating how the bifurcation influences
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Figure 2.3 Monte Carlo simulation of the marginal PDF for ¢ evaluated with values of n
around bifurcation and with p, = .3, { = .02, §, = .07, and D = .02.
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Figure 2.4 Realizations in the time domain for pendulum angular displacement and velocity
before bifurcation, near bifurcation, and after bifurcation. p, = .3, £ = .02, {, = .07, and
D = .02.

the mean square velocity. Eqn. (2.13) allows for the determination of the bifurcation point

of the moment equations and is built upon the assumption of a Gaussian distribution in the

neighborhood of ¢y. A higher order of nonlinearity is required to accurately predict all mean

square values. To this end, it is assumed that y = (65, €, eé, egz)T = €y, where € is a small
D

scaling parameter. In this work, € = g which corresponds to the root-mean-square

displacement of a linear system that is obtained by removing the IPVA from the system and
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assuming the viscous damping ratio is £ + &,. Substituting y = €y into (2.8) and expanding

in a Taylor series up to order r = 7 with respect to € results in

0
é(y7¢0) = <€y7¢0 e= 0+Z (%ﬁ)
e=0

> 0% (
2(5,60,7) = E(e§,00,7) 60+Z€ « <+¢>>

(2.18)

e=0
where a and X are defined in (4.14). Stationary moment equations with moments mqs =
(YYyayys) up to order n = 4 are then generated from (2.18) by the cumulant-neglect tech-
nique [82, 83]. All cumulants of higher order than n = 4 are neglected by assuming that
they have negligible contribution. To this end, cumulants of orders higher than n = 4 are
set to zero to obtain expressions of higher order moments in terms of lower orders, resulting
in 69 nonlinear algebraic equations governing all moments up to fourth order, while addi-
tionally having a dependence on ¢g; see the appendix for more information. The system is
thus underdetermined unless ¢ is specified. Using the solution for ¢y from (2.14), ¢y can
be substituted into the resultant 69 equations to allow for a solution for the 69 unknown
moment variables.

Choosing the parameters associated with Fig. 2.2(a), corresponding to bifurcation oc-
curring at n = .65, the ¢o(n) values predicted thereof was substituted into the 69 moment
equations to calculate the mean square velocities 6 and gf) of the ball screw and pendulum,
respectively. The results are plotted in Fig. 2.5. Because 0 is proportional to the velocity of
the primary structure via & = R#, it is a measure of the kinetic energy of the primary struc-
ture. As such, we can examine how the energy transfers to the pendulum as a function of 7.
To validate the results, the mean square velocities computed by the MCS are also plotted
in Fig. 2.5, which show indiscernible discrepancy in comparison with the results obtained by
the moment equations.

There are several things worth noting in Fig. 2.5. First, Fig. 2.5(a) shows a general
decrease in 0 as a result of increasing 7. It specifically reaches a minimum value at the

critical point where the bifurcation occurs (n ~ 0.65). Meanwhile, Fig. 2.5(b) shows that
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Figure 2.5 Comparison of mean squares of nonlinear system obtained by MCS and cumulant-
neglect and mean square of linear system while varying n. (a) Ball screw mean square
velocity. (b) Pendulum mean square velocity.

é reaches a maximum at the bifurcation point. The observed trends clearly demonstrate
that the kinetic energy of the primary structure transfers to the pendulum, which reaches
a maximum at the bifurcation point. To demonstrate the efficacy of response suppression
via this energy transfer, the mean square velocity <912> of the ball screw without the IPVA
is plotted with solid line in Fig. 2.5(a), which is derived in the Appendix C. For a fair
comparison, the viscous damping ratio of the linear system f = £ + &, is set, which equals
the sum of the two damping ratios of the nonlinear system. As shown in Fig. 2.5(a), the

response of the primary structure with IPVA is significantly lower than that without IPVA,
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especially at the bifurcation point. Second, to investigate the influence of ¢y on the mean
squares, the mean squares were also computed with the proposed cumulant-neglect scheme
using the ¢o(n) obtained from the MCS (dots in Fig. 2.2(a)), plotted with crosses in Fig. 2.5.
Although the MCS and perturbation method (2.14) show discrepancy when predicting ¢o(n)
at large n values (see Fig. 2.2(a)), it is interesting to note that the mean squares obtained
by these two methods show little discrepancy in Fig. 2.5. This implies that the discrepancy
is not large enough to cause significant errors in the mean square values, while it should be
noted that higher order moments might lose accuracy with the perturbation ¢q solution. This
is, however, beyond the scope of this work. Cumulant-neglect used with the perturbation ¢q
solution is therefore sufficient for the remaining analysis in this chapter.

By choosing n = .65, which corresponds to the maximum energy transfer in Fig. 2.5, p, is
varied to understand its influence on bifurcation. The mean square ball screw and pendulum
velocities as a function of u, were calculated with the cumulant-neglect procedure with a
¢o(p,) substitution obtained from the perturbation method, which are shown in Fig. 2.6a and
Fig. 2.6b, respectively. It is clear that the optimal energy transfer occurs at the bifurcation
point around p, = 0.3. Larger values of p, lead to lower pendulum velocities, while smaller
values will also increase the velocity of the ball screw and hence the response of the primary

structure.

2.3 Parametric Study

Sec. 2.2 shows that the limit point bifurcation promotes the energy transfer and response
suppression for a specific noise intensity level. It is worthwhile to investigate the performance
of response suppression with different noise intensity levels. By setting A = &, and v = D to
be the two bifurcation parameters, (2.17) are used to generate the bifurcation curve in the
A — v plane, which determines the values of A and « for which the limit point bifurcation
occurs. The damping §, is chosen as a bifurcation parameter because there exist many
engineering applications that allow for variable damping. For example, Kecik and Borowiec

[84] suggested installing an electromagnetic motor at the pivot point of the pendulum, which
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Figure 2.6 Comparison of mean squares of nonlinear system obtained by cumulant-neglect
and mean square of linear system while varying u,.. (a) Ball screw mean square velocity. (b)
Pendulum mean square velocity.

is shunted with resistive loads. As such, the pendulum damping can be passively adjusted

by varying the resistance. Using the pulse width modulated (PWM) set-up chopper, Kim
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and Okada [85] showed that semi-active damping control of electromagnetic transducers can

be achieved, suggesting the pendulum damping can be controlled in a semi-active manner.
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Figure 2.7 Bifurcation diagram of limit points in the D — &, plane with varying (a) n and
(b) ir-

Shown in Fig. 2.7a are then the bifurcation curves for a few values of the pendulum

length parameter (n). The bifurcation curves for a few values of u, are additionally shown
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in Fig. 2.7b. There are several things worth noting regarding Figs. 2.7a and 2.7b. First, the
bifurcation curves show the values of noise intensity, &,, i, and n that lead to a pitchfork
bifurcation. It should be noted that for a chosen p,, 7 and noise intensity, one identifies two
possible choices of pendulum damping on each curve except on the vertex. For example,
as shown in Fig. 2.7a, for p, = 0.3, n = 0.6, and D = 0.05, {, ~ 0.01 and &, ~ 0.04
each lead to a pitchfork bifurcation. The smaller values of pendulum damping on each
curve lead to intermittent pendulum motion that is characterized by oscillations around
one equilibrium angle marked by sporadic pendulum rotations. As analysis involving such
intermittent rotation is not within the scope of this paper, we restrict our attention to larger
values of pendulum damping, i.e., the right portion of each bifurcation curve in Fig. 2.8.
Second, the bifurcation curves also show that one can adjust the pendulum damping so as
to maintain a bifurcation condition for a wide range of noise intensity, n and pu, values.

Shown in Figs. 2.8(a) and 2.8(b) are the mean square velocities corresponding to points
along the right portion of the bifurcation curves in Fig. 2.7a. It generally appears as though
an increase in 7 reduces the pendulum velocity and only slightly influences the angular veloc-
ity of the screw. Furthermore, an increase in noise intensity D along the bifurcation curves
has the effect of monotonically increasing the total energy transfer. To further quantify vibra-
tion suppression, the mean square velocity associated with the linear system corresponding
to the best response suppression is also shown in Fig. 2.8(a). The value of damping cor-
responding to that obtained by following the n = 0.8 bifurcation curve of Fig. 2.7a was
thus chosen for the linear system. It is interesting to note that the IPVA system always
outperforms the linear system for the particular set of parameters considered herein.

After choosing parameters corresponding to the bifurcation points on the right portion
of the bifurcation curves with a noise intensity of D = 0.02, we then show the variation
in the locations of local maximum ¢, as a function of n in Fig. 2.9. The combined results
shown in Fig. 2.8 and Fig. 2.9 show that a bifurcation point corresponding to smaller n

is correlated with higher pendulum mean square velocity. Furthermore, the bifurcation
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diagrams of Fig. 2.9 show that a bifurcation point corresponding to smaller n leads to a
larger increase per n in the distance between the locations of local maxima.

Moving our attention to the limit point bifurcation diagrams shown in Fig. 2.7b, we can
then repeat the analysis with variation in pu,. The results for the mean square ball screw
and pendulum velocities, at various bifurcation points, are shown in Figs. 2.10a and 2.10b,
respectively. It is interesting to note that an increase in p, will lead to lower velocity of the
ball screw and primary mass, while the velocity of the pendulum will first increase and then
decrease. Hence, a larger pendulum-structure mass ratio could be warranted if vibration

suppression is of sole interest.

2.4 Discussion on Findings

In this chapter, the vibration suppression, energy transfer and bifurcation characteristics
of a linear oscillator (primary structure) incorporating an inerter-based pendulum vibration
absorber (IPVA) were investigated as a function of normalized pendulum length 7 and mass
ratio u,.. A perturbation method was introduced in conjunction with arc-length continua-
tion to detect and track the pendulum equilibrium angles corresponding to local maxima
of the marginal probability density function (PDF) in the parameter space. The obtained
pendulum equilibrium angles were implemented in a cumulant-neglect based procedure with
a 7" order Taylor expansion about the equilibrium angles to obtain the mean squares of the
system. It was shown that the marginal PDF underwent a P-bifurcation (mono-modality to
bi-modality) at critical values of n and p,.. In comparison with mean squares of the linear
structure without the IPVA| it was shown that the IPVA led to effective vibration mitiga-
tion of the structure via transferring the kinetic energy of the structure to the pendulum.
Furthermore, it was shown that the energy transfer was maximum in the neighborhood of
bifurcation. The results were validated by an MCS that was used to numerically approximate

the marginal PDF for the pendulum angle as well as the mean square values.
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Figure 2.8 Mean squares of nonlinear system with parameters corresponding points along
the bifurcation curves in Fig. 2.7(a): (a) ball screw mean square velocity and (b) pendulum
mean square velocity.
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Figure 2.9 Pendulum equilibrium angle of oscillation ¢q(n) for various bifurcation conditions
with p, = .3, £ = .02.
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(b) Pendulum mean square velocity vs. noise intensity via cumulant neglect for various p, values.
n = .65, & =.02.

Figure 2.10 Mean squares of nonlinear system with parameters corresponding points along
the bifurcation curves in Fig. 2.7(b): (a) ball screw mean square velocity and (b) pendulum
mean square velocity.

34



CHAPTER 3

ENERGY HARVESTING, RIDE COMFORT AND ROAD HANDLING IN
AUTOMOBILE SUSPENSION SYSTEMS

3.1 Introduction to the Energy Harvesting Shock Absorber

In this chapter, the nonlinear device introduced in the previous chapter is implemented
in a quarter-car model suspension system in an EHSA. The questions to be answered are
whether the bifurcation phenomena demonstrated in the last chapter will still show up and
whether we can make a strong correlation between optimal energy harvesting, vibration
suppression and P-bifurcation. To this end, performance metrics such as sprung mass accel-
eration, power harvested and road handling are evaluated near bifurcation.

The rest of this chapter is organized as follows. In Sec. 3.2, the system design with
equations of motion (EOM) are shown followed by the development of an analytical bi-
furcation theory coupled with a Wiener path integration (WPI) formulation. An efficient
perturbation-based algorithm is then defined which covers a large parameter space. In
Sec. 3.3, a parameter study is conducted to allow the determination of power harvested, ride
comfort, and road handling metrics as a function of a pendulum length parameter which is
responsible for the nonlinearity. Electrical efficiency and energy flow are also considered.

Finally, the relevant findings are summarized in Sec. 3.5.

3.2 Stochastic Bifurcation Detection Algorithm

In the previous chapter it was shown that P-bifurcation, involving the change in the
maxima of the stationary PDF, was apparent and led to substantial transfer of the kinetic
energy of the primary structure to the pendulum. As the same device is considered in
this chapter concerning the EHSA, this phenomenon is further explored in association with
the quarter-car model. The theoretical development of the method used to predict this
P-bifurcation is presented in this section, where an efficient implementation of the Wiener
path integration formulation originally outlined in [10] is modified to fit the current problem

and augmented with a calculus of variations approach for the prediction of change in the
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curvature of the PDF.

3.2.1 Equations of motion of the EHSA

carrier g pendulum
| <>
X i
L Mg || A
B S
T _
T
ks sun gear planet gear
Xus n ™ sun gear pendulum
L
My — @ Eb
generator } 6
A -
X, kr eyelet Rp <
planet gear
J SECTION A—-A

Figure 3.1 Schematics of an IPVA-integrated quarter-car model.

The IPVA-integrated quarter-car system is shown in Fig. 3.1. As shown, x, denotes the
position of the sprung mass (vehicle body) Mj, z,s the position of the unsprung mass (wheel)
M,s, and z, the road elevation. The top and bottom eyelets in Fig. 3.1 then attach to M,
and M,s, respectively. This connection then converts the translational motion between the
eyelets to the angular motion of the ball screw inside the case. The holonomic constraint
Ts — Tys = RO then relates the suspension deflection x, — x5 to the angular displacement
of the ball screw 6 with R = L/2n, where L is the lead value for the ball screw. Note that
attached to the ball screw is then a carrier that carries four pendulums. Each of the planet
gears is mounted to the shaft of the corresponding pendulum so that all pendulums have
the same angular position ¢ relative to the carrier. Furthermore, they each revolve around
the sun gear such that the angular displacement of the latter is given by 8 — ¢. As the sun
gear is mounted to the generator shaft, the angular motion 6 — ¢ serves as the input of the
generator.

To simplify a parameter variation study, the following dimensionless parameters and
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normalized time were chosen in the present work.

mR2 / Ce
Hr = RQ, =g G = ma

M6 T,
pu— pu— pr— W pu—
VA A MSRZ’ e Mus Vs R TR
d ; Wy r
pu— t —_— = — p— .1

Note that R, and r are the distance between the pendulum pivot point and center of rotation
of the carrier, and the length of the pendulum, respectively. The parameters J,, n,, ks, and k;
represent the principal moment of inertia of the generator rotor, the generator gearbox ratio,
suspension stiffness, and tire stiffness, respectively. wy is then a frequency that is dependent
on the sprung mass and suspension stiffness which is chosen as the characteristic frequency
to define dimensionless time 7. Finally, ¢, denotes the electrical damping constant due to
the generator [86] and ¢, is the mechanical damping constant which quantifies mechanical
losses associated with the ball screw motion Rf. The equations of motion for the system
were then derived in terms of the dimensionless parameters and dimensionless time. With

=10, 0, @DUS]T, the dimensionless EOM are as follows:

Mz" + Cz' + Kz =F (2,2, V,) (3.2)
where
My Mpas 1 2(6+&) =26 0 10 0
M = | My My 0 ,C = —2€, 2., 0|, K=]100 0 |,
1 0 wu+1 0 0 0 0 0 w?
(290’ + (¢)°) sin (¢)
F(z,7z,V,) = — 11,1 (0/)? sin (@) (3.3)
uv?\W,
and

My = pig + pir (7 + 2ncos(¢) + 1) + 1, Miy = nu(n + cos(¢)) — pg, Maz = 0’1y + pig

(3.4)
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U, corresponds to the dimensionless road profile acting as the excitation. The EOM for the
road excitation is given here
U+ 0.0, =n(7) (3.5)

where n(7) = VZ—(}? is a dimensionless random disturbance where W (1) is a white noise

process. n (7) has expectation E[n(7)] = 0 and auto-correlation function E [n(7)n(e + 7)] =

do (¢) and d = QSOG—]%V is the dimensionless noise intensity. Furthermore, G, quantifies the road
roughness and V' is the driving speed as described in [86]. E[-] represents the expected value
of quantity “-”. Finally, w, is the cutoff frequency that allows for the power spectral density
(PSD) of the road excitation to remain bounded when the frequency w equals zero. Then v,
is a dimensionless cutoff frequency defined by the ratio of the physical cutoff frequency w,

to wo. The dimensionless power spectral density (PSD) is given by

d
Sy, = —F———— 3.6
v P T e o0
3.2.2 The Wiener Path Integration Implementation
Following similar notation and framework as in [18, 19], the transition PDF p(y, 7¢|y:, 7)

T
gives the probability density of all states y = [ZT, v, (ZT)I} starting at 7; as y; and ending

at 7y as yy. It is written as

sy = [ Wiyt 3.7

where Wly(7)] is the probability density functional on the space of all possible paths
C{yys,7r:yi, 7} starting at (y;,7;) and terminating at (yy,7) with y; = y (r;) and y; =
y (75)-

For a white noise process n (1), the probability density functional is well known and can

be expressed as

W n (7)] = Cexp {— / :f %m} (3.9)
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where C'is a normalization constant that induces a total probability of one [18]. Substituting

the expression for the white noise as a function of W, and W/ given in (3.5), one obtains

(Y + UC\IIT)2
—/T 54 dr

Y

Wiy(r)] = Cexp

2

~ Cexp {— / ;f £(w,) dT} (3.9)

where £ is then the Lagrangian of the system and is in general a functional of the states
and state derivatives of the system. It is evident from (3.9) that W [y (7)] can be maximized
by finding a path y* that minimizes £, which is also known as the most probable path.
Substituting the maximized W [y* (7)] into (3.7) and isolating the most probable path will

yield the first-order approximation of the PDF [87]

Tf
p(y s, 7rlyi, 7i) = Cexp [—/ ,C(\If:i)dr}

As the definition of £ in (3.9) does not explicitly depend on z and z’ in (4.9), it is insufficient
to use L to find y*. This can be remedied by converting the minimization problem into
a constrained minimization problem. To that end, an auxiliary Lagrangian £*(y,A) =

L (V) + A (7)® (V,,z) is introduced, where the dynamic constraints are
®(V,,z) =Mz"+C2 + Kz — F (z,2,7,) =0 (3.10)

and A(7) denotes the time dependent Lagrange multiplier vector [10]. From the calculus of
variations, y* that minimizes £* can be found by solving the following constrained variational
equation
)
5/ L (y,A\)dr =0 (3.11)

which naturally leads to the Euler-Lagrange equations given here.

oLt d oL N d_2(9£* B
ox dr Ox'  dr2ox"
aai -0 (3.12)
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with generalized coordinates x = [ZT, \I/T}T. The associated boundary conditions are

x(0) = %o, x(7f) = xy,
X'(0) = xq, x'(7y) =%}, (3.13)
A(0) = Ao, A7) = Ay,

N(0) = Xp, N(7p) = A}

Note that there are a total of seven second-order differential equations in (3.12) and therefore
only fourteen of the boundary conditions in (3.13) can be fully specified. The rest of the
boundary values are determined via the solution process automatically. Finally, the solution
will yield the most probable path of all seven states y from (3.2) through (3.5) in addition
to new pseudo states [‘If;, AT (AT)/]T which are solely associated with (3.12). Finally, the

approximate transition PDF for y is given by

Tf
p(ye, 71lyi, ) ~ Clexp {— / /L(\I/ji)dr] (3.14)

where U’ denotes the most probable path of W,.. It should be mentioned that the solution of
(3.14) is only the first-order approximation of (3.7) and improvements made by higher order
approximations are left for future work. The second order approximation would involve a
second order functional expansion of the functional in (3.14). Ref. [87] outlines this well
for the interested reader. Finally, it is worth mentioning that the solution to (3.12) and
(3.13) with traditional boundary value problem solvers such as MATLAB bvp4c will require
additional differentiation if each produced equation does not have the same order of highest
derivative. In such a case, one must turn to other methods to approximate the solution to
(3.11) such as with Ritz method; see [88] for more detailed information. However, for the

case of the current quarter-car model, the highest derivative is uniformly equal to two.

3.2.3 Variation-Based Approach for Curvature Estimation
This section is focused on predicting the P-bifurcation of the PDF. P-bifurcation involves
the change in location of PDF extrema and thus in the present study, the P-bifurcation is

explored near the stationary point ¢y = 0 due to symmetry in the probability distribution.
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The formulation for the proposed algorithm is outlined in this section. Given the knowledge
of the IPVA system dynamics demonstrated in the previous chapter while taking into account
that only the pendulum will oscillate locally around nonzero values, it is apparent that the

present system will have a monomodal PDF with respect to all states except ¢ if bifurcation

9%p

is achieved. As such, one can look at the change in sign of the second derivative 567> given the
¥
first derivative 8‘%’; = 0, where the approximate value of p is given in (3.14) and ¢ = ¢ (7¢).

In a system with symmetry, one can look solely at the PDF around ¢y = 0. Otherwise, one
may choose a general ¢; of interest in which the second derivative should vanish.

To compute the derivatives, however, the WPI method would involve computing a sur-
rogate model of p [89] where one would solve (3.12) for numerous paths, which can result
in considerable computational costs. In this work, a more efficient approach based on the
calculus of variations for determining the derivatives is developed, which of the formulation
is derived as follows.

First, let us define all pseudo and true states as a vector q = [yT, v AL ()\T)/] T. Then

rewrite (3.12) and (3.13) as

q(0) = q; (3.15)

where g is a nonlinear function of q and only 14 of the boundary conditions can be specified.

Then taking variation d of (3.15) with respect to the boundary q; gives

ad’ 0
Loas = M5<1f (3.16)

aqu anf

After interchanging derivatives 9/0qs and 0/07 it becomes

, 0g(q)
W= L (3.17)

where u = [ug, uy, -+, u,] = %, with u; € R™! for i = 1,2,---,n. Then u € R™" given

q € R™! where n = 14 for the current problem. The necessary boundary conditions are
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then simply
u(ry) =1 (3.18)

where I denotes the identity matrix of size n. Similarly, taking variation of (3.17) one obtains

9 _ 0Ogl(a) Jg
"= =— I + = 3.19
w <3qf ® g (I®u) aqW (3.19)
T ,
: _ | @ () 9 _ d a_ ... 0 (@)
with qr = |¢; ', 47+, q; } '’ B [aqf)’ pxel ’aq}“] where ¢;° corresponds to the

value of the i-th final state, w = % @u,w € R"™" and @ is the Kronecker tensor product.

The right boundary condition is then
w(r;) =0 (3.20)

where 0 denotes the zero matrix of size n x n?. Solving (3.15)-(3.20) together, one can obtain
the most probable path and its first and second variations.
Note that in the present case, the interest is only in %. Suppose the i-th component
f

¢; of q corresponds to the pendulum angle ¢, i.e., ¢; = ¢, then set u; = v and only solve

v = g—iv in (3.17) and set w = %’f. Then in indicial notation, the variational equations are
given by
0
Ul/ _ gi (q> Vi
Iqr
0? 0
g — Lol 00 1 (3.21)

(9%'3% w an‘

where the subscript [ denotes the [-th component. One then has the following boundary

conditions

v (15) = O

Wy (r) = 0,1=1,2,---n (3.22)

where Einstein summation is employed, 7 is the index corresponding to ¢; and d;; is the

Kronecker delta function. Finally, taking the derivative of (3.14) with respect to ¢, one

42



obtains

op oL
_r _— _ ——dr 3.23
o6; L)y 04y (3.23)

, while the second derivative gives

&*p ( oL > 0L
— =0p —dr | — —dT1 3.24
095 [ o 0oy o 097 (3.24)
/ ! ! 2 /
where 6‘9(;: = ‘Ij W and gi‘;’ = é (gi;) +\1; . Note that \If’r, 6¢ , and 8¢2 are solutions
¥

obtained from Solving (3.15), (3.21) and (3.22) together. Also, we have the cutoff frequency
v, = 0 as it is unnecessary in the context of computing the PDF approximation and deriva-
tives. When the PDF is stationary one can further note that a% ‘¢v ;=0 ~ 0 as the current
system has a symmetric PDF about the origin and a maximum or minimum is bound to

oceur at the center of symmetry. Furthermore, if 2 ‘qs ;=0 # 0, the ratio

a¢2

8871) ‘Gﬁ =0
=
p= 2 (3.25)
997 ’¢f=0
can be used as a measure of convergence where smaller |3| implies better convergence.
Now that the equations are defined. Fig. 3.2 is the pseudocode for the proposed WPI
algorithm. There are a few things to note in the proposed algorithm. First, (3.12) will
naturally give a system in which negative damping proportional to &, and & exists due to

%%. This makes the system unstable with forward marching schemes such as

the term —
one used with the shooting method [90]. Additionally, it had proven to be difficult to find
a suitable initial solution guess that allowed for sufficient convergence using the collocation
method with solvers such as MATLAB bup/ec.

The authors have overcome this difficulty with the following procedure. Perform a back-
ward integration initially with £ = 0. For the initial conditions, choose all final states
y (77) = 0 because the interest is in examining the PDF when all final states are trivial as the

current system has a symmetric PDF. For other cases, the final states should be chosen to re-

flect the PDF location of interest. Out of seven final pseudo-states, [¥’. (74), A" (74), X" (74)],

43



choose one nonzero but small value such that the solution remains bounded on the time in-
terval [0, 7¢]. The remaining final pseudo-states are set to zero. Ultimately, for sufficiently
long integration, it is assumed that the response process is well mixed such that the initial
states become all immaterial and do not affect the stationary PDF. They are consequentially
left to be determined from the solution process. Finally, this solution is used as an initial
guess for the solution corresponding to small, but nonzero &, using the collocation method
with an appropriate boundary value problem (bvp) solver.

Next, the algorithm takes a perturbation-based approach which accelerates the solution
convergence. As such, following a small perturbation of parameters, the preceding solution
is used as the initial guess for the current solution. This is done in an iterative fashion.
Additionally, it was determined that some dependent variables may grow unbounded and
result in failure or inefficiency in computation. This was remedied by setting a maximum
dependent variable value of o and then multiplying the solution time vector by some factor
N < 1 before passing the solution as the initial guess for the next iteration wherein the
integration time is shortened by the same factor N. Lastly, the algorithm only saves % =0

if | 3] is smaller than some specified tolerance (3,;, implying sufficient convergence. In general,

Buw < 1. In practice, it is recommended to initially store all values of % ¢;=0 to allow
for the flexibility in changing (,, based on the qualitative trends in the solutions. If many
outliers exist, the tolerance is decreased. If not enough solution points meet the tolerance

constraint, the tolerance is increased. A compromise is thereby determined.
3.3 Parametric Study and Performance Evaluation

3.3.1 One-Parameter P-bifurcation

With the curvature estimated method formulated in the previous section, the focus now
moves on to the parametric study wherein the pendulum length parameter 7 is varied and the
performance metrics given by power harvested, sprung mass acceleration and road handling
are quantified.

For the variation in 7 study, start by assigning the dimensionless parameters given in
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1: function WPIALGORITHM

2 Define variable parameters: 'l = [, o]

3 Set varying parameter initial values: I', o = [0, aiO]T

4: Set domain: I'y, € [I'y 1, Ty g], T'vp <Two <T'yr

5: Set fixed parameter values: I'y = I's

6 Set y(7f) =0

o (U (r), N (7p), N ()T = (W) g, AT (7)1 N () ]

8 Solve (3.15), (3.21), and (3.22) together using backwards integration.
9: sol = solution to boundary value problems

10: sol.z = state solution vector

11: sol.time = time vector

12: BC = True States and Variations at 7 = 74 and Pseudo-States at 7 =0
13: whileI', , <T', <T', r do

14: Iry=I,+e€ > € is a small perturbation in parameters

15: N €(0,1) > scaling factor

16: o = maximum desired value for any dependent variable

17: while solution not obtained do

18: Solve (3.15) and (3.21) with BC and sol as guess for collocation method with
any bvp solver, e.g., MATLAB bvpéc

19: if bvp solver fails (singularity in Jacobian of collocation equations) or does
not finish in a reasonable time then

20: sol.time = N - sol.time

21: solution not obtained

22: end if

23: end while

24: sol = solution obtained

25: if 0 < max(sol.z) then

26: sol.time = N - sol.time

27: end if

28: save sol > Save the solution

29: set By < 1 > Upper bound of |j|

30: if |5|< Bu» then

31: save % - > Save the second derivative value,

32: end if '

33: end while
34: end function

Figure 3.2 Pseudocode for WPI Algorithm.
(3.1) numerical values which can be reasonably correlated with a passenger car and a random
excitation intensity correlated with a class C road as defined in [86]. As such, all dimension-
less parameter values with the exception of p, given in Table 3.1 have been derived from

recent work in [62]. Additionally, in this chapter, V' = 113 km/hr which serves as a reason-
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able upper bound for a passenger car driving on an average road. Also, note that the value
of dimensionless 11, was determined by considering the Maxon 353300 DC motor which has
a rated power of 250W with a gearbox giving a 3.8:1 ratio, so that the speed would be in the
nominal range. The motor also has an internal resistance R;,; = 1.06§2 which will be needed

when accounting for electrical efficiency. Some important physical parameters were then

Parameters, Dimensionless Value

. 0.1521

fg 0.0194511
& .02

& 0.0337

U 0.14

v 4.4137

d .0806

Table 3.1 Dimensionless Parameters of IPVA system.

determined by assuming the ball screw lead value of L = 100 millimeters. From companies
such as THK Co., Ltd., this appears to be the largest value immediately offered. A large
lead value will help keep the dimensionless intensity at a minimum when rougher roads are

considered later on. Some physical parameters are given in Table 3.2.  Starting with the

Parameters Value Meaning

M, 374 kg Sprung Mass

M, 52.36 kg Unsprung Mass

Ky 248,085 N/m Tire stiffness

ks 90,963 N/m Suspension stiffness

R, .05 m Carrier radius

m 3.74 kg Mass of pendulum

Cm 233.74 Ns/m Mechanical damping

Vv 31.3 m/s Driving speed

G, 64/(2m)% x 107 m- cycle Road roughness coefficient
R 1/(2m) m Effective ball screw radius
K 0.207 Nm/A Motor torque constant
Rt 1.06 Q Motor internal resistance

Table 3.2 Phyical Parameters of IPVA system.

WPI method introduced in the previous section, sgn (%) log;, (1 + ’%D is plotted against
7
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dimensionless pendulum length 7 in Fig. 3.3a. This function was chosen to clearly show the
qualitative characteristics of the second derivative of the marginal PDF as the magnitudes

1'is used in place of the second

of the second derivative vary drastically. Additionally, 5~
derivative in order to eliminate the unknown integration constant C'.

In Fig. 3.3a there is a clear indication that the sign turns positive as 7 is increased past
0.84. This indicates an increase in curvature and more importantly a bimodal probability
density function. This is verified with the marginal PDF plot for ¢ in Fig. 3.3b, obtained
via an MCS with ~ 7 - 10? realizations. Note that a marginal PDF is generally obtained by
integrating the PDF with respect to all variables besides the variable of interest. The PDF
is then normalized with respect to the entire integral such that the total probability is unity.
The marginal PDF of ¢ is chosen in this work as this is where the bimodal distribution is
clearly seen. The marginal PDF then simply gives the probability distribution for the pen-
dulum angular position relative to the carrier. In this case, it is clear that the PDF becomes
bimodal after n = 0.7. For n = 0.9, the PDF has two distinct peaks. It should also be
noted that a 50-second integration time was chosen to ensure that the approximate solution
for the second derivative was close to stationary and reasonably accurate in a qualitative
sense. While lower integration times of only 10 seconds were tried initially (not shown in
this work), they were qualitatively accurate only for subzero curvature solutions. However,
this fact has been exploited by the authors in the bifurcation analysis later on in Sec. 3.4.
i.e. the initial integration time is decreased in the case of low electrical damping as this
most likely will result in rotation of the pendulum and thus near-zero and possibly negative
curvature. This helps immensely with the efficiency of the algorithm. Next, we will examine

how the P-bifurcation influences the suspension performance.

3.3.2 Multi-objective Suspension Performance
The power from the IPVA into the electrical domain (F,;) is directly proportional to
generator velocity squared, where the proportionality constant is the electrical damping

coefficient ¢, = I{2n§ /R.. Here k is the torque constant of the motor, n, is the gear ratio
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Figure 3.3 (a) Logarithm of the scaled and shifted magnitude of the second derivative of the
marginal PDF vs. 7. The integration time is 50 seconds. (b) Marginal PDF for pendulum
angle ¢ for various 7 values.

and R, is the total electrical resistance [91]. The expected value of the electrical power is

then just
NG
Pu=E {ce (0 - ¢) } (3.26)
and in dimensionless form it is
P, —E [ge @ — ¢')2] (3.27)

Upon consideration of losses due to internal resistance, one can write the expected value
of the harvested dimensionless power P,  as

Ry

Ry + R &0~ (b/)ﬂ 529

Pnl,H:E|:

where £, now represents the electrical damping coefficient with internal electrical resistance

R as well as load resistance R;. R; can further be written in terms of &, so that (3.28)

becomes
A 2R?*wyR;py M,
P = 5| (6 - 22Tt (g — g (3.29)
g

It is apparent from (3.29) that losses can be reduced with a decrease in internal resistance

R;,+ which should have a large influence on the choice of generator.
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The formula for the linear system mean power corresponding to the case of locked pen-

dulum such that ¢ = ¢’ = 0 is identical to that derived in [62] and is given here.

G VE
P= e (3.30)

In a similar fashion to the nonlinear case, the linear system dimensionless mean power can

be written with electrical efficiency considerations as

£ dun?

151, H=MNe—r—— 3.31
e 330
where electrical efficiency 7. is given by
Ry
e = ————— 3.32
"7 Rt Rim (882

For the linear system, there exists an optimal load resistance giving optimal harvested power

]5[’?; . For a given set of parameters, this can be determined via g—g = 0. Substituting the

optimal load resistance in (3.31), one arrives at

df<;2uv2n§ \/mznf] + 2R%wo Rt & M

pPort — .
where
A = 22 (\/2/12713 + 4€,, R?wo Riny M, + 2R\/§mw0Rths>
B = k02 + VAR &uwoRinM, (5202 + 26, Rowo Ring M)
+ 26, R2woRint M, (3.34)

Now the mean electrical power is plotted against 7 in Fig. 3.4a, normalized with respect
to the optimal linear system. Given an optimized linear system with a mean power of
P, = 21.0932 Watts, a clear increase of 40% is shown in Fig. 3.4a for n = 0.9, in the bimodal
regime.

In order to quantify ride comfort, Fig. 3.4a also shows the root mean square (RMS) sprung
mass acceleration normalized with respect to the linear system. The detailed derivation of

the root mean square sprung mass acceleration for the linear system with no pendulum

49



—
—

5 S
E 141 2
14 = =_ 5]
P £714 g
= o - =] o
5] 1.3 - = =
& - = 1.2} X
2 . 7 X — A
& o12 / A =R
O & \ 7/ = 3
24l X =h-
ég - // ng 17
[T - \ N B
=2 1t - = g
= g 7 s E AN
o - - 8=
g2 091 - 5208} \
S I Ze N\
=208 <

Norm:

o o
[=2BN |
f=]
o

o ¢ .
o 3

| | | | 0.2 0.4 . . . . . s~
0.2 0.4 0.6 0.8 01 02 03 04 05 06 07 08
Dimensionless Pendulum Length (1) Dimensionless Pendulum Length (n)
(a) (b)

Figure 3.4 (a) Harvested power and RMS sprung mass acceleration vs. 7 for the proposed
[PVA-integrated system, normalized with the optimal linear benchmark system. Note that
Plog = 21.0932 W, and the electrical efficiency of the nonlinear system is 83%. (b) Road
handling index vs. 7 for the proposed IPVA-integrated system normalized with respect to
linear system ygp;. Solid vertical line indicates P-bifurcation.

is given in [62]. Note that as the present work considers a locked pendulum rather than
no pendulum at all, the solution is slightly different than in [62]. However, the solution
procedure is the same and the solution is omitted here for brevity. It is clear from Fig. 3.4a
that the ride comfort improves with an increase in pendulum length parameter 1. There
is an approximate 60% reduction for n = 0.9. It is finally noted that the simultaneous
optimization of power and ride comfort is a major hallmark of the current design; the non-
linearity allows for simultaneous objectives which are otherwise competing when the linear
system is used [92].

Another metric worth exploring is the road handling index (RHI)[86] which will be given
the symbol yry; in this paper. This is the ratio of root mean square dynamic tire force to
static weight from the car. Lower numbers indicate safer driving conditions as the car makes

better contact with the road. This mathematically is stated as

(3.35)

")/RH[ _ RMS (ktR (djus - ‘I]r))

(Mus + MS) g

7

where RMS(+) denotes the root mean square value of “-” and g is the acceleration due to

gravity. This quantity normalized with respect to the linear system value ygg;, is plotted vs
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1 in Fig. 3.4b. Note that the detailed formulation of the linear system road handling index is
given in Appendix D. With the IPVA system, there is apparently simultaneous improvement
in yryy for larger n when the system is bimodal. It should finally be noted that the P-
bifurcation condition with bifurcation parameter n does not guarantee optimal harvested
power, sprung mass acceleration, or road handling. However, it serves as a suitable starting
point for further optimization with respect to 1. Note that the power harvested seems to
approach a horizontal asymptote near this P-bifurcation in Fig. 3.4a. In this case, it is quickly
discovered that larger choices of 1 are desired as the other metrics continue to improve.
Returning to the subject of power, let us investigate power generation further with power
spectral density (PSD) analysis. The PSD associated with the generator velocity is plotted
vs. normalized frequency w/wy for the monomodal system in Fig. 3.5a and the bimodal
system in Fig. 3.5b. Note that the two natural frequencies w,; and w,s of the linear system
with locked pendulum 7 = 0.9 have been determined to be 0.74wy and 2.54wy, respectively. It
is then noted, that for both 7 cases the introduction of the IPVA has the effect of annihilating
wyne which simultaneously has the effect of broadening the effective bandwidth of operation.
Also, as the power harvested is directly proportional to the area under the curve, both cases
show improvement over the linear system while power is notably increased in the bimodal
case. Specifically, for w/wy < 1 and w/wy > 3 the total area is noticeably larger. Therefore,
these high-frequency and low-frequency areas are responsible for significant improvements in
energy harvesting. In fact, the total area increase for the frequency range shown is 23% for

the monomodal case and 34% for the bimodal case.

3.3.3 Energy Flow

The power input to the IPVA, each component in the IPVA, and the electrical domain
are analyzed in this section to better understand the energy flow in the system as a function
of n.

Starting with the power input to the IPVA (P;py4), the result derived in [62] is used.
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Namely,
Prpva = — (M, + e B0 + k,R0) R (3.36)

To determine the power input to the pendulum (7.) first write the energy in physical

units as
———1 R292+ 2 9—}—. 2+2R 0 (9.+gz5' 3.37
I. 2m . r ( qb) prcos(gb) ( ) (3.37)

Then the power input to the pendulum, P, = dthC, is simply

P,=m [7‘2 (0 + gb) (9 -+ gb) — TRPQ.QZS sin(¢) (0 - gb)
+7 R0 cos(d) (9 + gb) + 7 R,f cos(¢) (0 + gb) + R;Q@] (3.38)

The mechanical energy of the generator rotor is then

T, =% W (é ¢) (3.39)
and the power is
P, = Jn (9 ¢) (9’ . é) (3.40)

Finally, the expected value of power into the electrical domain is given in (3.26). Note that
the second derivatives in (3.36), (3.38) and (3.40) are written in terms of the system states as

determined by (3.2-3.4) before they are made dimensionless. The substitutions are omitted
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Figure 3.6 Mean input power into IPVA, generator rotor, pendulum, and electrical domain
VS. 1.

here as they are too lengthy. For a range of 7, the mean powers are then estimated with
the statistical expectation derived from an ensemble of ~ 7 - 10* realizations. The results
are shown in Fig. 3.6. It is apparent that for all n, most of the energy that is input to the
IPVA flows into the electrical domain. The total power also increases with an increase in the
dimensionless pendulum length 7. Additionally, there is practically zero net energy flow in
the pendulum and generator rotor. These components are acting to only transfer the power

into the electrical domain.

3.4 Two-parameter P-bifurcation and Performance Evaluation Around the Bi-
furcation Boundary

As demonstrated in Sec. 3.3, the P-bifurcation is critical to the suspension performance.

Therefore, we study it in-depth in this section. Now that the WPI algorithm efficiently

estimates %, a simple bifurcation detection algorithm which checks for change in sgn <%>

is implemented. Note that for this study, the dimensionless pendulum length is set to

n = 0.97 as it was shown in the preceding section that large pendulum lengths might be

93



correlated with energy transfer. Also, to allow for rotation one must have n < 1. For n > 1,

the pendulum will collide with the ball screw. Also, the sign change is determined as a

Parameters Value Meaning

M 374 kg Sprung Mass

M, 52.36 kg Unsprung Mass

K 300263 N/m  Tire stiffness

ks 110095 N/m  Suspension stiffness

R, .062 m Carrier radius

m 3.74 kg Mass of pendulum

Cm 256.67 Ns/m Mechanical damping

R 1/(27) m Effective ball screw radius
K 0.207 Nm/A  Motor torque constant
R 1.06 Q Motor internal resistance

Table 3.3 Physical Parameters of the IPVA System on Rough Class F Road.

function of dimensionless noise intensity (d) and electrical damping ratio &. For this study,
some physical parameters are also given in Table 5.1. Note that the suspension stiffness and
tire stiffness has been increased in this case to allow for d < 0.9 when traveling on a rough
class F road with a velocity of 5 m/s while keeping all dimensionless parameters (excluding
d and &) the same as in Table 3.1.

Using the developed WPI-based curvature estimation algorithm, a bifurcation curve has
been produced and is shown in Fig. 3.7a. Three distinct regions have been determined
based on the WPI approximation and verified with an MCS of ~ 3.6 - 10* realizations and a
simulation time of 7 = 1000 for a few different car velocities and damping values. Given a
parameter set in region I, the system is expected to primarily exhibit rotation and thus the
PDF will have near-zero curvature at ¢ = 0. Region II and III then correspond to monomodal
and bimodal PDFs, respectively, while it should be noted that rotations in region II are still
possible. In the case of rotations in region II, oscillations are likely to occur near ¢ = 27k
following rotation, where k is an integer. It should finally be noted that the dashed line
was estimated with the use of the MCS. The dashed line prediction was necessary as no

detectable change in the sign was determined with the WPI approximation and convergence
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criteria used in the algorithm. Additionally, the noise intensity stops at around d = 0.9 as it
was proven difficult to observe any further qualitative distinctions past this point given the
fact that rotation is highly probable.

To demonstrate these assertions, let us define the value of &, lying on the bifurcation
curve to be & pir and & € [0.5E pif, 1.5 pig]. Then the marginal PDFs for pendulum angle
¢ for three distinct velocities corresponding to bifurcation points in the bifurcation diagram
are shown in Figs. 3.7b-3.7d. Note that the PDFs extend to very large angles in the
positive and negative directions. The domain has been cropped only for visualization near
the origin and the area under all PDFs for the entire domain is in fact equal to unity. Next,
note that Figs. 3.7b and 3.7c correspond to the case of the PDF transitioning between
bimodal and monomodal (region III to region II) when the driving speed is V' = 0.1973 m/s
and V' = 0.5371 m/s respectively. In both cases, a PDF with near zero curvature at the
approximate bifurcation point is apparent. A major difference is then in the bimodal PDFs
where the larger velocity leads to a larger distance between peaks. Moving to Fig. 3.7d one
sees the case of the PDF transitioning between monomodal and pure rotation (region II to
region I) when the driving speed is V = 2.6432 m/s. In this case, it is interesting to note
that the PDF at the approximate bifurcation point actually takes the form of what appears
to be a monomodal type whose curvature is nearly zero at the origin. While it has proven
to be too difficult to numerically verify this curvature with the use of the MCS for sufficient
accuracy, one can easily see that the MCS results in a PDF at the predicted bifurcation
point which indeed is qualitatively different than the others, indicating a transition. Hence,

WPI has given a reasonable bifurcation prediction.

3.4.1 Performance Around P-bifurcation

In this section, we look at performance as a function of driving speed on a class F road
in the neighborhood of P-bifurcation. As a reminder, the dimensionless noise intensity is
d = 2% where for a class F road, one has G, = 4096/(27)* x 10-% m- cycle [86]. As a

result, one may vary d by varying the driving speed V. It should be noted that d is also
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linearly proportional to GG, and so one might interpret the results in this section as a function

of road class with constant velocity if they wish. Furthermore, note that an upper limit of

driving speed V' = 6 m/s is chosen because a class F road means a very rough off-road style

terrain. Driving speeds are generally low on off-road terrain for safety and to prevent damage

to the vehicle suspension.

Using (3.33) one can obtain the physical optimal power Pf?f with

opt 3 p2 popt
PI,H = 2Mswy R PZH
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Figure 3.8 Performance metrics around bifurcation with 50% variation in &. (a) Optimal linear
system power into the electrical domain. (b) Nonlinear system mean power into the electrical
domain normalized with the optimal linear system. (¢) Nonlinear system RMS sprung mass accel-
eration normalized with the optimal linear system. (d) Nonlinear system RHI normalized with the
optimal linear system.

The total power into the electrical domain for the optimized linear system is then

opt

prt = L2 (3.42)
Te

The optimized linear system power that flows into the electrical domain is then shown in
Fig. 3.8a as a function of driving speed. This optimal system will now be used in normaliza-
tion to evaluate the performance of the nonlinear system around the bifurcation curve shown
in Fig. 3.7a. Let us now restrict our electrical damping domain to be & € [0.5& pif, 1.5Ec pif]-

Moreover, by taking the ratio of of (3.26) to (3.42) at these & values, one can quantify
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Figure 3.9 (a) Electrical efficiency for the nonlinear system around bifurcation. (b) Nonlinear
system mean power harvested, normalized with the optimal linear system. (c) Optimal linear
system harvested power.

the normalized expected value of power that flows into the electrical domain relative to the
optimized linear benchmark system when the system is near bifurcation. This is plotted vs.
/€ iy on a class F road for six different speeds in Fig. 3.8b. It is finally apparent that for
all driving speeds shown, the energy transferred into the electrical domain is between 130%
and 143% of the optimal linear system when electrical damping is chosen to accommodate
P-bifurcation. Note that it is also apparent that the power into the electrical domain appears
to vary less in magnitude as electrical damping is increased past the predicted bifurcation

point. This might signify that an optimal solution is near.
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In Fig. 3.8c is the RMS acceleration of the sprung mass plotted using the same parameter
values, normalized with respect to the linear system that was optimized for power. A key
result here is that the nonlinear system outperforms the linear system and allows for at least
59% better ride comfort for all driving speeds near bifurcation. It is also noted that for
most driving speeds, the best ride comfort occurs when &, is near the predicted bifurcation
curve. However, the case of V = 0.19728 m/s and V = 2.6432 m/s seem to break this
trend. The former and latter show that the best performance in terms of ride comfort
occurs when the system is bimodal and when the system is monomodal with intermittent
rotation, respectively. While this means that simultaneous performance objectives cannot
be completely met in the case of the V' = 0.19728 m/s case, it is actually apparent that the
power into the electrical domain decreases by at most 2%. In the case of V = 2.6432 m/s,
simultaneous objectives are met if electrical damping is larger than the bifurcation value.

In Fig. 3.8d, is then the road handling index normalized with respect to the same op-
timal linear system and for the given parameter set. It is finally interesting to note that
the performance in this metric somehow qualitatively mirrors that of the ride comfort which
means the road handling performance objective is automatically met if the ride comfort per-
formance objective is met. Quantitatively, as much as 65% improvement in this metric over
the linear system is seen near the bifurcation point. Excellent road handling can therefore
be expected with the proposed nonlinear EHSA.

To further understand the power potential of the nonlinear EHSA, the electrical efficiency
determined via (3.32) is plotted vs. driving speed on a class F road in Fig. 3.9a. The result
from (3.29) is then divided by (3.33) and one can show that

P, P,
o= (3.43)
Py Pl

The corresponding harvested power is then plotted in Fig. 3.9b. However, first note that the
zero values of power and electrical efficiency correspond to when the electrical damping &,
is greater than the upper limit & ,,,q, that is achieved with only internal resistance; & jax =

K2n2

2 ) . ) .
TR Simply put, no power can be harvested when there is zero load resistance. Using
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parameters from Table 5.1 one finds that & e = 0.1791. While energy transfer might be
large near bifurcation, the small electrical efficiency corresponding to large electrical damping
results in significant decreases in power harvested. This implies that simply choosing a point
near P-bifurcation curve will not guarantee the good power harvested; it is also important
to choose an extremely efficient generator. In the best case of { = 0.5, one can expect
around a 20% to 40% improvement over the linear system. Given the result in Fig. 3.9¢, this
correlates with around 12 Watts per shock at a driving speed of 0.19728 m/s and around

412 Watts per shock at a driving speed of 5.6757 m/s.

3.5 Discussion on Findings

In this chapter, analysis was done which pertained to the performance of an IPVA-based
EHSA connected to a quarter-car suspension system while varying the dimensionless pendu-
lum length 7. The performance of the device was measured relative to a linear benchmark
with locked pendulum whereby electrical efficiency was considered and the linear system
was thereby optimized for power. Excellent power harvesting, sprung mass acceleration, and
road handling of the device was determined to occur for large 7 when the system PDF was
bimodal, prompting the development of a Wiener path integration formulation to determine
approximately when the PDF is bimodal. Some PSD analysis showed that for normalized
frequencies of w/wy < 1 and w/wy > 3 the total power was much larger than that of the
linear benchmark system. Energy flow analysis also showed that more energy flowed into
the electrical domain as the pendulum length was increased.

A variation-based formulation was then adopted which, in addition to the value of the
PDF, allowed for a prediction for the estimated sign of the second derivative of the PDF at
any point of interest. An efficient bifurcation detection algorithm was thereby developed,
which resulted in the prediction of three distinct regions in the noise intensity and electri-
cal damping plane. These regions corresponded to monomodal, bimodal, and finally flat
(rotation) probability distributions. The algorithm results were verified with an MCS.

Next, the performance of the EHSA was measured against the optimized linear system
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driving on a class F road and varying driving speeds with electrical damping which put
the system at or near the bifurcation curve. It was determined that energy transfer into the
electrical domain may be as much as 43% larger than that of the optimized linear benchmark
system when the nonlinear system is in the neighborhood of P-bifurcation. Furthermore,
harvested power can be around 20% improved, while ride comfort and road handling may be
improved by at least 59% for all investigated driving speeds. Electrical efficiency was shown
to diminish the power harvested from the nonlinear EHSA for high electrical damping while
ride comfort and road handling were much less sensitive to electrical damping variation.
Therefore, it is first important to select the most efficient generator. In the case that a
generator is not very efficient, it is recommended to select electrical damping values less than
required for bifurcation when power harvesting is the most important metric considered.
While the bifurcation detection algorithm did not allow for complete optimization in
the performance, it serves as a means for choosing initial parameter values to be used in
a less exhaustive MCS with a full parameter sweep across the reduced realistic domain of
values that will ultimately optimize the system parameters. It should be noted that the
proposed algorithm could be used in any case where the qualitative nature of the probability
distribution is of interest and there is uniformity in the highest derivatives of the produced
Euler-Lagrange equations. Otherwise, other approximate methods such as the Ritz method

might be substituted in the algorithm to solve the Lagrangian optimization problem.
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CHAPTER 4

AN EXPERIMENTAL STUDY: P-BIFURCATION, ENERGY
HARVESTING, AND VIBRATION SUPPRESSION

This chapter focuses on the bimodal IPVA energy harvesting device with an application to
a SDOF structure subjected to Gaussian broadband excitation. The objective is to conduct
an experimental investigation into P-bifurcation of the device and the correlation with si-
multaneous energy harvesting and vibration suppression. Notably, this study includes the
experimental parameter characterization for a developed prototype to accommodate accurate
predictions of energy harvesting potential, vibration suppression, and bifurcation boundaries.
Adequate experimental data is used to verify predictive capabilities, confirm the bifurcation

phenomenon, and gather information regarding power harvested and vibration suppression.

4.1 The IPVA Device and System Model

In this section, the IPVA device, which was built and designed for experiment, and the
corresponding system model are introduced. The model for the system is shown in Fig. 4.1.
The system has a suspended mass M, with a degree of freedom z,, stiffness k,, mechanical
damping ¢,,, and an attached IPVA device with planetary gear coupling to a DC generator.
The system also has a base motion x,.

A holonomic constraint is imposed by the ball screw giving x, — x, = Rf, where R is the

lead value of the screw divided by 27. Figures 4.1b and 4.1c¢ then show the bottom and top

|Attached gy Ball Screw

Figure 4.1 (a) Model of the suspended mass system with IPVA device. (b) Bottom view of
carrier. (¢) Top view of pendulum and gear arrangement with connection to ball screw.
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of a carrier that holds two pendulums, each of mass m, and principal inertia .J, about their
centers of mass. Additionally, the center of mass of each pendulum is displaced at a distance
r from the respective pivot points which are at a distance R, from the center of the carrier.
These pendulums are free to rotate with an angle 1 relative to the carrier, while the carrier
with principal moment of inertia J. about its vertical axis is free to rotate with an angular
degree of freedom # about the ball screw’s vertical axis. Also attached to each pendulum is
then a planetary gear of mass mgeq and principal moment of inertia J,,. These planetary
gears are then meshed with a sun gear connected to the input of a gearbox whose output
is connected to the input of a DC generator. The gearbox shaft has a degree of freedom
1y = 6 — 1 due to the holonomic constraint imposed by the planetary gear system. The
motor rotor then has a degree of freedom n41),, where n, is the gear ratio. The principal

moment of inertia of the sun gear and generator rotor are Js, and J,, respectively.

4.1.1 Equations of Motion

To derive the equations of motion using Lagrange’s equations, we first derive the kinetic
energy, potential energy, and virtual work associated with the system. The kinetic energy
for the system can be broken down into energy associated with each component. The energy

associated with the suspended mass and carrier is
1 . . \9 1 5
T1 = EMS(RH + ZET) + §JCQ
Then the energy associated with the pendulums and planetary gears is

T, = %Ki:(mﬂujp”g,]pg) (@/5+9’>2

=1

+ izi;mp (R§92 + 2R, cos(¢))f (9 + ¢>>

2

+ Y (mgear RY) 62
i=1

The energy associated with sun gear and generator rotor is given by
L2
Ty =1/2 (Jn2 + J,,) <9 - ¢> (4.1)
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Finally, the total kinetic energy is given by

T == T1+T2+T3

1 2 .
Moear B2) + J. | 62
gear 1

i=1

2

2

+ (i (myr? + J,) + Z Jpg> (¢ + 9)2

=1
2
+ Z my (Rgéz +2R,r cos(@b)é (9 + 1/}))
i=1
) N2 1 o

+(L%+LQ@—¢>+§Mﬂw+@) (4.2)

where (+) = d (+) /dt represents the first time derivative. The potential energy is given by
1 2

V = Sk (RO) (4.3)

Furthermore, a torsional viscous damping coefficient ¢, is introduced to account for en-
ergy loss at the pivot point of the pendulum due to bearings. Assuming negligible internal
inductance such as in [51, 62, 86], one can also assume a generator electrical damping torque
opposing the flow of current due to Faraday’s law and proportional to the generator ro-
tor velocity with coefficient c.. Specifically, define the electrical damping imposed by the

generator as
2,2
ngKy

"R +R

(4.4)

Ce

where R; and R; are the internal and load electrical resistance, respectively. k; is the torque
constant of the generator. Additionally, mechanical losses in the direction opposing the sun
gear and generator rotor motion v, can be approximated with a viscous damping torque
with coefficient ¢y, and coulomb friction torque in the same direction. This accounts for
mechanical energy dissipation within the generator housing as well as dissipation in the
gears. Finally, note that the virtual displacement of the mass M is given by dz, = R0, the
virtual displacement of the pendulum in the direction of the pendulum damping torque is d1)

and the virtual displacement of the sun gear is 61, = § (6 — ¢). It follows that the summed
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virtual work due to the mechanical damping, electrical damping, and frictional torque is

written as

5Q = —n 2000 — (co + Cym) (é - ¢;> 5(0 — ) — ey
(6-9)
o (0 =) (4.5)

where —T7% EZ:zgl d (0 — 1)) accounts for the friction - based losses in generator rotor and gear

motion. With (4.2), (4.3) and (4.5), the equations of motion for the system were derived

using Lagrangian methodology and are given here.

2 2 2
(MR2 ot Tl + Ty + Y mpRe+ ) T+ Zmpr2> 6
=1 =1

=1

2 2 2
+ (Z Mgear R + Z Jpg + 2 Z my,R,r cos (w)) 4
i=1 i=1 i=1
2 2 2 2 )
+ (Z myr? + Z my Ry cos () + Z Jp + Z Jpg — Jym — Jsg> (0
i=1 i=1

=1 =1
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In (4.6), (+) = d2(+) /d#? represent the second time derivative. Let us next define M as

+(ce+cp+cgm)¢—(ce+cgm)9:

65



the effective structural mass constituted by components only multiplying 6. Then,

2

> Mgear Ry + ME® + J,

i=1

J. -
— <2mgwR§/R2 + M + ﬁ> R> = MR? (4.7)

where it should be noted that here 2myg.,, constitutes the mass of planet gears, vertical
shafts and bearings at the pendulum pivot point combined. Thus, these moment of inertia
terms can be absorbed into the effective mass term without loss of generality. In order to
simplify parameter identification, the effects of friction torque and viscous damping torque
are combined and approximated by a single viscous damping torque in the direction opposing
the generator motion and with coefficient c;. Additional terms can be combined and the

following set of dimensionless parameters are defined.

2mPR227 2 (Jp + Jpg) r
Mr = W’ NPZW7 TIZEP,
n2J, + Jyg M ks Cm
Mo = TR YT o TN AL ST 0L wy
Ce cr Cp
S = OM,R? wp’ &= IM,R? wp’ &= M, R? wy
T o= wt, () = wo(), () = wil*) (4.8)

The equations of motion for the system are now rewritten in terms of the dimensionless

parameters as follows:

M@)x"+Cx'+ Kx+ g (x,x) =f (4.9)
where
My My
M(y) = ,
My Mo,

My = 1+a+p,+ pg+ p (14 0% +2ncos (¢))
My = pn(n+ cos (V) = g + by

My = qu + g T+ Hp
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In (4.9) and (4.10), x = (0,%)", M is the dimensionless inertia matrix, C is the di-
mensionless damping matrix, K is the dimensionless stiffness matrix, and the vector f is
associated with stochastic excitation. The excitation term W (7r) = —i,M /MR w? is then
defined to be the normalized Gaussian white noise with zero mean and constant two-sided
power spectral density D, given that D = d/( wj R?) where d is the physical noise intensity in
units of squared acceleration per frequency. § and ¢, are the damping ratios associated with
the structure and the pendulum, respectively. « quantifies added mass due to inertance,
while p, and g, quantify pendulum mass and moment of inertia relative to structural mass.
n quantifies the length of the pendulum. Furthermore, g represents the nonlinear Coriolis,
centrifugal terms, and friction. It is finally apparent that p,. and n are the quantifiers of
non-linearity in the system. Additionally, note that the equations of motion are written in
terms of the normalized time variable, 7 = wyt, where wy is the characteristic frequency

associated with the suspended mass and spring stiffness.

4.2 The Experimental Setup and Characterization

The experimental setup correlating with Fig. 4.1 is now shown in Fig. 4.2. The setup
consists of the IPVA, a generator, a mass suspended with eight coil springs and clamps,
a signal conditioner, an electrodynamic shaker, an amplifier, a vibration controller, and
a pendulum tracking system. In this section, the measured or experimentally determined

values for all parameters outlined in the previous section are given.
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Figure 4.2 The Experimental System. (1) Pendulum tracking system. (2) Electrodynamic
shaker. (3) Amplifier, signal conditioner, and vibration controller. (4) DC generator. (5)
Pendulums on the carrier. (6) Ball screw and nut with the coupler to suspended mass. (7)
Camera and light for pendulum tracking. (8) Suspended mass.

4.2.1 Fitting the Frequency Response Function

Mechanical damping &, characteristic frequency wy, and rotational inertia of ball screw
and carrier were fit in the frequency domain by fitting the norm squared frequency response
function (FRF) of the relative acceleration (#, — &,) for the linear system with pendulums
and gears removed. For a constant acceleration base excitation experiment steady-state
response, &, = A-expj wt, xs = X, (j w)-expj wt and 3 —x, = RO (j w) - exp j wt. Then
the norm squared FRF takes the form given here.

(R|O])* w* B r

= 4.11
Az (1 —r2(1+ al)2)2 + 4&2r2 ( )

where r = 7“’0 and o = o — QmQGQTRf) /M,R?. A sine sweep test with 0.15g base acceleration
(g is the acceleration due to gravity) was done and the values of wy, £, and « were fit using a

nonlinear least squares algorithm in MATLAB. The close agreement between the theoretical
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Figure 4.3 Norm squared relative acceleration frequency response function experimental fit.

and experimental FRF is shown in Fig. 4.3.

4.2.2 The Experimental Methods

With the experimental setup shown in Fig. 4.2, a three-hour random excitation experi-
ment was done for the case of four different load resistances attached to the generator, giving
four different electric damping (&.) values with the use of (4.4) and (4.8). This is outlined
in Table. 4.1. The resistor values were chosen to incorporate a sufficiently large electrical
damping range while using resistors that were imediately available. Note that open circuit
implies infinite load resistance. Also, note that a total of thirty minutes of data was re-
moved in order to eliminate transient beginning and ending dynamics which might have a
misleading effect when interpreting some statistical information. The total duration of the

analyzed data in each case was then about two and a half hours. The excitation used in the
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Load Resistance (R;) Electric Damping (&)

Open Circuit 0
10 Q .02
3.9 Q 0.037
1 Q 0.0637

Table 4.1 Electric load resistances and associated electrical damping value.

experiment was such that the base acceleration had a root mean square (RMS) value of 0.8¢
where g is the acceleration due to gravity and the corresponding PSD is shown in Fig. 4.4.
Note that this PSD was constructed to be broadband on the frequency band between two
and thirteen cycles per second while also including the resonant frequency determined in the
FRF fit and also within the voltage, current, and stroke limits of the electrodynamic shaker.
Shaker current, voltage, and minimum frequency limitations are directly proportional to the
acceleration, velocity, and displacement output limitations, respectively.

For the purpose of verifying bifurcation predictions, the same experiments were also done
for the case of 0.6g RMS base acceleration as well as a 0.8g RMS base acceleration case with
a shorted circuit (zero load resistance). The corresponding PDFs will be analyzed and it shall
be determined whether the bifurcation boundaries can be used to predict their qualitative

nature.

4.2.3 Characterization of Experiment

Various fitted, measured, and generator parameters used in this study are presented in
Table 4.2 and Table 4.3. It should be noted that p, was directly measured, while p, and 7
were computed using Solid Works. Additionally, ¢, varies with load resistance as described by
(4.4), but once a load resistance is selected, it is calculated using the reported values for the
Mazxon 110207 4.5 Watt DC motor with a gear ratio of ny = 5.2. Finally, although mechanical
damping £ was determined through the FRF fit, it was observed that it significantly differs
from the value obtained in the actual experiment described in Sec. 4.2.2; hence, it is discarded
hereinafter. The value is included in Table E.1 of Appendix E. It should finally be noted that

stiffness ks and mass M, in wy were chosen to keep the linear resonant frequency low and
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Figure 4.4 PSD for 0.8g¢ RMS base acceleration excitation experiment.

accommodate a lower excitation frequency upper bound while also keeping the mechanical
damping ratio &, as low as possible with the springs and mass which were available on
hand. Pendulum parameters i, and 1 were chosen after numerical simulation predicted that
they were sufficiently large to accommodate the bimodal phenomenon of interest while also
remaining relatively compact. The choice of generator torque constant ;, internal resistance
R;, and gear ratio n, was governed by a combination of what was commercially available
and the intent to limit generator inertia p,, limit internal resistance, and use a gear ratio

which would put the generator speed near its nominal rated value in the documentation.
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Dimensionless Parameters Value

Ly 2.43
i 0.45
Iy 0.38
fhg 0.28
o 5.93

Table 4.2 Dimensionless Parameters of Experimental IPVA system.

Physical Parameters Value

Ky 0.0168 Nm/A
R, 3.17 Q

Wo 12.26 Hz

M, 9.39 ke

R 2m

Table 4.3 Physical Parameters of Experimental IPVA system.

4.2.3.1 Parameter Fitting with Frequency Domain Optimization

To further accommodate complicated dynamics not modeled in (4.9) and (4.10) which
may only be noticeable in the experiment with random excitation, & = (£, §,, ¢ )T has been
left as a vector of variables to be tuned in an optimization routine. The new approximate
model is then a function of unknown linear damping coefficients E. Also, in this case, W (1)
in (4.10) is the dimensionless form of the exact excitation input to the shaker which was also
used to generate Fig. 4.4. The optimization routine is now defined for the determination
of the most suitable E that forces the RMS velocities for the ball screw, pendulum, and
generator obtained from the simulation of the EOM and from the experiment outlined in
Sec. 4.2.2 to be within three percent agreement. To accurately capture pendulum dynamics,

especially when there is rotation, the objective function is chosen to minimize the error in

the mean square pendulum velocity on the frequency band below two cycles per second. The
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optimization problem is formally defined as

: Ve (fk)}z
min |1 — s
E OSka<2 |V'¢)sim<fk)|2

subject to

1131&2)(3 [Fi| < 0.03 (4.12)

(11

(0,0,0)" <= <(0.01,0.03,0.15)7,
M(y)x" + C(&, B)x' + Kx + g(x,x') — £ =0,

where x(0) = X0,exps X/(O) = Vo,ezp;

erp erp g,exp

1_RMS(9’ )" RMS(¢/,) RMS(/., )

sim sim

F—( RMS(0.,.,) RMS(¢,,,) L RMS(¢! ))
g,sim

where RMS(+) is defined as the RMS value of (-). The symbols (+)ey and (+)gm represent
the experimental and simulated values of (-), respectively. Additionally, X ez, and v eqp
are the initial position and velocity in the experiment, respectively. It is also important
to note that the time period used for both the simulation and experimental data in the
optimization process was the same. Furthermore, Vi (fx) = Zivz_ol ) (n) exp (—i27r%n>
denotes the discrete Fourier transform of the pendulum velocity, where n is the sample
number, fr = kfs/N is the chosen frequency in cycles per second, fs is the sampling rate
and N is the total number of samples. The objective function is then the absolute value of
the error in the mean spectral power of the pendulum velocity below two cycles per second.
The upper limit of two cycles per second was chosen to account for the pendulum dynamics
associated with frequencies below the lowest excitation frequency, including the rotational
component at zero cycles per second. This should help fit more closely potential rotational
dynamics as well as possible subharmonic features in the response.

To execute the optimization described in (4.12), an initial three-dimensional grid of finite
parameter values was established. Initial fitting in the time domain detailed in Appendix
E helped narrow down the parameter space to the range specified in (4.12). Next, parallel

computing leveraging high-performance computing resources with 4 x 128 CPU cores and
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921.6 gigabytes of memory per 128 cores to solve the EOM in (4.12) with ode45 in MAT-
LAB. Consequentially, the objective function value was determined. The minimal objective
function that satisfied the constraint was then determined and the optimized damping pa-
rameters for all resistant loads along with the corresponding maximum RMS velocity percent
errors are presented in Table 4.4. It should be noted that each resistance load case was as-
sociated with a unique optimal E. Throughout the rest of this study, E is considered as a
function of &, (dependent on load resistance). This approach is necessary because the model
described in (4.12) does not fully capture the complex dynamics involved. For instance,
intricate dynamics associated with ball screw damping, discussed in [93, 94], are omitted.

Following the optimization routine of (4.12), a comparison between experimental and
simulated PSDs is displayed in Fig. 4.5. Note that the maximum RMS velocity error is
below 3% across all PSDs and the low frequency contributions are accurate qualitatively,
while the peak PSD values do not align as closely. It was proven difficult to obtain complete
agreement. While this is deemed acceptable given the primary focus on the RMS error in
this research, it highlights some flaws in the mathematical model.

In concluding this section, it is noted that all RMS velocities and power, with power
being directly related to the square of the generator velocity as shown in previous chapters
and in [62], were within a 3% error margin. Consequently, it is anticipated that predictions
regarding vibration suppression (reduction in relative velocity of M) and energy harvesting
will have a maximum of 3% error, at least when electrical damping and noise intensity are
relatively close to the experimental values in magnitude. Additionally, it is important to
highlight that the optimization that initially only minimized RMS velocity error resulted
in RMS error as low as 0.62%. However, predictions related to the rotational dynamics
were poor. Hence, this work uses the objective function in (4.12) for enhanced accuracy in
predicting complicated dynamics and improving the likelihood of forecasting P-bifurcation

in the following section.
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. Maximum
Load Resistance

(R) B = (&,6,,6) RMS Velocity
Error

Open Circuit (0.005,0.004,0.0821) 2.84%

10 © (0,0,0.1093) 2.10%

3.9 Q (0,0,0.1093) 1.37%

1Q (0.0025,0,0.1093) 2.74%

Table 4.4 Fitted damping values for all load resistance cases and corresponding maximum
% RMS velocity error.
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Figure 4.5 Fitted simulation PSD (solid line). Experiment PSD (dashed line). Each figure
column corresponds to a different load resistor case.

4.3 Verification of P-bifurcation with Power Harvested and Vibration Suppres-
sion Exploration

The bifurcation tracking formulated in Chapter 2 will now be used to predict the critical
values in a two-parameter plane for which a P-bifurcation, or change between the total
number of PDF maxima, may occur. In this section, the stochastic bifurcation analysis is

briefly reintroduced and the prediction is compared with experimental results.
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4.3.1 Moment Equations And P-bifurcation
Just as in Chapter 2, but choosing this time to use symbolic matrix notation rather than
summation notation [14], the equations governing the steady state solution to moments of

all orders are

<(ng)T a+ % tr (ﬁ:ﬁ:Tv (ng)T> > =0 (4.13)

AAAAA

variables in y = (0, ¢,9’,¢’)T up to a desired order n =i+ j+k+1, V = %, and tr(+)
represents the trace of the matrix (). Note that ¢ is the pendulum angle of oscillation
relative to some fixed angle ¢y. a and 3 are the deterministic and stochastic contributions,

respectively. Specifically, they are defined by first writing the stochastic differential form
[15] of (4.12) as follows.

dy =a(y)dr+X2(y,7)dB (4.14)
where y = (0,1, 0’,@/}')T and
02><2 I2><2 02><1
aly) = — y -
M'K M-!'C M-lg(y)
02><2 \/E
E(y, 1) = (4.15)
M-! 0

and in this case dB is a scalar differential Wiener process, with (dB(7)dB*(r)) = Ddr.
Just as in Chapter 2, the drift and diffusion vectors are now first-order Taylor expanded

about some pendulum angle ¢, to obtain

a(y, ) = [a(YH (82@(z)Y))¢}¢:¢0

S = [0 (Te)e] (4.16)

To alleviate the infinite hierarchy of dependence of moments on higher order moments, as

detailed in Chapter 2 with reference to [14, 15], n is set equal to two, and Gaussian closure
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is used. Next, the Jacobian of the moment equations in (4.13) with respect to moment
variables and ¢y, is evaluated at ¢g = 0 and the parameter values required for a vanishing
Jacobian determinant are determined. Then with the algorithm developed in Chapter 2 all

P-bifurcation solution candidates are readily found.

4.3.1.1 P-bifurcation Verification with Experiment

With the constructed excitation PSD shown in Fig. 4.4, the experiment excitation is only
an approximation to the theoretically assumed Gaussian white noise. Given the theoretical
dimensionless noise D = d/( wiR?), d was chosen so that the integral of the PSD of the
white noise on the frequency band from f; = 2 Hz to f, = 13 Hz was equal to the mean
square experiment acceleration value of (0.8¢)%/2. The division by two is necessary to keep
total power conserved since one must integrate over the negative frequencies as well in the
case of a symmetric two-sided spectral density such as with the theoretical Gaussian white

noise. Finally, to obtain d, with Parseval’s theorem one finds

P 2
[raar = (- pa- 52
~ (0.8g)?
T Nh-R) 4

The dimensionless value is then D = 0.2687.

Using the noise intensity, &., 2(&.) from Table 4.4, and the bifurcation tracking algorithm
in Chapter 2, a bifurcation diagram was generated for each resistor case in Table 4.1 with
the RMS acceleration excitation of 0.8g. The maximum and minimum boundary for a
given electrical damping was then determined and the resultant boundary region is shown
in Fig. 4.6. In this figure are also markers indicating the experimental damping and noise
intensity values, including the values corresponding to the experiments only used to test the
boundary accuracy. It is assumed that the region between the curves in Fig. 4.6 serves as
an estimate for where p-bifurcation can occur. In other words, an electrical damping-noise

intensity pair outside of this region is assumed to be not correlated with a bifurcation point.
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The marginal PDFs for the pendulum angle corresponding to each experimental param-
eter set were also obtained via a Monte Carlo simulation with ~ 4 - 10* realizations, a
dimensionless simulation time of 10* and a time step of 1073. Note that this simulation
time corresponds to only ~ 130 seconds in physical time which is drastically smaller than
the experimental time of two and a half hours. As a result, any dynamics that develop on
a timescale larger than 130 seconds might not be accurately captured. However, given the
number of realizations needed to reach stationarity, running the MCS with a simulation time
of two and a half hours is impractical within a reasonable timeframe. With this disclaimer
aside, the resultant marginal PDFs are shown in Fig. 4.7 and the corresponding Marginal
PDFs from the experiment are shown in Fig. 4.8. Note that the pendulum will undergo
oscillations centered around v = 27k radians for any integer k with possible intermittent
rotations in between. As such, the pendulum angle 1) has been replaced in the PDFs with

1 mod 27 and further restricted to the domain of [—7, ] which is all accomplished using
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Figure 4.7 Marginal probability density functions for the pendulum angle from simulation
using experiment parameters and 0.8g RMS excitation. Each PDF correlates with a point
marker in Fig. 4.6.

the 'wrapToPi’” function in MATLAB. This does have the side effect of the separation of the
PDFs from the v axis near v» = &7 when rotation exists.

Initially, it is important to recognize that the bifurcation diagram in Fig. 4.6 delineates
both a right and left boundary region. Considering the relationship between damping and
resistance in Table 4.1, transitioning from a 3.9 {2 to a 1 €2 load resistor necessitates entering
the right bifurcation boundary region from the left and ending near the outer edge. With
that being said, the original bifurcation boundary generated with the parameters from the
1 €2 load resistor case actually had an outer edge that was to the left of the experimental
data point. In this case, it is assumed that bifurcation has in fact occurred. Notably, the
PDF in Fig. 4.7 associated with the 1 ) case has negative curvature at its origin and is
distinctly monomodal, while the PDF for the 3.9 €2 case on the left side of the boundary
region shows positive curvature at the origin and is distinctly bimodal. The experimental

PDFs in Fig. 4.8 exhibit similar characteristics in terms of curvature at the origin, with more
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pronounced bimodality. Furthermore, the experimental short circuit case is shown in Fig. 4.8,
corresponding to the marker with the highest damping value in Fig. 4.6. The PDF is indeed
more distinctly monomodal, indicating that the transition has fully occurred from bimodal to
monomodal. The right bifurcation boundary has been predicted reasonably well. Moreover,
if the left boundary region is accurate, the 10 Q case is likely to display a bimodal PDF as
well. Both simulation and experimental PDFs in Figs. 4.7 and 4.8 reveal this bimodality, also
with rotation indicated by the separation from the ¢ axis at ¢» = £, attributed to reduced
electrical damping. Crossing the left boundary region to examine the open circuit scenario,
one might anticipate another qualitative shift in the PDFs. In this instance, Figs. 4.7 and
4.8 suggest a possible flattening of the PDFs, while they show an apparent change from
positive to negative curvature at the origin, indicating bifurcation. The precise nature of
this change remains uncertain, yet a comparable qualitative change was noted in the Chapter
3, where the left boundary was presumed to lead to pure rotation. Lastly, Fig. 4.9 shows
the experimental PDFs for 0.6g RMS acceleration. The boundary would predict that all of
these should be bimodal, with the exception of the open circuit case which lies in the region
of uncertainty. After closer examination, the three bimodal predictions are in fact verified,
albeit more asymmetric due to frictional effects or not enough time to become stationary.
The PDF with a prediction in the bifurcation region of uncertainty then appears be possibly
locally bimodal with a somewhat flattening of the PDF. This indicates a potential transition
towards pure rotation.

Some concluding observations pertaining to this subsection are now provided. The PDFs
derived from the MCS were produced using numerous realizations in the time domain, in
contrast to the PDFs associated with the experiment, which were derived from a single two-
and-a-half-hour experiment. Consequently, it is highly probable that the PDFs depicted in
Fig. 4.7 are closer to being stationary compared to those in Fig. 4.8, as suggested by the
greater symmetry in Fig. 4.7. However, there remains a possibility that the duration of

the simulation was insufficient to achieve fully developed PDFs, even if they are relatively
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symmetric compared to the experimental PDFs. Furthermore, it is important to highlight
that generating these PDFs took around four hours, leveraging high-performance computing
resources with 8 x 128 CPU cores and 921.6 gigabytes of memory per 128 cores. Addition-
ally, it should be noted that the Gaussian white noise excitation utilized in the analysis
is merely an approximation of the band-limited noise employed in the experiment. Lastly,
the precision of the pendulum tracking system was constrained by a sampling rate of five
hundred samples per second, yet its measurement accuracy was confirmed to be within a
couple of degrees. Nevertheless, the qualitative change in the PDF was predicted with the

use of the approximate bifurcation boundary region.

4.3.2 Experimental Exploration of Power Harvested and Vibration Suppression

In this section, the PSDs are presented for the relative velocity of the suspended mass and
harvested power computed with the data obtained from the experiments discussed in Section
4.2.3.1. Additionally, the same experiments were done for a linear benchmark system where
the pendulums are removed, but equivalent inertia is added so that the natural frequency
remains about the same for a fair comparison. However, note that the pendulums act as
vibration absorbers and so their removal results in very high displacement amplitudes of the
suspended mass. For safety and to preserve the integrity of the experiment, the linear system
was excited at only half of the root mean square acceleration excitation and the resultant
amplitude was scaled by two. This is simply utilizing the principles of linearity; i.e. a force
twice as large will give a response twice as large. Ultimately, after this scaling, the PSDs
from the linear system experiment will be compared to those from the experiment with the
addition of the IPVA.

First, Fig. 4.10 shows the PSD for the electric power harvested across the resistant load.
Note that the power in this work was considered as the power across the resistive load which
was connected in between the generator terminals. The power harvested was calculated
directly from measured voltage (V;,) as P = V2 /R,. In this scenario, it becomes evident that

the 1 Q resistance setup correlates with the least electric power near the resonant frequency,
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Figure 4.10 PSD for harvested power for the three finite resistant load configurations.
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while it still outperforms all linear system cases in terms of mean power, calculated as the
area under the PSD. A closer look at the PDF in Fig. 4.8 reveals that this 1 {2 resistance
setup is also a monomodal configuration. The correlation between a monomodal PDF and
suboptimal energy harvesting exists. For R; = 10 €2, the mean power is more than a factor
of four times that of the linear system, and the power near the resonant frequency is more
than double compared to the best linear system (R; = 3.9 ). A significant portion of the
mean power can be attributed to the substantial low-frequency response below the excitation
frequency, including the DC component in the PSD due to the pendulums’ rotation. Note
that the actual amount of power is not discussed in this work as the concern is primarily
with how the power correlates with the characteristics of the PDF and how the nonlinear
system performance compares to that of the linear benchmark system.

Moreover, Fig. 4.11 shows the PSDs for the relative suspended mass velocity. In this
case, the nonlinear system results are only compared with the linear system which uses the
3.9 Q) resistor. This is because this is the configuration in which the linear system performs
the best in terms of power harvesting. In fact, one can derive an optimal load resistance for
the linear system. Noting that the linear system would be the same as the linear system
in Chapter 2, where the linear closed-form solution for the dimensionless mean square ball
screw velocity was determined and is given by

12\ __ D
ATy 418)

The formula for dimensionless mean power harvested (]5) then just as in Chapter 3 is

Ry Ry £D

P)=———£(0% = 4.19
= mr gt Ri+Ri4(6+&) (19
Finally, taking %<—}]:l> = 0, one can find that the optimal load resistance
| VR [E? 4 2ME woR;
R = (4.20)

Vv 2Ms§ Wo
Using the parameters from Table 4.3, one finds when rounded to the hundredths place,

RP" = 3.17 Q, which is very close to the experimental value of 3.9 Q.
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It is clear in Fig. 4.11 that the nonlinear system once again outperforms in terms of
vibration suppression near the resonant frequency except when there is an open circuit
condition and electrical damping is zero. A reduction by a factor of four in the relative
velocity PSD value is seen near the resonant frequency and an overall halving in the mean
squared value of the relative velocity has been computed for the case of R, = 1 Q in the
system with the IPVA. As long as power harvesting is a priority and the circuit is not
open, it appears as though the IPVA will allow for superior vibration suppression and power
harvesting over the linear system. This possibility for simultaneous objectives somewhat
echoes the result of utilizing the device in a two-degree-of-freedom quarter car model such
as in [62] and Chapter 3.

A final note is that the nonlinear system with 10 Q resistance actually had 6% higher
mean square velocity and hence worse vibration suppression. However, a linear system fully
optimized for power using (4.20), given R*" = 3.17 , will have a much larger mean squared
value for the relative velocity of M. Using (4.18) one can then find an expression for the
ratio of optimized mean square relative velocity R?*(6/?)°P* to mean square relative velocity

with another load resistance R*(6?). One finds

g2yt K?nﬁ + 2M £ R*wy (R; + Ry) (4.21)
T AR R \/ st sing s e Pon )

and with Tables 4.2, 4.3, and 4.4, a 26% increase in the linear system mean squared relative
velocity has been determined which would put it 20% above that of the IPVA system with
10 €2 resistance. In this case, one can similarly use (4.19) and (4.20) to determine a corre-
sponding 8% increase in power for the optimized linear system. This still gives a power that
is less than 30% of the power harvested with the IPVA system and 10 2 resistance.

In concluding this section, it is important to solidify the hypothesis for why energy har-
vesting appears to be optimal when the nonlinear system PDF is bimodal. More specifically,
the most superior power was found in the 10 2 case. A closer look at Figs. 4.7 and 4.8 reveals

that this case was also associated with a smaller decrease in PDF magnitude in between the
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peaks when compared to the bimodal PDF associated with the 3.9 €) resistance case. It
is hypothesized that this smaller decrease in PDF magnitude between peaks is responsi-
ble for more frequent large amplitude jumps between the pendulum angles specified by the
PDF extrema. The work in Chapter 3, which was associated with the same energy har-
vesting IPVA device implemented in a quarter car suspension system, also concluded that
energy harvesting performance was generally better when near bifurcation, where the PDF
magnitude reduction is minimal. Furthermore, this hypothesis would be analogous to how
a shallow well in double potential-based systems allows for enhanced interwell oscillations

which is known and exploited by many researchers such as in [6].

4.4 Discussion on Findings

In this chapter, an inertially nonlinear device was equipped with a DC generator to con-
duct experiments on and verify predictions regarding the modality of the marginal PDF
of the pendulum angle of oscillation as well as the device’s ability to suppress vibrations
and harvest energy when applied to a single degree of freedom structure under Gaussian
broadband base excitation, treated analytically as white noise. The experimental excita-
tion, closely approximating Gaussian white noise within experimental constraints, involved
a broadband excitation with a root mean square acceleration of 0.8g and a bandwidth of
eleven cycles per second, incorporating the system’s resonant frequency and a minimum
value of two cycles per second.

To facilitate experimental verification, the system’s unknown parameters were formally
characterized with frequency domain optimization, where the optimization routine was de-
signed to minimize the mean squared error in the pendulum velocity on the frequency band
below two cycles per second while constraining the RMS velocity discrepancy between the
simulations and actual experiments to be below 3%. All parameters whether measured,
calculated, or characterized via the optimization routine were documented. Experiments
utilized four different load resistance settings: open-circuit, 1 2, 3.9 €2, and 10 2. Each

resistance setting was associated with a unique set of damping parameters determined from
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optimization. The RMS velocities and the corresponding mean power (proportional to the
squared RMS velocity) were shown to be predicted within a margin of error of 3%. This
signifies predictive capabilities for both power generation and vibration reduction. Addition-
ally, a visual comparison between the simulation and the power spectral densities (PSDs)
for all velocities demonstrated sufficient agreement.

A numerically determined P-bifurcation boundary in the plane of noise intensity versus
electrical damping was derived for each experiment at 0.8¢g RMS acceleration excitation,
excluding a extra test scenario with a short circuit, and a bifurcation region was established
based on all four boundaries. Two clear qualitative changes were predicted and experimen-
tally verified when noise intensity remained constant and electrical damping varied. The
right boundary region indicated a transition from a bimodal to monomodal PDF, while the
left boundary region suggested a potential flattening of the PDF. The validity of the bifur-
cation boundary was enhanced with the addition of the short-circuited experiment at 0.8¢
and four additional 0.6¢g experiments. There was significant qualitative agreement between
experimental and simulation PDFs.

The power spectral density for electric power in the IPVA system was compared to a
linear benchmark system. Results showed that power harvested by the IPVA was double
that of the linear benchmark system near the resonant frequency, and mean power was
a factor of four times that of the best linear system tested. Additionally, an analytically
optimized linear system was shown to still produce less than 30% of the power harvested by
the IPVA system. The IPVA configuration with the lowest performance in terms of power
harvesting had the lowest load resistance of 1 €2, associated with a monomodal PDF.

Finally, the power spectral density for the relative velocity of the suspended mass was
assessed and compared to the most effective experimentally tested linear system for power
harvesting, which had a load resistance of 3.9 2. All configurations except the open circuit
configuration outperformed the linear system, by as much as a factor of four at the peak PSD

value. Then all except the open circuit and 10 €2 resistance configuration had as little as half
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of the mean square relative velocity associated with the linear system. It was determined
that the 10 Q resistance configuration had 6% higher mean square velocity than the tested
linear system with 3.9 €2 resistive load. However, further analysis showed that a linear system
that was fully optimized for power had 20% higher mean square velocity and still less than

30% of the power when compared to the 10 €2 resistance IPVA configuration.
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CHAPTER 5

FUTURE AND ONGOING WORK: AN EXPERIMENTAL STUDY WITH
THE FULL-SCALE ENERGY HARVESTING SHOCK ABSORBER

The full-size prototype has been built and is shown in Fig. 5.1 and the corresponding model in
the quarter car is shown in Fig. 5.2. Measured and known parameters are given in Table 5.1.
The objective of this chapter is to introduce the prototype, including design constraints and
considerations, and fully characterize mechanical damping associated with the ball screw,
generator, and pendulum motion. The MTS 810 hydraulic testing machine, equipped with
the available software, lacks the capability to perform random testing. Therefore, sinusoidal
testing is used and damping is determined with a parameter fitting in the time domain. Force-
velocity and force-displacement curves, as are used ubiquitously in EHSA literature such as
in [86, 95], are used to qualitatively observe the effective damping ratio and the total energy
dissipated. The characterized model is then used in a quarter-car model simulation with a
road profile defined in the same manner as in Chapter 3 with a noise intensity correlated with
a class F road (rough road) according to ISO 8608 standards [9]. Finally, power harvested,
road handling, and ride comfort performance metrics are thoroughly investigated with the

fitted model simulation results.

Figure 5.1 Manufactured IPVA integrated EHSA.
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Figure 5.2 Quarter car model with IPVA integrated EHSA.

Parameters Value Meaning

M; 324 kg Sprung Mass

Ms 50 kg Unsprung Mass

ks 300263 N/m Tire stiffness

ks 110095 N/m Suspension stiffness

R, 072 m Carrier radius

m 3.48 kg Mass of pendulums

R 0.06/(27) m Effective ball screw radius
K 0.245 Nm/A Motor torque constant
Jy 1340(1077) kg m? Generator Inertia

R 1.41 Q Motor internal resistance
M generator 4.4 kg Generator Mass

Miotal 15.71 kg Prototype Mass

Table 5.1 Physical Prototype Parameters of the IPVA EHSA.

5.1 Physical Realization of the Prototype, Important Constraints, and Neces-
sary Design Considerations
As demonstrated in Sec. 3.3, the P-bifurcation is critical to the suspension performance.
In Sec. 3.4 the WPI algorithm efficiently estimated g—;’} and a simple bifurcation detection
1
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algorithm was developed to check for change in sgn (%ﬁ;). Ideally, the design of a full-
scale prototype EHSA is designed as close to the model in Chapter 3 as physically possible,
associated parameter values are fitted, and then the bifurcation detection algorithm and
MCS are used to predict bifurcation and performance metrics near bifurcation for a few
driving speeds and as a function of electrical damping on a class F-road. However. some
parameters defined for the shock absorber in Chapter 3 have been deemed either impractical
or not physically realizable. As one example, n = 0.97 is not physically realizable unless the
carrier that holds the pendulum is unrealistically wide and most mass is concentrated near
the end.

Moreover, to keep the width and height down to a size that can convincingly fit inside a
passenger car wheel well, a constraint on the physical design is imposed to keep the shock
diameter (ds) below 300 mm.

The choice of the ball screw was not a trivial one to make as well. As pointed out
in section 3.3, a larger lead value allows for a lower dimensionless noise intensity. This is
apparent given the characteristic radius R = Lead/27 and dimensionless intensity formula
d = %. In numerical simulation, a larger lead has also been correlated with better
performance. However, it has been determined that the ball screw lead value of 100 mm
leads to a very massive ball screw and nut configuration, which significantly increases the
total mass of the shock absorber and decreases the specific power (power per unit mass) of
the device. Another important factor to consider is the strength of the ball screw. Care was
taken to choose a diameter of the ball screw which was large enough to not break in operation
with potentially imperfectly aligned torsion and axial loads. Overall, a compromise between
large lead, sufficient strength, and low mass has led to the choice of a 60 mm lead ball screw.

The decrease in lead value unfortunately makes the analysis from the Chapter 3 not
directly usable even in the qualitative sense since p, is thereby amplified by 100?/60? times.

A change in DC motor (used as generator) from the Maxon 353300 motor with a nominal

speed of 2960 RPM to the to Maxon 353301 motor with a nominal speed of 2480 RPM has
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also been done. This is because the system at hand has shown mean generator velocities
(1/}9 =0— (;5) values on the order of only hundreds of RPM and a nominal operating speed
which is closer to the generator input speed results in superior energy harvesting. The gear
ratio has also changed from n, = 3.8 to 3.7 since this is what was immediately available;
note that future work will likely involve a more fine tuned custom generator. Finally, these
changes affect the value of p, and it is rightfully noted that the system dynamics have a
non-trivial dependence on f,. This is apparent by looking at the dependence in the mass

matrix from Chapter 3. Specifically, we have

My = pg + pr (0% +2ncos(¢) + 1) + 1, Mis = nu(n+ cos(¢)) — pg, Moz =10’ ptr + pg5.1)

For example, investigation of M, alludes to the fact that if 1, > max (nu, (n 4 cos(¢))) there
are always negative off-diagonal inertia terms. Otherwise, for n < 1, as is the requirement
for no collisions of the pendulum, the off-diagonal inertia terms may be positive for certain
pendulum angles of oscillation. These off-diagonal terms couple the pendulum and carrier
motion. Therefore, the change in sign can play a significant role in the overall dynamics.
In order to keep the dynamics of the designed prototype similar to that of the system
analyzed in the Chapter 3, an optimization routine has been developed to keep p, small
relative to n?u,. The optimization takes into account the following constraints: d, = 254 mm,
n =r/R, < 1, the mass of the pendulums m < 4 kg giving a mass ratio m/M; < 4/324 <
1.5%, and the height of the pendulums (h) is constrained by |h|< 50.8 mm in order to keep
the total length of the shock absorber down so as to fit it in a passenger vehicle and be
around the 70 cm determined from an existing shock absorber that has been measured in
the lab. To achieve the pendulum weight with minimal volume, tungsten with a density of

17.99g/cm? is used.
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5.2 Characterization of Energy Harvesting Shock Absorber

5.2.1 Energy method with the linear system

The equations of motion associated with the shock detached from the car for experimen-
tation are then derived using the Euler-Lagrange formulation. Specifically, they are derived
in terms of dimensionless parameters but with physical time ¢ = 7/wy, pendulum angle rel-
ative to the carrier ¢ (as in Chapter 3), and ball screw angular rotation about its vertical

axis 6.
MtranR2 n
)
+ (nﬂr(n + COS(¢)) — g+ pp + :“gear> ¢ + 2(5 + &+ gf)wﬂé

. .. . T,
— 26+ &) od — (200 + (9 snl) = T,
(e (0 + co8(D)) — ttg + thp + Hgear) O + (NP 1ir + pg + 11y + Hgear) @

— 26wl + (2 + 28, + 265) wod + p(6)* sin(¢) = 0 (5.2)

(a + lp + Hgear + tg + 1 (77 + 20 cos(@) + 1) +

Mirqn is quantified as the mass which translates with the MTS hydraulic machine actuator.
gear quantifies the summation of all four planetary gear principal moment of inertia about
their rotational axis. « quantifies the moment of inertia about the ball screw vertical axis
for all components which rotate with the ball screw angular displacement, not including the
pendulums. f, then quantifies the principal moment of inertia of the pendulums about the
vertical axis through their center of mass. T, (¢) /R is the imposed force on the nonlinear
shock along the ball screw rotational axis in order to prescribe the motion z, — z, = Rf. All
other parameters have been defined previously in chapter 3.

For the locked pendulum, this time with force 7 (t) /R, we have

M, R2\ .. - T (1)
2 adapter . l
(a + tp + Hgear + ftg + pr(n” +2n+1) + W) 0+ 2(§ + & )wol) = M, R? (5.3)
Prescribing f = —wO coswt in the case of harmonic excitation and with Ihtran = % we

have
T, (t) = OM,R*w(2wy cos(wt) (& + & + &) — (a + fp + Hiran + f1g + 1 (0 + 1)2) wsin(wt))
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We may also integrate (5.3) with respect to angular displacement 6 over one cycle T' = 27 /w

to obtain

o)
o M,R2

T
/ [(ug + (7 + 20+ 1) + freran) 0+ 2(€ + &)wo@} dg = do (5.4)
0

Then using fOT 0do = fOT 00dt = OT%% <92> dt = 6?|T= 0 a relationship between work
input to the system and the energy dissipated by mechanical and electrical damping is
derived. Specifically, with fOT 02dt = nwO? we have the following relationship between

damping parameters and work input W}, into the system

1 T :
_ 7
S8 = O /0 L() 0dt

1 i 1

27rwwo@2MsR2; 1) (G ) 2mwweO2 M, R?

Wi (55)

Theoretically speaking, experiments can be defined and used to determine a range of values
for ¢ assuming known &, = c./(2woR2M,) based on the the relationship c, = ];?T,% and
Table 5.1. The determined parameters can be used for further fitting of &, and &; with
the use of 5.2. Note the linear system characterization has not been done for the sake of
preserving limited time and funding; only the characterization of the nonlinear system has

been done. The equations have been derived merely for completeness and to guide the

proposed characterization in future work.

5.2.2 Experimental configuration, constraints, and challenges

Load Resistance, R; Frequency, w (Hz) Amplitude, RO (mm)

Open circuit 2,6,8 10, 5, 2
390 2,6,8 10, 5, 2
220 2,6,8 10, 5, 2
1082 2,6,8 10, 5, 2
4.62 2,6,8 10, 5, 2
10 2,6,8 10, 5, 2

Table 5.2 Experiment values for the linear system limited by the maximum current and
generator speed limitations as well as a maximum input force which remains mostly periodic.
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Note that the values in Table 5.2 defining the experiments obey the generator speed
and maximum continuous current limitation set by the manufacturer. The experiments are
designed so that the constraints of (5.6) are satisfied; the constraint equation assumed is
based on the linear system velocity, but is used to at least determine a rough estimate for
the upper limit of input displacement. The constraints are derived by taking the circuit of
Fig. 5.3 and neglecting inductance (L; = 0) due to low frequency operation of the generator,

giving the circuit of Fig. 5.4.

_ knglw
R+ R
1y = nybw < 5500 RPM (5.6)

1 < 3.53 A

L;
R

oy (6-9)

Figure 5.3 Circuit diagram with inductance.

R;

R, KNy (0 — gb)

Figure 5.4 Circuit diagram neglecting inductance.

Other limitations incorporated are the MTS 810 hydraulic testing machine force limit

of 25 kN and maximum peak to peak stroke of around 80 mm. Additionally, a plethora
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of experimental testing showed that the force imposed (or at least the sensor reading) was
in fact irregular for imposed amplitudes beyond those of Table 5.2. An example data set
which demonstrates the erratic force readings is shown in Fig. 5.5; this example data set
specifically corresponds to experiments with 2 Hz input displacement frequency. While the
velocity reading is regular across all five experiment data sets, the force reading breaks down
into irregularity for the cases of larger input velocity/displacement.

Experimental Velocity and Force vs Time - 2 Hz

1Q —

0
g 50D 500 &
g 0 A 8
TL50E | | | | | | | | | —-500 &
g IS}
£ 47 475 48 48.5 49 49.5 50 50.5 51 51.5 52 H
. Time (s)
x 4.7Q —
~
£ 200 2000 &
& 0 %000 8
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Figure 5.5 Force and velocity corresponding to some experiments with erratic force readings.

In fact, it was proven impossible to reproduce the irregular force using measured voltage
and velocities and an extensive grid of damping parameters with the mathematical model
defined next in the Sec. 5.2.3; this model incorporates a twist in the actuator of the machine
which is introduced in the end of this section. The mathematical model is simply not
capable of capturing some unknown dynamics either associated with the prototype or the
MTS machine itself. The values in Table 5.2 were chosen based on trial and error and visually
inspecting the force data for expected periodicity. The experiments which were kept had force

sensor readings which were at least close to periodic. Experiments with aperiodic/chaotic
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force readings were stored, but not used for further analysis. It is the opinion of the author
of this work that irregularity of the force measurement could have been due to air in the
system or possible sensor issues, but will remain unclear until further investigated in future
work. Future work will attempt to identify any unmodeled dynamics in the machine itself or
the prototype. If the machine itself or the sensors are responsible for unexpected dynamics,
a different machine and/or sensors may be sought, allowing for higher excitation profiles.
Since the use of the M'TS hydraulic testing equipment available incurred hourly charges, the
current research scope was not able to accommodate further investigation.

0.02

T 0.015

0.01 ‘

PSD of RO (m/s)?/

0.005 |- ‘

Frequency (Hz)

Figure 5.6 Open Circuit Linear System Displacemnt PSD.

Moreover, Fig. 5.6 shows a representative linear system PSD for the car body velocity
when under random road excitation. It was generated with the assumption of two percent
mechanical damping (£) and the parameters of Table 5.1. It is clear that the prominent
harmonic contributions are around two and six Hertz. The harmonic fitting experiments
therefore will include these frequencies in order to better represent the system dynamics,
albeit with an excitation which is still not very close to the real-world excitation.

Equation (5.2) gives the idealistic view of the equations of motion associated with the
system connected to the hydraulic testing machine shown in Fig. 5.7. However, the testing
machine shown unfortunately is free to rotate at the bottom where the actuator connects to

the shock, further complicating the experiment dynamics. As a result of this, the rotation
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Figure 5.7 View of experimental setup including the laser, power resistor and data acquisition
software.

also rotates the case which is connected to the generator housing. The mathematical model

associated with this respective system including the twist is derived next in the Sec. 5.2.3

5.2.3 The experimental equations of motion including the twist degree of free-
dom

~>

X

‘I)g:ﬁ_¢

Figure 5.8 Bottom (generator side) view CAD model of the prototype with angles given.
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(12 —390Q)

Figure 5.9 CAD model side view for the prototype with voltage divider circuit connected to
DAQ.

The equations of motion now have a new angular variable v introduced. The equations

of motion are derived as follows. The position vector for the pendulum center of mass ry, is

r, = (Rpcos (%) + 7 cos (gb—i— %)) i
+ (Rp sin (%) + rsin (gb + %))J (5.7)

where i and j are orthonormal unit vectors in the horizontal plane. This is illustrated in
Fig. 5.8 which shows a cut of the prototype viewed from the bottom and looking at the
generator. x = R0 is the displacement coordinate for the shock relative to the fixed end
where R = (Ball Screw Lead) /(27). Note that the pendulum angle ¢ is a measured relative
to the carrier arm which rotates with angle 2z/R. Due to the planetary gear assembly, the
generator rotor angular rotation with respect to the generator housing is then ¢y = /R — ¢.

The global experimental view is then shown in Fig. 5.9 which shows the model for shock
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connected to a voltage divider circuit for safe voltage measurement as well as a disk for
velocity measurement with a laser doppler vibrometer (LDV).

The four pendulums then have a combined mass m and each one has a moment of inertia
J, about their vertical principal axis. The gears have mass 1My, and moment of inertia Jyeq,
about their vertical principal axis. The case that rotates with the machine has a moment of
inertia of J..s. about the vertical axis going from the bottom connection to the top. Then
all components that translate with the case have mass which sum to M;,.,. With this in

mind, the kinetic energy is written as
1 A
T = S(mvpvp+ (4 + 4Jpear) (64

. 2 . 2
x . xr
+ (Jy + Jyear) (E — ¢> + (Jo + Rimygear) (E)

+Mtranj32 + (Jcase + Jgen,h) 72> (58)

where v, = %rp is the velocity vector for the pendulum center of mass. As a reminder,
as shown in Fig. 5.8, R, is the distance from the center of the carrier to the pendulum
attachment point. J, represents the moment of inertia for the generator rotor around its
axis of rotation, Jye, s denotes the moment of inertia for the generator housing around its
axis of rotation, and J, represents the carrier’s moment of inertia with respect to its axis of
rotation.

Since there is no mechanical potential energy in the system, the next step is to write
the virtual work. For simplicity in this work, only linear damping is considered; the virtual
work is specifically defined to be the virtual work done by damping forces in the direction
of generator motion with coefficient ¢4, in the direction of pendulum motion with coefficient
¢p, and in the direction of vertical translation with losses due to the ball screw and nut
interface with damping coefficient ¢,,. Note that this ¢,, also includes the damping in the
experiment which is inherent in the hydraulic machine actuator; the damping determined

will be an overestimate. Unfortunately, determining the machine damping was not deemed

possible due to limited time and is left for future work. Note there is additionally the work
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due to the Lorentz force in the direction opposing generator rotor motion with coefficient
ce. Lastly, there is an assumed damping which opposes the twisting motion of the case ~
with coefficient ¢;, and there is a virtual work contribution from the force F' () input to the

system from the hydraulic testing machine. The virtual work is written as
W = (et (#/R—5=0) -0 (@/R—7—9)
+ (F(t) = cpi) - 02 — cpp - 00 — ey - 67 (5.9)
With the Euler-Lagrange equations, the equations of motion may be written as

P

¢ =<—M%wcx+g—FO (5.10)
Y

where x = (z,¢,7)" and

fp + Pgear + @+ flexp + M2t + pig + o + 204, cos(¢(1))

My, = I
My = jip + figear ~+ 17 tr — fg + 1ptr cOS((t))
My = R (772Mr + Mg)
My = Jease + ]\jzeRn,housing
Mll M12 0
M (¢) = My, Msy 0
0 0 Msg
BolErttin)  gug(e+&)  —2we(6+ &y
C=| 2wy (& +&) 2Rwo(&+E&+&)  2Rwo (& +&5)
—2Rwy (& + &) 2Rwo (& + &) 2Rwo (& + &5 + &)
_ nurgsin(@)(Re+2i) Ft)
R MsR
godd)=| oo | F@=]| o
0 0
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Unfortunately, the angle 7 is not easily measured and the angle ¢ can be measured using
the camera tracking system, but it was not feasible to modify the experimental setup within
a reasonable timeline and budget; the camera may be installed in future work associated
with the prototype. With that being said, the voltage V' induced in the DC generator is
related to the velocities with Faraday’s law as given here

i = (x‘/R—{b) v (5.11)

KNy
where x and ny are the torque constant and gear ratio, respectively, as given in Table 5.1.
The relationship of (5.11) substituted into (5.10) gives a set of differential equations for x and
¢ as a function of the measured voltage (V) and input force (F). Sparing algebraic details,

it is written generically in terms of some function f as

L =f (dm 6V, F) (5.12)
¢

In dimensionless time 7 = wyt, it is written as

.:U/,

1
, = Ef (Qb, wox', W0¢/, V, F) (513)
Qb 0

5.2.3.1 Fitting the model

In order to finally identify the damping parameters £, ¢, and &,, an optimization routine
whereby the collected data over sixty cycles (from 7 = 7; to 7 = 75 = 7;+60 x 27*2) of input
displacement x = ROsinwt is compared to the values obtained in simulation for different
electrical damping ratio values &.; an additional twenty cycles are then used to test the fitted

model. The optimization routine is defined as

K 02— Thiml |’ 2 >
min measure sim + wlf + ng
B ||‘r;neasu7"ed| |2 !
/6 = [57 ffv gpv ¢67 ¢07 Mtran]
"
s.t. = ﬁf (¢, wor’, wod', V (1), F (7))
¢// 0
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/
xO,measured

¢(0) | = o (5.14)
¢’ (0) Po
T ST < Ty

0<E<SL0<E <1058, <2
—54 < ¢ < 54
—T< ¢y <7

0.08 < fiyyan < 0.11

Parameters Value

Ly 0.065
Lp 0.05
Hgear 015
Ly 0.61
« 0.7
n 0.47

Table 5.3 Dimensionless Prototype Parameters.

In this work, the optimization was done with the nonlinear least squares algorithm in
MATLAB; within the optimization routine the MATLAB ode/5 RK4(5) integrator was used
to numerically solve the coupled nonlinear odes with a relative and absolute error tolerance
set to 10712, The low tolerance was deemed necessary after trial and error; it gave the most
stable and consistent solution convergence.

There are few details worth mentioning regarding the optimization routine in (5.14).
First, all parameters except ji;rq, and the damping parameters were measured with a scale
and measuring tools or computed with the help of SolidWorks CAD software; in the case
of the generator parameters, the documentation was used. See Table 5.3 for the parameter
values. [firan, the dimensionless quantification of translational mass, includes the mass of
components that are not easily measured such as the actuator of the hydraulic machine; it

was therefore left as a fitted parameter with an educated estimate of the bounds based on
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the known translational masses. Next, the pendulum initial conditions are fitted as there
was no collection of pendulum rotation data. As such, care must be taken when choosing
the optimal parameter values from the gradient based approach in the case of multiple
local minima. This was somewhat remedied in this work by adding the weighted squared
damping ratio values w;£? and wzfj% to the objective function; the weights were selected
to keep the weighted squared values on a slightly lower order of magnitude than the term
involving the error in velocity so as to not to take priority in the optimization process.
This serves the purpose of forcing the optimization routine to favor solutions with lower
damping. Lastly, while pendulum damping was fitted, it was determined that the the fitted
values were unreasonably high; the low excitation led to very small pendulum motion, which
accommodates a high damping solution. Therefore, for simulation purposes in Section 5.3,
pendulum damping &, is set to zero as the value determined in the small-scale experiment

in Chapter 4 was negligible or zero depending on load resistance.

5.2.4 The fitted model and simulation
After the fitting process governed by the optimization routine in (5.14) a total of eighty

cycles of data were used to test the associated fit; the total data set consisted of twenty

RM:ﬁlgim,ﬂ;"e““”d) was then recorded and the
(mmeasuv‘ed

cycles added to the previous sixty cycles. € =
fitted parameters were recorded as candidates only for the lowest two € cases. These cases
are given in Table 5.4 and with corresponding fitted ball screw velocity 8 = & /R in Fig. 5.10.
The measured value matches the fitted value reasonably well; error was found to be around
10% — 17% times the RMS measured velocity amplitude. At this point, it is also reiterated
that the £ damping ratio values are likely overestimates, which include the hydraulic machine
damping; the values of £ = 0.25 and £ = 0.56 also serve as some sort of bounds on the actual

damping, albeit overestimated.
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Resistance (€2) Frequency (Hz) ¢ & & €

19 2 Hz 025 0 1.2 0.1730
10 4 Hz 056 0 2.0 0.1062

Table 5.4 Damping solutions and corresponding € for the two lowest error cases.

ﬁz;ziméig T
r *

Figure 5.10 Ball screw velocity; Fitted: dashed black line; Measured: solid red line.

Since it was determined that only two of the experimental data sets were fitted with
the current mathematical model reasonably well, the seemingly erratic force was further
explored. As a start, the measured velocity and force corresponding to the two and four
Hz cases are shown in Figs. 5.11 and 5.12, respectively. = The 1 Q case clearly exhibits
the most periodic forcing; it was actually determined that it was not possible to reproduce
the force in the other cases via simulation with the current mathematical model, within
some reasonable error bounds. Additional unmodeled dynamics could be prominent. To
further demonstrate that the measured force F(t) is not reproducible, F(t) and ¢ are herein
simultaneously obtained via numerical simulation while using the optimized parameters in
B and experimentally determined quantities &, &, and V(t). Specifically, (5.10) and (5.11)

are combined and rearranged to obtain

F(t)

; = —A""(¢) (By + g2 — F2) (5.15)
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Experimental Velocity and Force vs Time - 2 Hz
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Figure 5.11 Example experiment measured velocity and force - 2 Hz displacement frequency.

Experimental Velocity and Force vs Time - 4 Hz
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Figure 5.12 Example experiment measured velocity and force - 4 Hz displacement frequency.
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Finally, the resulting simulated vs. experimentally measured force for the two cases from
Table 5.4 as well as two additional cases which highlight a large discrepancy between the
measured and simulated force is shown in Fig. 5.13; the cases with large discrepancies corre-
spond to the 39 €2 cases with 2 Hz and 4 Hz displacement frequencies. The large discrepancy
between the experimentally measured force and the modeled force is evident in the 39 Q
cases, while the 1 €) cases exhibit reasonable agreement.

It is also important to quantify the twist rate due to the imperfect machine. As such,
the fitted pendulum angle ¢ and twist rate 4 along with the measured force and voltage
used as inputs in the EOM are shown in Fig. 5.14. It is evident that due to low excitation
conditions, the pendulum velocity relative to the carrier is relatively low, while the simulated
twist variable due to the unwanted twisting in the machine actuator was on the same order
of magnitude as the ball screw velocity shown in Fig. 5.10. This is undesirable and is not
representative of the real application in a vehicle suspension as the twist would surely be
zero in that case. It is therefore difficult to make any remarks regarding performance of
the shock absorber; only the determined £ and &; values from Table 5.4 are assumed to be

somewhat accurate and are used in the next section for simulation purposes.
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Figure 5.13 Examples of measured vs. simulated force. Simulation: dashed black line;

Experiment: solid red line.

Lastly, shown in Fig. 5.15 are the associated force-velocity and force-displacement curves
for the nonlinear system. The fitted force-velocity curve is relatively accurate, but this is
expected since force was measured and the velocity from simulation was already shown to
match the velocity from experiment with e < 0.18. More importantly, the force-velocity slope
can give an indication of the effective linear damping constant while the area enclosed in
the force-displacement curve gives an indication of total energy dissipated. The slope of the
force-displacement curve is also related to the effective stiffness (positive slope) and inertia
(negative slope). It is apparent, as would be expected, that the system is inertia dominant.
With that being said, the final remark is that the force-velocity and force-displacement curves

cannot truly give any meaningful effective damping/stiffness/inertia information regarding
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Figure 5.14 Fitted pendulum angle ¢ and twist rate 4. Measured force and voltage were
used as inputs in the EOM during fitting.
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Figure 5.15 Force vs. velocity (top) and force vs. velocity (bottom)

the actual system of interest as the twist rate 4 was too large. The plots are therefore shown

mostly just for completeness. A thorough study involving the curves will be left for future

work.
5.3 Simulation of the Quarter Car Model with Identified Damping

With z = [H,gb,wus]T, the dimensionless EOM for the shock in the quarter car model
(assuming no twist) shown in Fig. 5.2 are essentially the same as in Chapter 3 with the
addition of the «, figeqr, and p, terms since these are not negligible inertia terms. Pendulum

damping is also assumed to be negligible and is not included as mentioned in the previous
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section. The EOM are:

Mz" + Cz' + Kz =F (2,2, V,) (5.16)
where
My My 1 2(6+6&) —26 0 10 0
M = | My My 0 ,C = —2¢, 2, 0|-K=100 0 |,
1 0 wu+1 0 0 0 0 0 wv?
(260" + (¢')°) sin (¢)
F(z,2,V,) = — o (/) sin () (5.17)
uv?W,
and

My = &+ figear + ftp + g + i (7 + 20 cos(¢) +1) +1
Mo = pgear + pp + N (n + cos(@)) — g

M22 = Kgear + Hp + 772:u7" + g

W, corresponds to the dimensionless road profile acting as the excitation. The EOM for the
road excitation is given here

U+ 0.0, = n(7) (5.18)

where the dimensionless white noise is defined thoroughly in Chapter 3. Note that in this
work, cutoff frequency v, is actually set to zero as it was shown to speed up the simula-
tion. The role of the cutoff frequency is to keep the zero-frequency component for the road
displacement bounded; the RMS road displacement will otherwise grow unbounded. How-
ever, the author, Cosner, has determined via direct simulation that the cutoff frequency has
negligible effects on the overall dynamics of the system and so may be safely set to zero.
Finally, the equations of motion were solved using the parameters of Table 5.3 and Table
5.4 with §, = 0. v = M,,/M, and v = @ were calculated with parameters in Table

ks/Ms

5.1. For a driving speed of 5 m/s on an extremely rough road (off-road), the dimensionless
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Figure 5.16 Power into electrical domain versus electrical damping &..

noise intensity is also taken as d = 1.94. This would correspond to a reasonable driving
speed on off-road style terrain. The numerical simulation was done with a Euler-Maruyama
based stochastic differential equation (SDE) solver found in the MATLA B Financial Toolbox
with a dimensionless time step set to 1073 and total dimensionless time of 1000 units. The
MCS consisted of 35(10%) simulations for a range of &, values on the interval [0, 0.5]; the
highest value that the generator can accommodate is only very slightly higher than &, = 0.5.
It should lastly be noted that the results to be introduced in this section should give an
indication of the possible bounds of performance, but they cannot be used to draw any
precise conclusions since the & = 0.25 fitted model and the £ = 0.56 model may lead to very

different system dynamics.

5.3.1 Quarter car model simulation results

Power into the electrical domain (i.e. with no losses due to internal resistance) is shown
for the £ = 0.25 case in Fig. 5.16a and for the £ = 0.56 case in Fig. 5.16b. The peak power
occurs near & = 0.2 in both cases at around 250 W for £ = 0.25 and slightly under 200 W
for £ = 0.56.

Furthermore, the optimal linear system power may be calculated and remains the same as
(3.33) in Chapter 3. With electrical efficiency considerations (resistive losses) in the nonlinear

system, nonlinear system harvested power is normalized with respect to the optimized linear

111



[
ot
[\V)

—_
—_
ot

[y
T

e

5
e
5

Normalized Harvested Power
(Nonlinear/ Optimal Linear)
Normalized Harvested Power
(Nonlinear/ Optimal Linear)

(e}
[en}

0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5
€e €e
(a) & = 0.25; Optimal linear power is 136 W. (b) £ = 0.56. Optimal linear power is 81 W.

(e}
o

Figure 5.17 Power harvested normalized with the optimized linear system versus electrical
damping &..

system and is shown for & = 0.25 in Fig. 5.17a and for £ = 0.56 in Fig. 5.17b; a value greater
than unity means that the power exceeds that of the optimized linear benchmark system.
In fact, peak power harvested seems to exceed the linear benchmark system by around 40%
for the ¢ = 0.25 case and around 60% for the & = 0.56 case. This amounts to a power
of around 190 Watts and 130 Watts respectively; the optimal damping has also shifted to
around & = 0.1. It is apparent that the choice of the generator led to subpar efficiency.
A better implementation in the future will most likely involve a customized generator that
may cater to high efficiency needs.

The sprung mass acceleration normalized with respect to the linear benchmark system
optimized for power is shown for the & = 0.25 case in Fig. 5.18a and for the £ = 0.56 case in
Fig. 5.18b. Notably, peak performance occurs again near £ = 0.1 with around a 20% sprung
mass acceleration reduction in comparison with the linear benchmark system.

The RHI, the ratio of the RMS dynamic load at the road to the vehicle weight (lower
is better for road handling), is normalized with respect to the linear benchmark system
optimized for power is shown for the & = 0.25 case in Fig. 5.19a and for the £ = 0.56 case
in Fig. 5.19b. Interestingly, the normalized RHI is very similar (to the naked eye) to the
normalized sprung mass acceleration.

To gain more insight into the performance in terms of the relationship with the pendulum
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Figure 5.19 RHI normalized with the optimized linear system versus electrical damping &..

dynamics, the marginal PDF (all other states are integrated out) for the pendulum angle
¢ is shown for a few &, values in Fig. 5.20. It should be noted that the wrapToPi function
in MATLAB 2023b was used to keep the pendulum angle on the domain of [—7,x]; this
leads to the notable separation at ¢ = 7 when large rotations exist. Also, for each £ case,
the marginal PDFs are separated into two plots in order to more clearly observe qualitative
changes with varying &.. The first thing to look at is the qualitative nature of the PDFs
with £ < 0.24 in Figs. 5.20a and Figs. 5.20b. Once again, the optimal performance in terms

of power, ride comfort, and road handling was found to occur at around & = 0.1. This
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Figure 5.20 Marginal PDF for the pendulum angle ¢ for various &,.

corresponds to between the triangle and diamond marked PDFs in the figures.

In the case of & = 0.25, the probability density functions around & = 0.1 are clearly
bimodal. Additionally, the probability densities at the origin seems to remain the same,
while the curvature at origin decreases with the &, increase; this is accompanied by a slightly
broadened set of peaks. This potentially indicates improvements are based on enhanced
large jumps in the pendulum angle of oscillation.

In the case of & = 0.56, the probability density functions around & = 0.1 are perhaps
bimodal or even have more peaks than two (multimodal). In this case, it is a little less clear.
It is possible that the dynamics have become significantly more complicated at high &, or

there were not enough simulations for convergence to stationary PDFs. Given the fact that
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the total simulation was well over 2.5 hours using over 7 x 900GB of memory and 7 x 128
cpu cores on the Michigan State University ICER HPCC, more simulations would likely not
be justifiable. With that aside, the most objectively determined change is that of increased
probability density in the region between inner peaks for an increase in electrical damping.

Finally, in the case of £ = 0.25 and £ = 0.56 with £ > 0.28, the main notable qualitative
change is that of increasing probability density at the origin, indicating a potentially more

monomodal (single peak) system.

5.4 Discussion on Findings

In concluding this chapter, it is first noted that the simulation results seemed to agree
qualitatively with the overlying theme associated with the conclusions in Chapters 2, 3,
and 4. That is, performance in terms of energy transfer from the structure in question to
the pendulums and/or electrical domain seems to be enhanced when the system is near
P-bifurcation or bimodal with small variation between peaks. Road handling specifically,
quantified by the RMS tire dynamic force to gravity force ratio (lower is better) was shown
to also be enhanced simultaneously in the quarter car model. This bimodality /P-bifurcation
that is associated with multi-objective performance was specifically made possible with the
introduction of inertial nonlinearity; in fact, the energy harvesting absorber device is free of
mechanical potential energy.

Next, it is noted that future work is needed for any absolute conclusions with high
objectivity regarding the quarter car model simulation results in this chapter. There are a
few reasons for this. One is that the inability of the hydraulic testing machine to impose
vertical displacement motion with high accuracy without inducing the added twist motion
makes the results questionable. The twisting motion has a notable effect on the voltage from
the generator; the voltage is in turn coupled with the rest of the system. A better/more
stable machine which is more suitable for cyclic or random displacement testing will ensure
higher confidence in experimental results. Another reason is that the linear damping ratios

fitted to the mathematical model may have been greatly overestimated due to the hydraulic
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machine damping. In the future, it may be necessary to characterize the damping from the
machine independently. Also, the excitation was rather low; the dynamics might have been
friction dominated and no explicit friction models were used in the mathematical model.
Furthermore, either a random excitation experiment with an appropriate broad frequency
bandwidth or a set of experiments with a more comprehensive set of frequencies which
cover a broad bandwidth may lead to different fitted mathematical models. As an example,
the work in Chapter 4 included the fitting of a FRF model using data from a sine sweep
experiment. In this case, the damping ratio value that was fitted to the FRF model, albeit
an almost perfect fit, was very different than fitted in the optimization routine involving
the random excitation over a long runtime; as a reminder, the latter was based on fitting
mean-square values between specified frequency bands. It is the opinion of the author, that
this inconsistency in fitted damping ratio values may be due to the fact that complicated
nonlinearities such as ball screw damping were not present in the assumed modeled. As
such, the best fit to the approximate mathematical model may be more accurate when
the excitation is close to that of real operation or when it is fit with the use of mean
square quantities such as was done in Chapter 4. In future work, it might serve useful to
add nonlinear dynamics associated with the ball screw to the mathematical model and/or
implement random excitation and characterize the system in a manner similar to how it was
done in Chapter 4. Lastly, the ability to perform an experiment with random excitation
which is consistent with the simulation will add incredible value to the simulation results in

the future.
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APPENDIX A: DRIFT AND DIFFUSION COMPONENTS OF MOMENT
EQUATIONS

The third and fourth components of the drift vector in (4.15) were derived and are given

here.
(1+ cos () (206, + nfPu,sin (1))
as = A
0 <9 +20 (é’ — Ny, sin (@D)) — n¢? i, sin <w>)
B A
as = (_PJTUA)il [2¢§p + 2772¢§er + 477&51)”7‘ COs (¢)

2084, — 2070811, + 6% 1l sin (1))
200y} sin (1) + 7°0% 7 sin (2 (¥))
7P 0¢u; sin (2 (1)) + n°¢° iy sin () — 200 1, cos (1)

n° ¢ 2 sin (v) cos (¢) + nf?p2 sin () + 00, sin (V) — Oy, (0 + cos ()] (A1)

+ o+ 4+

where A = —n (u, cos? (1) — p, — 1). The drift vector, a, is then given by
0
¢

a3

Qg

Likewise, 3 in (4.15) is a 4 x 1 diffusion matrix consisting of the stochastic components
of the system. It is found by collecting coefficients of W and multiplying by the standard
deviation, o, of the white noise. Namely, ¢ = V2D, where D is the intensity of the white
noise; that is,

0
0

o
i sin? ($) 1

__o(ntcos(¥))
n+npr sin® (¢)
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Eqn. (4.14) can then be integrated numerically with appropriate solvers to generate realiza-

tions in the time domain.
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APPENDIX B: CLOSURE TECHNIQUES

B.1 Gaussian Closure

The generated moment equations (2.12) are dependent on moments of higher order than
n = 2. One course of action is to use a technique called Gaussian Closure in order to relate
the higher order moments to moments of first and second order in order to “close” the system.

We more precisely assume

(iviyey) = =2 (i) (Y5) (W) W) + (i) (Y59x)
+ wiyk) (v + (Wivs) (Yeu)
(ayiue) = (ya) () (wive) — 2 (i) (Y5) (ue) + (k) (Yiy;)

+ () (Yige) (B.1)

Substituting (B.1) into (2.12) leads to a set of fourteen nonlinear equations coupled through

first and second-order moments.

B.2 Cumulant neglect

For the computation of mean-squares, a cumulant neglect procedure was used to derive
stationary moment equations with moments my,qs = (y1ysy5y5) up to order n = 4. We
accomplish this by first writing the characteristic function Fy(u) in terms of cumulants
M (p, q, 7, s) of order k. Specifically,

Fy(u) = exp (Z Z Ae(p g,y u1u2u3u4> (B.2)

k=1 p,q,r,s=1

where ¢ = v/—1 and p+ ¢+ 1+ s = k. Moments mp,.s are then related to the characteristic

function by

mpqrsz(—i)f{ O Fy(u) } O (B.3)

ouOusoulous |
where ( = p+ ¢+ r +s. We can then set cumulant orders A\, = 0 for £ > 4 allowing us to

establish a set of equations relating moments of fifth order and higher to lower orders. The
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resultant relationships and (2.18) are substituted back into stationary moment equations

(2.12), giving 69 algebraic equations.
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APPENDIX C: LINEAR SYSTEM RESPONSE
In order to quantify the vibration suppression imposed by the IPVA, the closed form
solution for the system without the IPVA is derived. The moment differential equations are
used to determine the solution for the mean square velocity. The equation of motion for the

linear system is given by

0= Q

Q= W—2£Q-0 (C.1)

Additionally, the white noise input follows a Gaussian distribution with covariance matrix

) I (C.2)
0 o?
Lastly, from (C.1), the drift components are
a1 = Q
= =260 -4, (C.3)

One can finally input (C.2) and (C.3) into (2.12) to obtain the closed-form solution for

the dimensionless mean square velocity given here.

D

2
<9l > 25
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APPENDIX D: LINEAR SYSTEM RHI ANALYTICAL SOLUTION
In this section, the closed-form linear system solution for the road handling index is de-
rived using power spectral density integration. To this end, the tire displacement R (1,5 — 1)
is transformed into the frequency domain, and the ratio of tire displacement to dimensionless
input road velocity is determined. Note that for the remainder of this section, we will set
W = w/wp. Then,

R(wus (Q)_\Ijr (dj)) - R N1+N2+N3 (D 1)
U’ (@) D1+ Dy+ D3+ Dy+ D5’ '

with
N = (—iu—1i)w,
Ny = &% (2ué + 2ué, + 2¢ + 2¢.),
Ny = &% (i + 2inp, + ipg + iy + 07w+ 2inpeu + ipgu + igu + i)
D, = w?,
Dy = & (2iuv*€ + 2iw’s,)
Dy = &? (—772uTuv2 — 2npuv® — ,uguvz — ppuv? —uv? —u — 1) ,
Dy = & (—2iué — 2iué, — 2i€ — 2E,),
Ds = &' (0Ppr + 200 + pg + pr + 107 0t + 2000 4 gt + ppu + w)
with ¢ = v/—1. Then using the dimensionless power spectral density of the road velocity as
Sy, = d with the principle of H; norm and integration formula from [14], the road handling

index becomes

_ R L™ (s (@) = @) [P
YRHI = m\/%/_md‘ V) dw (D.2)
Finally,
. [ (1 (34 (A + &) — 2y — 20+ ))
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APPENDIX E: DAMPING AND FRICTION FITTING IN THE TIME
DOMAIN FOR THE SDOF SYSTEM EXPERIMENT

Pendulum bearing damping ¢, was also determined using a fitting procedure, but this
time in the time domain. To do this, the gears were removed and the pendulums were simply
given an initial velocity while keeping the carrier fixed and the time response was measured.

The equation of motion for the pendulums in this case is

(Jpendulum) ¢ + Cp@b =0 (El)

where Jpenduium 1S the pendulum’s principal moment of inertia about the pivot point of the
pendulums. For simplicity, only the pendulum vertical shafts were used in the experiment
and then Jpepguium Was equal to the moment of inertia of the vertical shaft about its vertical
axis. The equation used for fitting with MATLAB was then

B0 = b0 e |- (£.2)

(Jpendulum)
A similar experiment was done for the generator mechanical damping cg,. This time
the generator and sun gear were disconnected from the prototype and a time response to an

initial condition was measured. The solution in this case is

4y () =ty (0)exp |~ (6:3)

Finally, with pendulums and planetary gear reattached and the carrier held fixed, the
same experiment was done to determine the friction term 7'y. The EOM in this case is given

by

v

(2Jp9 + ‘]59 + n?]‘]?" + 2Jpendulum) @Z) + (Cp + Cgm)ib - _wa_-l (E4)
For a monotonically decreasing 1), the solution to (E.4) is then
: Tf . ) |: (Cp + Cgm) t:| Tf
t) = (————+v(0))exp|— — E.5
¢ ( ) ((Cp + cgm) w ( ) (Jtotal) (Cp + Cgm) ( )
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Figure E.1 Raw data for twelve sequential experiments (solid line). Fit based on (E.5)
(dashed line).

with

Jtotal - 2Jpg + Jsg + n?]Jr + 2Jpendulum

Twelve sequential experiments of this kind were done to accommodate potential variability
in the data and the resultant mean fit using (E.5) is shown in Fig. E.1.

Finally, fitted parameters and measured parameters used in this work are given in Table
E.1. Note that p, was measured directly and Solid Works was used to compute p, as well as

7n. Note that &, was determined to be negligible and was set to zero.

Dimensionless Parameters | Value
L 2.43
i 0.45
oy 0.38
g 0.28
¢ 0.063
Egm 0.004
« 5.93
Ty 0.004

Table E.1 Dimensionless Parameters of Experimental IPVA system.
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