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ABSTRACT

THREE ESSAYS IN REGIONAL ECONOMIC DEVELOPMENT: FORECABIG, FIRM
SIZES AND ETHANOL PLANTS

By
Timothy Michael Komarek

This work examines several topics related to regional economic develognueptiblic
policy. It consists of three essays. The first essay examines whpétiad linkages between
regions and coincident and leading employment indices based on resident’s pescajttie
local economy improve forecast performance. The state of Michigan issuieglstudy area
and separated into 6 geographic regions. | compare forecast performagdeotisiunrestricted
vector autoregressive and Bayesian vector autoregressive models. Tisestesulsignificant
improvement in forecast accuracy for each forecasting technique by aelaliingg and
coincident indicators of economic activity. The results also suggest thai §ipatiges for
Michigan regions aid in predicting future employment levels in 8-quaneadforecasts.
Furthermore, | compare the forecast performance of the regionispedi€es based on surveys
of residents in each of the 6 Michigan regions with analogous indices based on alpational
representative survey. | find that the region-specific indices outperformatiomal indices,
while the national indices improve forecast performance over each of the modelstuitices.

The second essay explorhg effect of the business size distribution on per-capita
income and employment growth. I estimate a growth model with U.S. county data from
1990-2000. The business size distribution is measured in two ways. First, the distribution
is measured as the share of employees across nine establishment size categories that range
from micro firms (1-4 employees) to large firms (1000+ employees). Second, I use several

indices that include an index similar to a Gini coefficient and the Atkinson index of



inequality. The results show that business size distribution has a significant impact on
county level growth patterns. Furthermore, the employment shares in small firms increase
employment growth, but decreases per-capita income growth. The results have
implications for national economic growth policies, such that emphasizing
entrepreneurship and small firms is well suited in times of high unemployment, while in
times of stable employment growth shifting policies toward large firms may spur income
growth.

The third essay examines the effect of ethanol production facilities on the local labor
market. Few studies examine this question with historical data, largely theedata
constraints related to local ethanol production. Using a difference-in-diéerdentification
strategy, | use a data set containing the timing of ethanol plant comstraictli production start
dates in 12 states from 1990-2011 to estimate the net employment effect. nkomthéradd
leads and lags to the start of ethanol production to examine the dynamic responsbaian e
plant on a local economy. When using non-urban, high corn counties, the results suggest a
positive and statistically significant employment multiplier, wita bverall average local
employment impact of approximately 125-200 jobs. Conversely, the analysis gtlews |
evidence of a positive economic effect resulting from the construction of an eplteamtol The
dynamic estimates suggest that the local employment multiplier growshevirst several
years of ethanol production, and yields a long-run local employment impact of iapgey

275 jobs per production facility.
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CHAPTER 1: Forecasting Regional Employment Using a BVAR With Leading and
Coincident Indicators: The Case of Michigan
1.1 Introduction
Policy makers and businesses often desire economic forecasts thaidaictembat
local geographic levels to inform their decision-making (Miller, 1998). Noflethieforecasts
are most often conducted at the national level (Engemann et al., 2008). Nationat$oreca
typically focus on aggregate economic metrics, such as gross domestic prbuegalso often
take advantage of extensive time-series data, and are informed bydaded land coincident
indicators of economic activity (Lahiri and Moore, 1993). Modeling and forecaking t
aggregate economy can be important to understanding forthcoming local econontic act
However, Dua and Miller (1996a) note that aggregate forecasts are only usedall officials
and firms if regional economic activity mimics the larger national econdduyp-national
regions often differ from the nation in terms of the proportion of economic activitgirea
sector. Moreover, some sectors are much more cyclical than othersdietsisStrongin,
1996; Tan and Mathews, 2010). It follows that state or region business cycles ceuld diff
substantially from the national business cycle (Guha and Banerji, 1998/1999). Aso, sta
policies, specific management strategies by major employers, drubtise of the industry may
result in differing growth patterns across regions, even when the indugtry broadly similar.
Despite the traditional focus on national forecasts, state- and regiofiespeci

forecasting models are playing an increasingly important role. Loaaddsts can assist state
and local governments and small businesses in formulating policy and desigmatigesit
However, they have been considerably less tested in the literature tharatiogial counterparts

(Engemann et al., 2008). To increase forecast performance, regional modelsitedeising



information from spatial linkages (Rey 1998, 2000). In particular, several stumie shown

that employment forecasts can be improved by incorporating spatial infemnila¢ Sage and

Krivelyova, 1999; Hernandez-Murillo and Owyang, 2006; Rickman et al., 2009).
Another technique for increasing forecast performance is includingnéeadd

coincident indicators of economic activity. However, relatively few stutbee extended the

notion of leading indicators used in national foreclamshe regional level. Forecasting

research for the state of Connecticut provides several exceptions. @figciioa and Miller
(1996a) develop a state-level index of leading indicators that uses the avenadgctoang
workweek and measures of unemployment to forecast a coincident index of ecortovityG ac
employment, and the unemployment rate. Baneriji et al. (2006) revise the leeoiognic

indicator index developed by Dua and Miller (1996a) and test its out-of-sampladirec
performance. Both studies show increased forecast performance when intdading

economic indicators. Similarly, leading indicators were also found to improaetieacy of
forecasts for home sales for both Connecticut (Dua and Miller, 1996b) and the U.S. (Dua et al
1999).

The objective of this study is to examine the accuracy of competing techhique
forecasting regional employment, using regions in the state of Michiganasse study. The
state of Michigan is separated into 6 geographic regions, comprised of groups mscolnt
focus on two forecasting techniques. First, | examine whether leading acdleat indices of
economic activity increase local forecasting performance. | develop ¢iamat economic
indices based on resident’s perceptions of the local economy. The survey questions and

methodology used to create the local indices are analogous to the nationabgmnégive

! See the United States Department of Commerce for examples of pertidary ladicators,
and Koch and Rasche (1988) for an examination of their approach.



Thomson Reuters/University of Michigan Surveys of Consu%(@@C). Furthermore, |
examine the relative merits of the local and national indices. Second, ihexahether spatial
linkages connecting the 6 Michigan regions improve forecast perform&pegial linkages for
the 6 regions are taken into account by imbedding a spatial contiguity matire Batyesian
vector autoregressive framework, akin to LeSage and Pan (1995).

The three types of models tested are an unrestricted vector autoregressale
(UVAR), Bayesian vector autoregressive model with Minnesota prior speganin (MN
BVAR), and Bayesian vector autoregressive model with an informative prior badeel gpatial
linkages of the 6 regions (CONT BVAR). | start by examining each hvateand without
region-specific leading and coincident indices, resulting in six competiagasting techniques.
This is followed by estimates of each model using the national indices frdaOiie To assess
the performance of the competing models, a scoring procedure is used, based on the mean
absolute percent error of out-of-sample performance. The scoring procedulateslthe
number of wins against each competing technique for 6- and 8-quarter out-of-samplstforec

This research contributes to the forecasting literature in several Wagt.| use a
regional parallel to the Consumer Sentiment Indices produced by the Thomson
Reuters/University of Michigan Surveys of Consumers (SOC). The SOC dwag history for
predicting future economic activity in the macroeconomic literature lgrey, 2001). Yet, to
the best of my knowledge, residents’ perceptions concerning current and future ieconom
conditions have not been examined in a regional context. | also compare the fugyecasti
performance when using the national, SOC indices, to the region-spedfiggl@ad coincident

indices. Second, | incorporate and test the effectiveness of spatial §rfkagegions within a

2 See http://www.sca.isr.umich.edu/ for more details on the Thomson ReuteesAityiof
Michigan Surveys of Consumers.



state in a Bayesian vector autoregressive framework. Spatial linkages@iaced into the
model through the variances of the Bayesian priors. Examining regions withie a@ttrasts
with several studies that use states (Magura, 1997; LeSage and KrivelyoveEd§&®ann et
al., 2008) and metropolitan areas (Rickman et al., 2009). Third, this study usd/elyedhort
time series, with quarterly data from 2001g1 to 2010g4. A major constraint to tegiona
forecasting is the scarcity of usable regional economic data. Many earattithe regional level
do not have lengthy histories, high frequencies, or high levels of industry ddtas, this
research contributes to the forecasting literature by examining whetimiques, such as
leading and coincident indicators, are useful where estimates are icausby data.

| find that adding leading and coincident indicators of economic activity leads to
improved forecast accuracy for each forecasting technique. Furthernsoresttts show that
the region-specific indices are more effective in forecasting Eoployment than their national
counterparts. The results also suggest that spatial linkages among Mielgigeas aid in
predicting future employment levels over MN BVAR in 8-quarter aheastésts. The next
section outlines the two data sets that are used in the analysis and the crebéorgbh-
specific indices. The competing forecasting models are describettionsk 3. In section 1.4, |
describe the forecasting experiments and implementation, as weltiascst for evaluating
forecast accuracy. The results for the competing forecasting modev¥s iolsection 1.5, while

the final section provides a summary and conclusion.

1.2 Data



Data on each region’s employment level as well as perceptions of the gcareoused
to conduct the forecasting model proposed above. The data used in this forecastingeexperi
come from three sources, and are described in detail below.
1.2.1 Employment data

First, employment data at the county level come from the Quarterly Cainsus
Employment and Wages (QCEW) collected by the Bureau of Labor Stati$tiesQCEW
collects employment data at industry classification levels down to thatoNACS level,
covering 98% of U.S. jobs for each county in the United States (QCEW, 2006). | adalthe tot
private employment levels across counties in each of the six regions witlstatie The
regions have previously been designated by Michigan State Universitysiexteand are shown
in figure 1.1.

Normalized levels of seasonally adjusted employment from 200191 are plotted for
each region in figure 1.2. The employment level was seasonally adjustgdhesiJ.S. Census
Bureau’'s X-12 Seasonal Adjustment Program (U.S. Census Bureau, 2011). 1R2gieeicts a
downward trend for each Michigan region. According the National Bureau of Economic
Research, the United States experienced two recessions over the sampkrioeh (NBER,
2012). The first recession lasted 8 months from March 2001 to November 2001. The second
recession occurred between December 2007 and June 2009. The recession of the late 2000s,
which has come to be known as “The Great Recession,” dramatically weakene8.tlabbr
market (Farber, 2011). Figure 1.2 shows the consequences of the recession o2d®&tan
the level of employment in Michigan regions. The recession of the late 2000 elggat
affected all six Michigan regions. Figure 1.2 shows that it was partichiard on South East

Lower Michigan, which is home to the city of Detroit.



Summary statistics for each region and the state total are presentédkii . Ta
Excluding the Northern Lower Peninsula, the regions share 2001q1l as the time period with the
highest employment level. Similarly, the lowest employment for allegiions falls at the end
of the recession of the late 2000s. It is particularly noteworthy that thegawearterly growth
rate for all six regions is negative over the sample period. The negative lguaderth rate,
shown in table 1.1 for each region, confirms the negative trend apparent in tota& privat
employment in figure 1.2. To prevent spurious regression in the forecasting finonetbe
state-wide negative trend, the employment data were de-trended foegiach r
1.2.2 Survey data

The following data sources were used to develop indicators of attitudes regarding
economic activity. First, | use data collected by the Thomson Reutersysityva Michigan
Surveys of Consumers (SOC). Since 1978 the SOC has conducted a nationally réipeesenta
survey each month using a minimum of 500 telephone interviews. Three indices, the Index of
Consumer Sentiment, the Index of Consumer Expectations and the Index of Cusrerhiec
Conditions, are created from five SOC questions. The Index of Consumer Expecsations i
included in the Leading Indicator Composite Index published by the U.S. Depadiment
Commerce.

Second, survey data collected by the Institute of Public Policy and Socialdhefsza

the State of the State Survey (SO%BQS used to create two local indices of economic activity.

SOSS was initiated in 1994, and involves quarterly interviews with approxynia®€lo

3 These data were collected by the Office for Survey Research of titeténfor Public Policy

and Social Research (IPPSR, various years) at Michigan State Ugivfkite IPPSR accepts
responsibility for the quality of the data, the interpretations and conclysiessnted are solely
those of the author. More detail on the data and sampling procedures can be found in the full
report of the data collection methods, available at http://www.ippsr.msu.eduw/SOSS



Michigan residents. The survey collects information on each respondent’s aadrifyP code.
Information on the geographic location of respondents was used to allocatesihenses to one
of the regions depicted in figure 1.1. The SOSS is given in fairly regular irté8ing,
Summer, Winter, Fall) for the sample period of 2001 to 2010. However, the actuakintervi
dates vary within each year. Table 1.Al in the Appendix shows how the time periddr(quar
and year) are matched with the SOSS wave numbers. This table also shows\ilesvidtges
and sample sizes in each wave. The SOSS consistently asks several questiorsamoke:
conditions in the respondent’s household and local area in its core questionnaire. The core
economic questionnaire in the SOSS mimics several key questions used in theZlsibavs. a
comparison of the economic questions from both the SOC and SOSS.

The core economic questions from both the SOC and SOSS are quite similar in phrasing
Nonetheless, several differences are noteworthy. First, the SOS®sdksts about future
business conditions in their community, while the SOC asks about business conditions in the
entire U.S. This is beneficial to the current study, which focuses on fongceeggions within a
state rather than the whole U.S. Both surveys ask about the future unemployuaéonnsior
the entire U.S. However, the SOSS maintains a focus on the near-term (12 month)
unemployment situation, while the SOC turns to the long-term labor market §).y&ae
SOSS allows for several additional response options to characterize each litbsipebsént
financial situation than the SOC. Finally, the SOC includes a question on large consumer
purchases (not included in the SOSS), which is used in the Index of Current Economic
Conditions.

1.2.3 Leading and coincident indices



Following the SOC methodoloéy calculate two indices based on the SOSS questions in
Table 1.2. The first index, the Index of Michigan Current Economic Conditions (IMCEES
the present financial situation (El4) SOSS question. The IMCEC is similae SOC’s Index
of Current Economic Conditions. The Index of Current Economic Conditions also includes
guestion EI5 on buying major household items, which is not available in the SOSS. e Inde
of Michigan Resident Economic Expectations (IMREE) uses SOSS questions EIangE13.
The IMREE is analogous to the SOC Index of Consumer Expectations.

| use the same procedure to calculate both the IMCEC and IMREE. Finst|atiee
scores (the percent giving a favorable reply minus the percent giving aonaidiz reply, plus
100) were calculated for the 4 SOSS questions in each region. For question Etdood’s
and “poor” were coded as unfavorable while “excellent” and “good” were condithererable.
The IMCEC was calculated using the following formula:

El4.

IMCEG, = ———>L— (1.1)
it =Bl
i, 20011

El 4i t Is the percent answering favorably minus the percent answering unfavpiably,

100, for questiorl4 in regioni at timet. El 4i 20011 denotes the base-period total at time

200191 for regiom. Thus, the IMCEC is equal to 100 for the first quarter of 2001. The IMREE

was calculated in a similar fashion using equation (1.2):
EllI t+EI2i t+EI3it

IMREE. | = ’ ’ :

it . .
ElL 20011+ B2 20011t B3, 200101

(1.2)

Using equation (1.1) and (1.2), two indices were created with a base time period of 20011 for

each of the six regions in the state of Michigan.

4 See http://www.sca.isr.umich.edu/ for more details on index calculations



Figure 1.3 shows a graph of the Michigan state seasonally adjusted eepidgwvel,
and IMCEC, while figure 1.4 displays the employment level and the IMREE. Thestéatal
axis depics the state employment level, while the right axis shows the inaésrest. In
general, the graphs show a correlation between the indicator variablesesdtiatet the state
employment level. However, the visual depictions of the relationship betweemgieyment
level and indices do not provide precise evidence of whether each index leads,ifags, or
coincident with the employment level.

Intuitively | expect the IMCEC, which uses each resident’s curreneholcs
financial situation, to serve as a coincident economic index. Similarly, saotequestion in the

IMREE pertains to a year from the interview date, it is thoagintori to lead by 4 quarters. To

determine objectively the lead or lag structure of each index, E-Wasrte performed to

distinguish among competing models (Davidson and Mackinnon, 1981). It is possible tise result
of the J-tests for each of the 6 regions could give contradictory recommendatitheslead and

lag structure of the indices. To remain consistent across regions, ihexadices and

employment at the state total. The results suggest that IMCEC is aleainicidex of

employment and IMREE leads employment by 4 qua?ters.

5 J-tests provide one method of choosing among non-nested models. Non-nested models occur
when neither model can be expressed as a restricted version of the other. Tibe bebind the

J-test is that if one model is “correct,” then the fitted values of competglsishould not

have explanatory power when included in the “correct” model. Each J-test iswesfby

regressing the seasonally adjusted Michigan total private employmenotearlindex lead/lag

and the fitted values of a competing lead/lag structure. For exampldicstiyisnsignificant

fitted values of the competing lead/lag structure suggest we can fgedo (reot reject) the

“correct” model.

© See Appendix table A2 and table A3 for results on the J-tests of competing lead and |
structures for each index. Each table displays P-values for the coefficidma fited value®f
each competing lead/lag of the index examined.



1.3 For ecasting models
The models tested in the forecasting experiment are an unrestricted vector

autoregressive model (UVAR), a Bayesian vector autoregressive model Winnesota prior
specification (MN BVAR) and a Bayesian vector autoregressive modekwitnformative prior
based on spatial contiguity of the 6 regions (CONT BVAR). Furthermorepigarate leading
and coincident indices of economic activity in each of the aforementioned modetgjaaaxs
regressors. The forecasting experiment examines the performamtetaifof 6 different model
techniques.
1.3.1 Unrestricted vector autoregression model (UVAR)

The unrestricted VAR (UVAR) is a relatively low cost technique, in compats its
structural simultaneous equations counterpart, which is used extensively irstiogecé
UVAR is an ‘atheoretic’ approach that uses historic data for all of thablasi to forecast future
values. Despite its ‘atheoretic’ foundation it has been suggested that UVARsrappeximate
the reduced form of a structural simultaneous equations model (Zellner, 1979 dedrféalm,
1974). The UVAR model first proposed by Sims (1980) is:

y; =CH+ ALY, +¢ (1.3)

where, Yy is an (x 1) vector of endogenous explanatory variables to be forecast,

. . - . 2
A(L) is an ( xn) polynomial matrix in lag operatdrwith lag lengthp such thatAqL + Aol + . .
: +Apr, Cis a fix 1) vector of constant terms, amg is the error term with the usual normal

distribution.
This model is estimated with OLS, with the same number of lags for eachlearf

common drawback for UVAR models is they can quickly become over parameterizexiglgspe
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with relatively short time series. For example, lag lepgtbsults in an equation that hasx(p)
+1 coefficients to be estimated.
1.3.2 Minnesota prior bayesian vector autoregression model (MN BVAR)

Bayesian techniques differ from the classical regression used in UVARsestimating
coefficients. Bayesian estimation combines time-series data withgxpectations of each
parameter. The Bayesian vector autoregression model (BVAR) waddusibped by Litterman
(1980) in an attempt to circumvent the over parameterization problem with VAR moawds. O
technique for reducing the number of parameters in UVAR models is to elifaggt
explanatory variables that are statistically insignificant from the mddecontrast, Bayesian
methods impose prior restrictions on variables, but allow the data to override the prior
assumption. Specifically, Dua and Miller (1996a) emphasize that addingeai&ayrior
restriction on a parameter also effectively increases the number of obmses\@tione. This
mitigates the degrees-of-freedom issues that are inherent in addingn@feart® a VAR model.
Sims et al. (1990) note that Bayesian models do not need to account for nonstationarity. The
BVAR uses the mixed estimation procedure for each equation developed by Theil and

Goldberger (1961):

B- (X'X +o’R ij_l(X'Y+oﬁR' y/_lrj (1.4)
In Theil and Goldberger’s (1961) mixed estimadiis a vector of own region private

employment levels, and is a matrix of lagged own- and cross-equation private employment

levels. | keep the notation consistent, by continuing toniseepresent the number of

equations an@ the number of lags. The distributions of the Bayesian prior enter the estimate

with r as a i X p) X 1 vector of prior means angt as a i x m) X (n x m) matrix of prior
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variances. FinallyR is a fix m) x (n x m) identity matrix andaﬁ is the estimated variance from
the unrestricted VAR. The coefficient estimates then intuitively arghtel between the actual

past data values and the information from the Bayesian prior distrib7ution.
Since the usefulness of the BVAR model comes from the researcher’s tabsiélyprior
means and variances on parameters, it is helpful to illustrate the role of thegiribution.

Following the discussion of Rickman et al. (2009), | explain the use of hyper parsuoicthe

variance of the prior distributioﬂz(i,j, p) for variablej, equation, and lag lengtip such that:

2
2(ij.p) {Hr(i, j)g(p)[s' Sjﬂ (1.5)

Within this framework, § represents the overall tightness of the priortdisitn, f (i, j) is the

tightness of the parameter for ffie variable in theéth equation, ang( p) is the tightness around

S
thepth lag. The ratic[ | S'J is a scalar that corrects for differences in the magnitudes between
J

variables andj by using the standard errors in the respective AR(1) models.

The BVAR forecasting procedure allows the researcher to specify tmergans () and
variances {v) for the estimated coefficients. The Minnesota prior attributed to Litte(r280)
is one of the first specifications for the distribution of the Bayesian prior. Tdrenpean for
each variable’s own first lag was specified as unity and the lags b&aither variables were
assumed to be zero. This specification is consistent with the notion that thedmaesdollows

an AR(1) random walk with drift (Todd, 1984). Doan et al. (1984) extended this specification b

7 See Brikes and Dodge (1993) for a more detailed discussion of the weighting armrsingeme
between the prior distribution and the historical data.

12



including specifications for the hyper parameters as well, whetel, f(i,i) =1, and
f(i,j) =.5. This suggests that other regions receive half of the weight relative to theeguat

own lagged private employment.
1.3.3 Spatial contiguity prior bayesian vector autoregression model (CONT BVAR)

We specify the spatial employment spillovers based on the contiguity of regions i
geographic space. The spatial relationships are incorporated into thBdogssean vector
autoregressive model through the specification of the prior variance matrixe WMN BVAR
assumes that the underlying structure of each region follows an AR(1§graceontrast the
CONT BVAR assumes contiguous regional neighbors influence regional engsibigwuels.
Thus, the geographic relationships, shown in figure 1.1, are directly translatedpatiaé
contiguity weight matrix of the prior means and variances found in Table 1.3. &alécithe
main diagonal of the matrix remaif{gi) = 1, constituting the same AR(1) process as the MN
BVAR. However, the off-diagonal elements (the prior co-variani§eg)are dictated by the
spatial relationships.

1.3.4 Exogenous regressors

Exogenous explanatory variables are added to each of the models in a straigitforwa
way. Each equation, which represents total private employment for one of thgisis, is
matched with the IMCEC and IMREE for its own region. For example, in the UdARé
first region, the explanatory variables are its own lagged employmeit, lthelagged
employment levels of the 5 other regions, and the IMCEC and IMREE for thesfjien.

Within the Bayesian estimation procedure, the exogenous leading and coincidetisdica
specified with a diffuse prior, such that identification of each coefficiemesosolely from the

observed data.
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1.4 Forecast experiment and implementation
| run a competition among the competing forecasting models to assedatitie re
forecast performance of each model, using quarterly data from the firstroqpfe2001 through
the fourth quarter of 2010. Testing each of the models in all 6 regions provides robusteevidenc
for the consistent performance of one model above the others. The optimal Lhg leaigt
determined by a system-wide likelihood ratio test (Enders, 1995). The testtedgbasthe
optimal lag length was 2 quarters, which is used in each equation for all regions.
The forecast accuracy of each model is tested against the observed amptd-galues
using 6 and 8 quarters rolling forecasts. We measure the out-of-sampletfacecascy for the

competing models with the mean absolute percentage error (MAPE), which isidefine

A . —F
MAPE = 13 trf t T (1.6)
T At+f

where At+ f is the actual data for the time periad-(), t is the last time period used by the

forecasting model anfds the number of periods forecasted ahead. Similﬁw, is the

f
forecasted values made at titrfer period(s) { + f).

Rolling window out-of-sample forecasts are produced for both 6-quarters and &gjuarte
ahead. In arolling window forecasting scheme, the window of observed datdigfisize.
For each new period forecasted, one new observation is added and one observation from the

beginning of the sample is dropped. For every ‘roll’ ahead the model is retestinfar the

first forecast, the last historical data in the sample are fromt%mArter of 2007. This

procedure yields seven 6-quarter forecasts and four 8-quarter forecasts.
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1.5 Results

First, | start by examining the various forecasting techniques both witvigmalit
region-specific (based on the SOSS) leading and coincident indices. Thiewsetblly a
comparison of the forecast performance of the region-specific indic&S)Sdhd the national
indices (SOC). Mean absolute percent errors (MAPES) for privatie sguployment are shown
for 6-quarter ahead forecasts in table 1.4, and in table 1.5 for 8-quarter aieeadtt. There
are several broadly consistent features from the forecasting meperi First, including leading
and coincident indicators benefits forecasting performance. The three nmadeislized the
IMREE and IMCEC had the three lowest average MAPE's across theggxsean 8-quarter
ahead forecasts. The IMREE and IMCEC models had a lower average MAPBdmanon-
leading and coincident indicator counterparts for the 6-quarter forecast aheadsforSecond,
forecasting models that use Bayesian priors generally outperform theiRld@énterparts.

The best-performing model for the 6-quarter ahead forecast, measuredcbgrémge
MAPE across the six regions, is the MN BVAR with the leading and coincident sndides
performance of the CONT BVAR using the indices follows closely behind. Catyefsr the
8-quarter ahead forecast, the UVAR with leading and coincident indices had &st MAPE
averaged across the six regions. However, the MN BVAR and CONT BVAR modelshssing t
indices performed only slightly worse than the UVAR in the 8-quarter fstec&inally, none
of the forecasting techniques had dramatically inaccurate forecasisyfof the individual
regions. The most accurately forecasted region for all techniquestérculegad was the

Northern LP, while the West Central region performed the best in the 8iJoaeteasts.
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To examine the contribution of the Bayesian forecasting techniques, the models are
compared to a UVAR model of the same lag length. The results suggest that imposing pr
information on the Bayesian means and variances is beneficial to model perfarrmibace
increased forecast performance of the Bayesian estimators is due intpant sbirinkage-like
properties (Birkes and Dodge, 1993; Vinod, 1978). The shrinkage-like properties oaBayes
estimators (e.g. MN BVAR) come from specifying same- and crosgrlacs as zero, thus
shrinking these parameters toward zero. Table 1.4 shows that in the 6-quaddoedtzest
without indices, the average MAPE drops by approximately 0.6 when using a Bayesian pr
There is a similar decline in the average MAPE when including the leading and agincide
indices to the 6-quarter forecast. For the models without indices the avetdie décline was
twice as large for 8-quarter forecasts as it was for 6-quarter stsecéhe 8-quarter ahead
forecasts using indices are the only models that deviate from this patterrnwolimedels with
Bayesian prior (MN BVAR and CONT BVAR) yield very similar averagARES.

Based on the MAPEs shown in Tables 1.4 and 1.5, pairwise forecast model comparisions
are calculated and shown in Tables 1.6 and 1.7. Table 1.6 shows the pairwise comparison of
each model for the 6-quarter ahead forecast, and similarly Table 1.7 fort8rairead forecast.

In the pairwise comparisons each element represents the number of wins thedeivianas over

the corresponding column model across the six regions. Thus, there is a maximum of 6 wins
among every pair of models. The maximum total number of wins for each m@@el ihere is

a symmetry inherent in each table, where the element im, i@umnj is the additive inverse of
the element in rowy, columni. Using the pairwise comparison method allows us to consider the
forecasting results across the 6 regions and avoids the influence of anyg autliee average

MAPEs.
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Table 1.6 shows that the MN BVAR and CONT BVAR using leading and coincident
indices have the most head-to-head wins against the other models for the Gaineter
forecasts. In comparison, the UVAR model using indices has one more headHtoditehup
win than the CONT BVAR for the 8-quarter ahead forecasts. We also see éwitteice of the
dominance of the leading and coincident indices in each of the pairwise-compaiiesn The
win counts in the lower left corners of each table show the number of wins for modhels wit
leading indicators over their non-leading indicator counterparts. The modelmeices win
between 4 — 6 matchups against each of the non-index models. The pairwise comparisons
reiterate the poor performance of the UVAR model. The UVAR only wins in 2 reggamsst
the competing models. Interestingly, the UVAR using the leading and demandices
performs quite well, winning 23 of its 8-quarter matchups. This suggests that tleaspubli
perceptions of economic activity add considerable information for the atlteldkd&dR models.
Finally, the CONT BVAR model performs well in the head-to-head matchups. otburs
despite the fact that the spatial linkages in the BVAR are artifactg ofubtering of counties
into geographic regions. For example, the Bayesian technique that incorgpediaklinkages
sweeps the UVAR and BVAR when the leading and coincident indicators are not inciuded i
8-quarter forecasts. This complements LeSage and Krivelyova (1999)ckntaR et al.
(2009), who show that spatial priors outperform non-informative priors.

The preceding results show that the region-specific indices from the iBC8&se
forecast performance in comparison to the models without the leading and coirnuilizss of
economic activity. Next, | move on to comparing the forecast performarnie cggion-specific
indices constructed from the SOSS with their national counterparts from @.e AOnoted in

section 1.2.2, the SOSS and the SOC share many similarities. However, they diféar
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population of interest (U.S. versus Michigan). The data and indices are pulaicalhble for
both the SOSS and the SOC. Nonetheless, the nationally representative SOC cautl be m
useful to other regions of the country than the Michigan specific indices condtinactethe
SOSS. Therefore, it is useful to examine if there is a similar forecésmejit from the
national indices. The leading and coincident indices from the SOC (i.e. the InQaxent
Economic Conditions and the Index of Consumer Expectations) are incorporated in the
forecasting models in the same was as the IMCEC and IMREE.

The MAPE:s for 6- and 8-quarter ahead forecasts that use the national leading and
coincident indices from the SOC are shown in table 1.8. The results share some broad
similarities with the previous results. The forecasting models that ussiBayeiors
outperform the UVAR modelsThe Bayesian prior models have lower MAPESs in each of the 6
regions than the UVAR for both and 8-quarter ahead forecasts. On average, the 8-quarter
ahead model also out performs the 6-quarter ahead forecasting model.

Furthermore, a striking result emerges when comparing the average MAPEs for
models without indices, with the regional-specific indices, and the national indices (the
final column in tables 1.4,1.5, and 1.8). The models that use the regional-specific indices
have the lowest average MAPE:s for each of the three forecasting techniques (UVAR, MN
BVAR and CONT BVAR). The models that use the national indices from the SOC have
slightly higher average MAPEs than the aforementioned SOSS indices. However, they
outperform the models without indices. Thus, when measuring forecast performance by
the average MAPE across the six regions, the results show that leading and coincident
indices of economic activity (national or region-specific) aid employment forecasting.

While the region-specific indices outperform their national counterparts, the magnitudes of
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this difference appear small. These results suggest it is beneficial for regions to use the
nationally representative leading and coincident indicators from the SOC in the absence of

region-specific information on the local economy.

1.6 Summary and conclusion

This research assesses the performance of including leading and coimzcerst and
spatial information in several forecasting models. The state of Michidmoken into six
regions and used as the study area. The forecasting models examined arstacteshrector
autoregressive model (UVAR), a Bayesian vector autoregressive moléflinitesota prior
specification (MN BVAR) and Bayesian vector autoregressive model with amiafive prior
based on spatial contiguity of the 6 regions (CONT BVAR). This research ynicpes sub-
state employment data from the QCEW, the nationally representative Thomson
Reuters/University of Michigan Surveys of Consumers a national survey, anckg sfir
Michigan residents.

The results support the view that including leading and coincident indicators improves
forecast performance. For example, the marginal contribution of including tba-sggecific
indices is higher for 8-quarter ahead forecasts than for 6-quarterfaneaabts. This is
particularly apparent when adding IMREE and IMCEC to UVAR models. Addingpthees
marginally improved forecast performance for the 6-quarter aheac$bréat significantly
increases performance for the 8-quarter ahead forecast. This magtsbhggthe public’s
perceptions of the local economy are more correlated with longer-run outcdhezghian

shorter-run.
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In the short-term 6-quarter forecasts, the BVARs marginallgass forecast
performance over the UVAR, but substantially improve performance in the 8+galaeted
forecasts. This suggests that the shrinkage estimators contribute moreterhohgrecasts.
Spatial linkages offer marginal improvement over MN BVAR in 8-quarteacfaecasts. This
suggests that the shrinkage properties of BVARSs utilizing spatial infermaditweigh the MN

BVAR, and that this becomes more important in longer-term forecasts.
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Table 1.1. State and Region Summary Statistics

State Upper

Northern

Lower

West

Central

Lower

East

Central

Lower

South
West
Lower

South
East
Lower

Total Peninsula Peninsula Peninsula Peninsula Peninsula Peninsula

Level (thousands)
Mean 3449.37 85.42
Variance 47066.28 8.29

Maximum 3752.10 88.48

Date 2001Q2 2001Q1
Minimum  2964.98 79.09

Date 2010Q1 2009Q4
Growth Rate (percent)

Mean -0.43 -0.26

Variance 7.82 0.71
Maximum 4.02 1.47

Date 2010Q2 2010Q2
Minimum -8.54 -3.48

Date 2009Q1 2009Q1

144.09
54.39

150.67
200404

128.28
2009Q4
-0.36
0.90

1.52
20040Q1

-3.62
2009Q1

560.23
612.18

595.27
2001Q1

506.31
2009Q3
-0.34
0.95

1.05
2010Q2

-4.49
2009Q1

235.02
95.62

251.48
2001Q1

215.69
2009Q3
-0.36
0.51

0.74
2010Q2

-3.15
2009Q1

455.15
467.19

484.24
2001Q1

410.44
2009Q3
-0.36
0.68

0.81
2010Q2

-4.00
2009Q1

1969.56
22051.05

2192.61
2001Q1

1689.45
2009Q4
-0.61
0.97

0.96
2010Q2

-4.93
2009Q1
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Table 1.2. Comparison of Questions from the Thomson Reuters/University of
Michigan Surveys of Consumers (SOC) and the State of the State Survey) (SOSS

Economic
Indicator SOC SOSS
Now turning to business Now turning to business
Future conditions in the country as a | conditions in your community,
Business | whole--do you think that during do you think that during the next
Conditions | the next twelve monthse'll twelve months/our community

(EI1) have_goodimes financially, or | will have goodtimes financially,

badtimes, or what? or badtimes, or what?

Looking ahead, which would

you say is more likely--that in | Twelve months from nowdo
the country as a whole we'll | you expect the unemployment

Future . . ) e .
have continuous good times | situation in this country to be

Unemployment . :

(E12) during the_next five yearsr so, | better thanworse thanor about
or that we will have periods of| the same as it was in the last 12
widespread uemployment or | months?
depression, or what?

Now looking ahead--do you |\, looking ahead, do you think

Future think that a year from nowou

. ; — that a year from noywou and

Financial (and your family living there) PR i
L ) , , your family living there will be
Situation will be better offfinancially, or : .
- better offfinancially or worse off
(EI3) worse off or just about the .
" or just about the same as now?
same as now?
We are interested in how people
are getting along financially | How would you rate your
Present ] ’ .
. . these days. Would you say thathousehold's overall financial
Financial 2 A
o you (and your family living situation_these daysWould you
Situation L . .

(E14) there) are better offr worseoff | say it is_excellentgood just fair,
financially than you were a yeamot so goodor poof
agd?

About the big things people byy
for their homes--such as
furniture, a refrigerator, stove,

Future . : .
television, and things like that. .

Purchases . Not Available
(EI5) Generally speaking, do you

think now is a gooar badtime
for people to buy major
household items?

* Underling for emphasis added by SOC survey publication and by the author for the

SOSS
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Table 1.3. Spatial Contiguity Based Weight Matrix

Northern West East South South
UP LP Central Central West East

UP 1 0.5 0.5 0.5 0.5 0.5
Northern LP 0.5 1 1 1 0.5 0.5
West Central 0.5 1 1 1 1 0.5
East Central 0.5 1 1 1 1 1
South West 0.5 0.5 1 1 1 1
South East 0.5 0.5 0.5 1 1 1
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Table 1.4. Aggregate Private Sector Employment Forecast MAPE witbriR8gecific Indices: 6 quarter

Northern East South South
UP LP West Central Central West East Average
UVAR 1.306 1.871 2.027 1.920 1.652 2.267 1.841
MN BVAR 1.337 0.965 1.497 1.331 1.308 1.043 1.247
Contiguity BVAR 1.302 0.898 1.605 1.426 1.275 1.005 1.252
UVAR with indicators 1.555 1.213 1.736 1.703 1.398 1.182 1.465
MN BVAR with indicators 1.066 0.919 1.470 0.981 1.186 1.231 1.142
Contiguity BVAR with indicators  1.041 0.868 1.541 1.021 1.147 1.295 1.152

Note: MAPEs are average mean absolute percent error of seven 6-quiantgfocasts.

Table 1.5. Aggregate Private Sector Employment Forecast MAPE witbrR8gecific Indices: 8 quarter

Northern East South South
UP LP West Central Central West East Average
UVAR 1.206 1.912 1.416 1.756 1.199 1.859 1.558
MN BVAR 0.691 0.657 0.739 0.803 0.935 0.896 0.787
Contiguity BVAR 0.653 0.620 0.661 0.747 0.918 0.838 0.739
UVAR with indicators 0.748 0.572 0.342 0.895 0.723 0.380 0.610
MN BVAR with indicators 0.801 0.544 0.494 0.966 0.760 0.386 0.659
Contiguity BVAR with indicators  0.784 0.496 0.487 0.928 0.750 0.320 0.628

Note: MAPEs are average mean absolute percent error of four 8-quantey fimiécasts.
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Table 1.6. Aggregate Pairwise Comparison of 6 Quarters Forecast with RpgmficSndices: Number of Wins (of row

forecasting method)

Contiguity
MN Contiguity UVAR with MN BVAR BVAR with Total

UVAR BVAR BVAR indicators  with indicators indicators Wins
UVAR NA 1 0 1 0 0 2
MN BVAR 5 NA 2 6 1 2 16
Contiguity BVAR 6 4 NA 6 2 1 19
UVAR with
indicators 5 0 0 NA 1 1 7
MN BVAR with
indicators 6 5 4 5 NA 3 23
Contiguity BVAR with
indicators 6 4 5 5 3 NA 23

Table 1.7. Aggregate Pairwise Comparison of 8 Quarters Forecast with RpgmficSndices: Number of Wins (of row

forecasting method)

Contiguity
MN Contiguity UVAR with MN BVAR BVAR with Total

UVAR BVAR BVAR indicators  with indicators indicators Wins
UVAR NA 0 0 0 0 0 0
MN BVAR 6 NA 0 2 2 2 12
Contiguity BVAR 6 6 NA 2 2 2 18
UVAR with
indicators 6 4 4 NA 5 4 23
MN BVAR with
indicators 6 4 4 1 NA 0 15
Contiguity BVAR with
indicators 6 4 4 2 6 NA 22
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Table 1.8. Aggregate Private Sector Employment Forecast MAPE: Natieading and Coincident Indicators

Northern East South South
UP LP West Central Central West East Average
6 Quarter Forecast
UVAR with indicators 1.567 1.834 2.023 1.786 1.569 1.822 1.767
MN BVAR with indicators 1.364 0.869 1.347 1.304 1.334 1.064 1.214
Contiguity BVAR with indicators 1.211 0.835 1.493 1.312 1.301 0.925 1.179
8 Quarter Forecast
UVAR with indicators 1.530 1.104 1.247 1.079 1.394 0.935 1.215
MN BVAR with indicators 0.670 0.665 0.723 0.916 0.815 0.716 0.751
Contiguity BVAR with indicators 0.577 0.615 0.620 0.845 0.855 0.628 0.690
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Figure 1.1. Map of 6 Michigan Regions
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Figure 1.2. Normalized Total Private Employment, by Region

Percentage Change In Employment: 2001g1
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Note: The employment series for each region is seasonally adjusted usGentus X-12
Seasonal Adjustment Program. See http://www.census.gov/srd/www/x12a/dits.det
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Figure 1.3. Michigan Total Private Employment Level by Index of Currevarigial Situation
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Figure 1.4. Michigan Total Private Employment Level by Index of Michigandeet

Expectations

p&)--. wn
o N K> 5
8 ¥ i
- [
o )]
£ g
— Ny

E} (bQ)Q _’\q/ Ll_é
3 £
o e
1 w
o -

£ $ T
W oF ~ E
] B ]
o =2
> -
2 & S
o oS =
5 K
5 3
E QQQ_. rr+rrt+rrrfrrrrrr oo Tt T E

°2001q1  2003g3 2006q1  2008g3  2011q1
Date
Employment Level ----IMRE

28



APPENDIX

29



APPENDIX

Table 1.Al. State of the State Survey Interview Dates

Time Period SOSS Number  SOSS Interview Dates Total Sample Size
2001q1 20 1/14/01 - 02/27/01 954
200192 21 5/30/01 - 7/12/01 958
200193 22 9/04/01 - 10/31/01 978
200194 23 10/26/01 - 12/05/01 1,001
2002q1 24 1/11/02 - 2/19/02 1,012
200292 25 3/08/02 - 4/29/02 951
200293 26 5/21/02 - 7/16/02 933

10/19/02 - 12/31/02;
200294 27 & 28 8/15/02 - 10/26/02 989; 945
2003q1l 29 1/21/03 - 3/10/03 1,017
200392 30 4/25/03 - 6/16/03 975
200393 31 6/27/03 - 8/12/03 965
200394 32 10/27/03 - 12/1/03 990
200491 33 1/31/04 - 3/14/04 940
200492 34 4/19/04 - 6/15/04 962
200493 35 9/1/04 - 11/15/04 1,000
200494 36 12/6/04 - 02/01/05 965
200591 37 2/15/05 - 04/04/05 965
200592 38 5/28/05 - 7/18/05 949
200503 39 8/10/05 - 9/26/05 988
200594 40 10/28/05 - 12/13/05 1,003
200691 - - -
200692 41 2/16/06 - 4/05/06 1,023
200693 42 6/16/06 - 8/9/06 959
200694 43 8/10/06 - 10/21/06 993
200791 44 2/20/07 - 4/23/07 958
200792 - - -
200793 45 7/10/07 - 9/22/07 880
200794 46 10/10/07 - 11/26/07 1,001
2008q1 a7 1/24/08 - 3/20/08 1,012
200892 48 5/4/08 - 7/6/08 1,006
200893 49 7/20/08 - 9/14/08 1,010
200894 50 10/13/08 - 12/29/08 953
2009¢g1 51 1/28/09 - 3/25/09 1,001
200992 52 5/26/09 - 6/30/09 1,036
200993 53 7/23/09 - 8/27/09 1,022
2009g4 54 11/11/09 - 1/12/10 991
2010qg1 55 2/3/10 - 4/30/10 1,969
201092 56 5/18/10 - 7/13/10 979
201093 57 10/25/10 - 12/30/10 1,003
201094 58 1/31/2011 - 3/29/11 981

Note: Survey data for 2006g1 and 200792 were imputed using linear interpolation.
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Table 1.A2. IMREE Diagnostic Tests for Lead/Lag Structuresst3-eend R-squared

Fitted Values of Competing Model
Model 2 Quarter 3 Quarter 4 Quarter 5 Quarter
Tested Lead Lead Lead Lead R-squared
2 Quarter - 0.064 0.000 0.000 0.2896
Lead
3Quarter| (356 - 0.001 0.001 0.3662
Lead
4Quarter | g g74 0.662 - 0.023 0.5707
Lead
SQuarter| ¢ 557 0.431 0.033 - 0.5529
Lead

* Values provided are p-values of the fitted values of the competing model.

Table 1.A3. IMCEC: Diagnostic Tests for Lead/Lag Structuresststand R-squared

Fitted Values of Alternative Model

Model 1 Quarter o 1 Quarter 2 Quarter i
Tested Lag Coincident Lead Lead R-squared
1 Quarter i 0.000 0.000 0.000 0.5181
Lag
Coincident 0.911 i 0.011 0.005 0.7045
1 Quarter | 493 0.009 ] 0.033 0.6935
Lead
2Quarter | 355 0.001 0.007 i 0.6597
Lead

* Values provided are p-values for the fitted values of the competing model.
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CHAPTER 2: The Distribution of Firm Size and Regional Economic Growth:
Examining the Entrepreneurial Pipeline Theory for the United States

2.1 Introduction

A frequently heard debate in community-level economic development planngignses
is whether to invest more effort in recruiting large firms or to focus on assesto smaller local
businesses. This civic debate has its parallels in the academic liteif@atiweessful job creation
strategies can mitigate poverty, raise incomes, and increase ersployhinese goals have been
thought of as key aspects of economic growth and have often been a priority to @conomi
development practitioners (Shaffer, Deller, and Marcouiller, 2006). Yet parssiverty
remains a critical social issue facing policymakers in the UnitedsStat

Job creation policies are an often-debated economic development strategy among
policymakers. This debate centers on several waves of economic developrtireptiaat
have been adopted over the years in an attempt to improve economic outcomes. The main focus
of the first wave is industrial recruitment of firms from outside the regidm fimancial
incentives. This wave remains popular (Hodge, 2011) despite various criticisvesi¢ige,
1996). Industrial recruitment tactics often include government subsidies anéd&s,kas part
of what some have called “smoke-stack chasing” (Bradshaw and Blak8B). 1

Attempts to recruit firms from outside the region involve financial burdensaddition,
regions have experienced increasing competition for recruitment, as mgongoge regions have
adopted these methods. Thus, the second wave moved past the zero-sum game of attracting
outside firms, to retention and expansion of existing firms within the region (Morse, 1990;
Allanach and Loveridge, 1998). However, globalization and structural adjustaented

many to reevaluate the effectiveness of these traditional economic deeakogpproaches and
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the determinants of regional economic growth (Drabenstott, 2006).

Regional development practitioners and researchers have shifted the focuirsvadrthe
toward innovation and entrepreneurship (Von Bargen et al., 2003; Olfert and Partridge, 2010)
This has renewed interest in the promotion of small businesses as an economic developme
strategy (Aquilina et al., 2006). Emphasis on the role of small businesses and eatrspip
dates back to the work of Schumpeter (1942, 1961), who highlights the role of the innovative
entrepreneur in economic growth. Both Deller and McConnon (2009) and Shaffer (2006) lay out
the theoretical arguments for the role of small firms in regional ecorgmaweth. In addition to
Schumpeterian innovation, another argument for the importance of small firmglexibgity
of microenterprises in changing environments, especially in manufactuningll f8ms are also
often relatively labor intensive. Finally, the entrance of small firntsantharket may enhance
competition, resulting in greater efficiencies for the existing firmsswvell as the new firms.

These theoretical arguments have prompted a considerable amount of empirical
investigation. Birch (1979, 1981, 1987) provided early empirical support for the idea that small
businesses are net job creators. Using state-level data, Robbins et al. (2000) tagnodgha
state product and productivity have grown faster in states in which a large jgmopdthe
workforce is in small firms. Similarly, the results of Shaffer (2006) sughastih most cases,
smaller establishments are associated with faster rates of engribgrowth, both within and
across sectors. These findings have unleashed a large array of neyestfateencouraging
entrepreneurs. (For an overview, see Walzer, 2007.)

Lichtenstein and Lyons (2006, 2010) offer a subtle critique of business-related economic
development policies that focus on either small businesses or industrial reatwinarge

firms. They argue that entrepreneurship from small businesses alone dogésasdha@ngine
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of economic growth. Instead, they posit that entrepreneurs come from all bussaess and that
it is the distribution of businesses across size classes that mattewrionac growth. In this
framework, businesses of all sizes act interdependently within a regionaineg. Through
growth, smaller firms can replace larger firms that have ceased to berecalhoviable due to
changes in the economy. Loveridge and Nizalov (2007) note that interdependenes betwe
businesses from different size classes can come from local production and camslinkztges,
along with externalities, such as amenities from small firms and eatntiass for services from
large firms. Thus, the so-called “entrepreneurial pipeline theory,” srekase that
agglomeration economies and diversification based on firm size influence local é&conom
growth.

The objective of this study is to examine the effect of the business sidsudiisitr on
income and employment growth in U.S. counties from 1990 to 2000. Specifically, | askiwhethe
a given distribution of firm sizes (the best available proxy for a communipgéine of
entrepreneurs from Lichtenstein and Lyons, 2006, 2010) inttieasls to higher income and
employment growth in time+ i. To examine empirically the link between the distribution of
business sizes and economic growth, | estimate a growth model using aigeshenathod of
moments (GMM) procedure that accounts for spatial spillovers. The growth moo=insigd
in regional economic theory, and controls for a wide range of covariates thougttence
economic growth. The firm size distribution is measured in several wayachale the
employment share in nine firm-size categories, business distributi@essbhmewhat analogous
to a Gini coefficient and the Atkinson index of inequality. Using several ditfeneasures of
the firm-size distribution provides a more robust empirical assessmeet @ftitepreneurial

pipeline theory. The results show statistically significant relationshipgebatthe distribution
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of employment across size classes and county-level employment arapariacome growth.

2.2 Theentrepreneurial pipelinetheory and the size distribution of firms

Lichtenstein and Lyons (2006, 2010) propose a conceptual model, which they refer to as
the entrepreneurial pipeline theory. The Lichtenstein and Lyons framework vedsiel over
many years of hands-on regional and business development assistance. Therguthtrata
firms of all size classes can have entrepreneurial characterishisis & view consistent with
the mainstream business literature. Lichtenstein and Lyons make arkglution to the
business literature by arguing that the full distribution of firm sizes ntagsaan important
determinant of economic growth. This happens due to potential agglomeration economsies ac
firm size categories. The framework argues for a tailored policyabks for gaps in the
pipeline, instead of a one-size-fits-all policy favoring smaller or ldngsimesses.

The interdependence between business size classes may result from production and
consumption linkages of firms locating in close proximity. Regional econonscddtamented
the theoretical and empirical aspects of the positive externalitiesafggiomeration economies
(Blair and Premus, 1987; Carlino, 1982; Hansen, 1990; Krugman, 1991; Devereux, Griffith, and
Simpson, 2007). Agglomeration economies have traditionally been viewed as providintsimpa
in a region that are business-scale neutral. However, the presence of flifferent sizes
contributing to regional growth and resilience is a newer concept assomittete
entrepreneurial pipeline theory of Lichtenstein and Lyons. Differencesnrsizes may play a
role in regional productivity gains. For example, Komarek and Loveridge (usxdew)
suggest that small firms could act as a training ground for workers who go @&e togher

paying positions in larger firms. This is particularly beneficial kolf sets that are useful across
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industries. The training relationship may appear one sided, where large firafg fsem

smaller firms finding and training workers. Small firms may berfiedin the relationship as
well. Workers might be willing to accept lower wages in a small firm thighhopes of moving
up the career ladder towards the larger, higher paying firm. Small firmsals@apenefit from
contacts within the larger firm via its former employees, yielding srdevital industry
intelligence. Finally, small firms may provide services or worker atmesrthat reduce the costs
of large firms, while large firms provide a market and role modeling for tlaflesrfirms.

At the community or region-wide level, firms located across the size digtnbut
continuum tend to diversify industry concentration in the local economy. Firms aliffesent
sizes might act as a buffer in the regional economy. In particular, a regosmall firms with
the ability to grow may be more apt to weather the death or departure gé atehor firm.
Furthermore, the presence of a set of larger firms in the region tends to ragkepayelevels,
creating income that allows for other kinds of investments (e.g. serdte besiness,
education) in the region.

Lichenstein and Lyons do not test the entrepreneurial pipeline theory eaiiyiric
Loveridge and Nizalov (2007) explore the validity of the entrepreneuriaimeptsleory for the
state of Michigan. They uded-effects generalized least squares estimation for 12 years of
county-level data. Thefynd strong links between a county’s business size distribution and its
job and income growth in Michigan. On the other hand, Komarek and Loveridge (under review)
extend Michigan entrepreneurial pipeline results by Loveridge and NiZz00V) to four multi-
state high-poverty regions as well as the continental U.S. The results suiggesection
between employment growth and the distribution of firms across size catefrAppalachia,

the Plantation Belt, and the continental U.S. The authors find no statisticallycsignif

40



relationship for the Great Plains or the Borderlands.

Fotopoulos (forthcoming) makes an important point about the role of entrepreneurship in
economic growth that supports Lichtenstein and Lyons, at least with respleetsmaller end of
the business size continuum. Using self-employment as a proxy for entreprgnéweshi
examines the relationship between self-employment rates and per-cepiteeigrowth in 197
European regions across fifteen countries. While using self-employmenéasadeproxy for
entrepreneurship has its critics (Parker, 2004), Fotopoulos finds an L-shaped tefations
between self-employment rates and per capita income growth. This isditattén some EU
regions, growth might be faster with less self-employment. The Fotopolouspresidles an
important caveat to those who promote entrepreneurship as an economic developmgyitistrate
may not be appropriate for all regions.

To examine the distribution of firm sizes at the county level, | follow a neatifersion
of the techniques employed by Loveridge and Nizalov (2007). | use data from theddssis
Bureau’s County Business Patterns, which provides information on the number of estaltéishme
(firms) in nine employment categories. The smallest employment catisgoms with 1-4
employees, while the largest range consists of firms with 1,000 or more eegloyigure 2.1
shows the distribution of establishments across employment size rangkeS .foounties in
1990. Figure 2.1 clearly shows that business numbers are concentrated in snphdigee size
categories. Firms with 1-4 employees make up almost 60% of business lastablss Section
A of table 2.1 provides further details on the establishment share distributionesrbss
employment range.

While the distribution of establishments across several employe@sgesrprovides a

useful insight into the general structure of the local business environment, it doetenbthref
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role that large businesses with several hundred employees can have on the local.eGanom
take into account the potentially disproportionate impact of large firmsghéviiie number of
establishments in each size category by employment size. In weidtgingrber of
establishments in each range by the number of people employed by those estatdishm
provide a more accurate picture of the local business climate. Figure 2rat#sishe share of
employment by business size category in 1990. The new employment weighbdidlenent
distribution in figure 2.2 is much more uniform in shape. The employment share pgesefur
each of the size categories are presented in Section B of table 2.1.

Following Loveridge and Nizalov (2007), | use the employment-weighted isbiaiant
distribution across the nine business size categories as a starting pawpldang the role of
firm size on economic development, thereby exploring the validity of the entezpial
pipeline theory. Empirically, | regress aspects of economic developnmeplbfenent growth
and per-capita household income growth) on the employment shares across busickEsssize

It is also helpful to represent the employment share distribution in a mon@@aiiis
way. To accomplish this | use several well-known indices from the econbiaiasure that
measure the inequality of a distribution. First, | construct an indeJasitaia Gini coefficient
for the employment share distribution. The index shares similarities to a Giiicieog,
because it is a bounded measure of deviation from a uniform distribution, and is agrbstic t
optimal distribution. The index is represented in equation (2.1a) as one half the sumutéabsol

deviations of employment shares in each category from a uniform distribution (11.1%)
1 9
Uniform Index =5 in —11.1‘%+ (2.1a)

=1

To interpret the index within an empirical framework, it is important to note that the
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index represents the extent to which a county deviates from a uniform distribution of
employment across business size categories. Thus, a larger value fdethimdhicates that the
current distribution of employment across size categories is more unequahd&hesi useful

for examining whether a uniform distribution is optimal for county level econorowthr If a
uniform distribution is optimal, then a larger value of the index would correspond négtdive
economic growth, andce versa. Section C of table 2.1 shows that, for U.S. counties in 1990,
the average index is 23.2%. The value of the index ranges from 12.7% to 67.1%.

The index described in equation (2.1a) sets up a straw-man hypothesis that the grow
enhancing distribution of employment across business size categories imurioamining the
coefficient on the uniform index in an empirical model then provides a test of this hypothes
There are several shortcomings of the straw-man hypothesis of unifofansy, the index treats
all deviations (positive and negative) the same. Second, it does not shed further light on the
debate between small versus large firms and economic growth. To contribusediebidiie |
modify the index proposed in equation (2.1a). Specifically, | consider a hypothesihtghaer
share of employment in large firms is growth enhancing. | also @esaeilar modified index
for small firm sizes. The index in equation (2.1a) is modified to equations (2.1b) and (2.1c) in

the following way:

9 2
High Uniform Index=% Z‘xi —14.30/4>+% Z‘xi —O{ (2.1b)
=3 i=1
1 ! 1 J
Low Uniform Inde =3 Z‘xi —14.3‘%++§ Z‘xi —O‘ (2.1c)
i=1 i=8

where the High Uniform Index is the summation of deviations from a uniformbdison for

the seven largest employment size categories. Similarly, the Lowrbnifhdex is the
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summation of deviations from a uniform distribution for the seven smallest empibgine
categories. Thus, the High Uniform Index assumes that firms in the drsakesategories have
little influence on economic growth, anite versa. The distribution described in equations
(2.1a) — (2.1c) are shown graphically in figure 2.3.

Furthermore, | test the robustness of the Gini-coefficient inspired sdicalso using
the Atkinson index of inequality (Atkinson, 1970). The Atkinson index is defined by equation

(2.1d),

¢ %—5

X

Atkinson Index =1- (2.1d)

Zl~
I |—

N
2
=1

whereN is the sample size;i is the employment share in categgr¥ is the average

employment share size, apds a inequality preference parameter. The Atkinson index was first
developed as an alternative to the Gini-coefficient to measure income iteqQale key

difference between the two indices is the parameterhich measures aversion to inequality. A
larger value for the parametgrsuggests a higher degree of aversion to an unequal distribution.
Similar to the alternative indices described above, a larger (smaidlag of the Atkinson index
implies the employment share distribution is more (less) unequal. In theiarihat follows, |

use two inequality aversion parameters suggested by the literatuseédgecancq and

Decoster, 2009): .5 and 2.

2.3 Regional growth model
| use a simple model of regional economic growth to frame the productivity gains
suggested by the entrepreneurial pipeline theory on local employment and |alpoe.inthe

model focuses on employment and income, because of their importance to polisymaker
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(Hammond and Tosun, 2011), and to keep with the previous literature on the entrepreneurial
pipeline theory. In the next section, on the empirical specification, | discugsafdahe

limitations of the following theoretical model and empirical techniques to actmuiiem. The
regional economic growth model follows Glaeser, Scheinkman and Shleifer (199%)tal et

output in county at timet equal Yit’ which is a function of county technolog)piit and

employmentLit:

_ a
Yie = Akt (2:2)

The Cobb-Douglas production function in equation (2.2), whet#, is the same across all
counties. The marginal product of labor yields worker’s labor inccwp[e; aAItLﬁ‘ ~1 The
utility for households in countyat timet is the product of labor income and a quality of life

index denoted_i_t’lzit. A > (0 represents the negative consequences of increasing county size,

such as higher housing prices and congestion externalities, among other factarslityl fse

described by the following equation:
_ a—-A-1
U()=0A Z L (2.3)

Households are allowed to move freely across counties, such that in equilibtitymviitibe

constant across space at any point in time. Thus, the utility in each countyteghal
reservation utilitinrt at timet. Itis convenient to take logs and differences of equation (2.3) to
reveal growth rates.
r r_ B B . B
inU!'_, ~Inu! _(InAIt_l InAIt)+(InZit_1 InZit)—i-(a p 1)(In Ly InLit) (2.4)

The growth in utility is made up of productivity growth, growth in regional qualityfefand

employment growth. Furthermore, assume that growth in quality of life, and pratyugptowth
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are determined by observable county level characteristics at the bziaismadainelenotedXi ¢ and

unobservable county characteristic,ui;t ] and cjl t+1 respectively such that:
AL~ A =X 7+ (2.5)

NZii 11 7INZ = X510+ G 4 g (2.6)

The coefficienty is the effect of observed county characteristics (from the baseline tirnd pe
t), such as the firm size distribution, on productivity growth in coubstween time periods
andt+1. By substituting equations (2.5) and (2.6) into the reservation utility equatiand4)
rearranging terms, it is possible to obtain an equation describing employmdabar income

growth as a function of county characteristics:

L., -InL :(X'it(y/-i- 9))/(1%— 2) 2.7)

+77it+1

| “Inw, :(X'it(/17+ aé’—@))/(l-i-/l—a)

Wit 17 "MW (2.8)

+Vit+1

: 8 ..
where Tt 41 and v; are error terms uncorrelated with county characteristiddore

t+1
generally changes in county employment and labor income can be thought ohesamfof the

county characteristics:

NLip g —-Inby = X5 B+ 14 (2.9)

anit+1_|nWit:Xitﬂ+‘9it+1 (2.10)

8 The error terms in equation (2.7) and (2.8) are defined as:
1

- - _ r _ r
77it+1_(1+,1_a)(l//it+l+§it+l ('”Uit+1 InUit)J
and

__ 1 , r))
Yit+17 1+ 1-a) (’Wit G a)[aniHl_anit
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In each equation/ is a vector of coefficients to estimate that include determinants of

productivity, andgit is an error term. Equations (2.9) and (2.10) show the conventional

+1

cross-section growth model, where the dependent variable is a growthdadke @ontrol
variables represent the initial conditions or baseline time period. Equations (2(2)18)d

serve as the basis for the empirical models to follow.

2.4 Empirical specification

The regional growth model presented above is used primarily to motivate the emmnect
between county-level productivity gains and growth in employment and incom®&. Thi
connection is particularly useful considering the agglomeration benefiteseddy the
entrepreneurial pipeline theory. Equations (2.9) and (2.10) are the basis for theatmpirk
that follow. The models are also consistent with commonly used reduced form reggoovih
models stemming from Steinnes and Fisher (1974) and Carlino and Mills (1987). Trdglitional
the Steinnes and Fisher and Carlino and Mills models have focused on employwint gr
However, Deller et al. (2001) expanded the reduced form version of the Carlino & ({LBBI7)
model to include income. The authors argue that income helps to trace out the regwtial gr
process and capture job quality (measured by income levels).

Both the empirical literature and economic theory suggest that employmeantamnck
adjust to equilibrium levels with a substantial lag (e.g., Mills and Price, T384no and Mills,
1987; Boarnet, 1994; Duffy, 1994; Duffy-Deno, 1998; Henry et al., 1999; Aronsson et al., 2001;
Deller et al., 2001; Edmiston, 2004; Barro and Sala-i-Martin, 1991, 1992; Higgins et al., 2009).
For example, neoclassical growth theory suggests that income growthreatesyatively related

to the initial per-capita income levels, due to decreasing returns to capitaliarig,
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disequilibrium in employment growth rates tend to be persistent due to frigtiomsility of
households and firms. To account for this | incorporate a partial adjustment frpaesisiding
the initial employment and income levels (i.e. tihm the county-level observed

characteristic@(it. To mitigate endogeneity issues for all the explanatory variablesjritiake

time period values (i.e. tintg for the explanatory variables. This has become common practice

in regional growth models. Finall%itincludes the same explanatory variables for both income

and employment growth, which incorporates industry structure variablesaimirgrg the
entrepreneurial pipeline theory.

OLS estimates are based on the assumption that the error terms froentiftamties
are independent. However, the regional factors that affect household and finonde@king
along with income growth are likely to display spatial autocorrelation (Ans03, 1988).
For example, unobserved factors in neighboring locations could be correlatedseopcktical
boundaries often do not necessarily correspond to economic regions. Thus, assuming that the
error terms in the spatially organized data are independent may be oveidgivestt allow the
disturbances to be spatially autocorrelated by using a spatial error me8abé and Pace,
2009). | assume that the disturbances are generated by the spatial priocegsation (2.11):

c (2.11)

t:pr,[+u

t

W is a minmax-normalized spatial first-order contiguity matrix of tymdxanentwij.

Normalization is accomplished by dividing by the minimum of the largest row sdracdumn

sum of matriXW. p is a vector of parameters to be estimated, and the vector of erroruterms

is assumed to be identically and independently distributed with mean zero and vaf?iarm

estimate equations (2.9) and (2.10) with spatially autocorrelated erreratgehby equation
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(2.11), | use a Method of Moments estimator detailed in Drukker et al. (2010). motken
two-stage least squares procedure also outlined in Drukker et al. (2010) is used for the

employment growth equation.

2.5 Data

Regional economic theory suggests that firm location decisions are infiLieytecal
business conditions, the supply of inputs, government policies, and distance or avaikability o
markets for goods and services (Deller et al., 2001). These broad groupsanatxpl
variables are also among the explanatory variables thought to influenmealegcome growth
(e.g. Higgins et al., 2006, Higgins et al., 2009, Rupasingha et al., 2002). Thus, to remain
consistent across the regional income and employment growth models, | useghe sam
explanatory variables in each. The data come from the County City Data Boakniic
Research Service of the U.S. Department of Agriculture, and the County Busittesss?
After removing counties with missing data, 3,046 usable observations for the cahtithént
were left. Table 2.2 provides descriptive statistics and the source for emtitevased in the
analysis.
2.5.1 Dependent variables

The dependent variables in the empirical analysis are the per-capita igastie from
1990-2000 and the employment growth from 1990-2000. Both of the dependent variables are
measured as the natural log difference between the two time periods. Tinaeopsce index
from the Bureau of Labor Statistics is used to adjust income levelsrt@9@@ prices.
2.5.2 Independent Variables

The independent variables in the empirical analysis include local businessormdite
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supply of inputs, the local government, and the availability of markets for goods ameésenvi
use the initial conditions (i.e. year 1990 values) for the independent variabtesidibe argued
that some of the control variables are not truly independent. Nonetheless, usihganditions
reduces the endogeneity problem for analyzing employment and income grdwtlsonirol
variables and categories used here are in line with those used in sexkesl st the regional
determinants of economic growth (e.g. Deller et al., 2001).
Local Business Conditions

A wide variety of variables are used to proxy the overall local business conditians
region. Among these variables are aspects of the firm size distributioi, avbiproxies for the
entrepreneurial pipeline theory as well as variables controlling for inddsicfise and

agglomeration.

. Firm Size Distribution Indices 1990

. Employment Shares by Establishment Size Categories 1990
. Percent Employment in Agriculture 1990 (AG EMP)

. Percent Employment in Manufacturing 1990 (MAN EMP)

. Percent Employment in Services 1990 (SERVICE EMP)

. Percent Employment in Trade 1990 (TRADE EMP)

. Establishment Density 1990 (EST DENSITY)

~No olh, WN PR

Supply of Inputs
The supply of inputs is intended to capture the ability of the regional market to pgmhase
and services. This category contains variables that measure the level of apitelnand local

labor market conditions.

1. Percent Population 25-44 1990 (POP 25-44)
2. Percent College Degree or higher 1990 (COLL PLUS)
3. Unemployment Rate 1990 (UNEMP)

Gover nment
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Local governments use taxes to finance local infrastructure and publiesertdigh
personal and business taxes are often thought to be detrimental to local ecoonwstiic gr
However, the services that governments provide from tax revenue are often thosgiptovita
enhancing. | use two variables to represent these alternate views of thefdffeal

government on economic growth.

1. Property Taxes Per Capita 1992 (PROP TAX)
2. Total Government Expenditure Per Capita 1990 (TOTAL GOVT EXP)

Markets
The variables in this category are used to capture the factors that infloert=srand side of
regional markets. In particular, | use demographics to control for the regmmimption

ability and demand for goods and services.

1. Population Density 1990 (POP DENSITY)

2. Percent Urban 1990 (URBAN)

2. Percent Population White 1990 (POP WHITE)
3. Percent Population Over 65 1990 (POP 65+)
4. Percent Population 5-17 1990 (POP 5-17)

It is common practice in the literature (and for ease of interpretationg toomsrol
variables that are in percentage or per-capita terms. Thus, each of the indepamieint
variables listed above enter the empirical model as levels, and in turn can oftarreted
akin to elasticities. The exceptions to this are the initial conditions for emplayand per-

capita income. The initial conditions of employment and per-capita income len&mnpirical

model as natural logs.

2.6 Reduced form estimation results
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Table 2.3 presents estimates of the reduced-form employment and income goaleth m
in equations (2.9) and (2.10) when using the shares of employment by businesegatesat
Tables 2.4 and 2.5 displays estimates of the 3 Gini coefficient inspired indsocetdd by
equations (2.1a) — (2.1c), and table 2.6 shows the Atkinson index from equation (2.1d). Overall,
the results suggest that the business size distribution is a significantidaterai employment
and per-capita income growth. Many of the estimated coefficients in eacioadqurat
statistically significant, and the measures of the distribution are jilgghyficant in all
specifications. Furthermore, the models allow for spatial autocorrelatiba gidturbances
through the parameter The results in all specifications reveal positive and statistically
significant values fop. A positive estimate fgp indicates that random shocks to both
employment and income growth in counig also correlated with a shock to contiguous
counties.

The effect of the business size distribution on economic growth is evaluated in
complementary ways in tables 2.3, 2.4, 2.5 and 2.6. First, table 2.3 shows estimatdhavher
employment shares are included as an explanatory variable. Columns 1 and 2 disgdfagtthe
on employment growth, and column 3 and 4 considers per-capita income growth. deing ea
employment share category as an explanatory variable allows me tmexamrole of the
broader distribution. | am restricted to using the size categories rkpottee U.S. Census
County Business Patterns. Although these categories do not provide the complete siz
distribution of firms, they nevertheless are sufficiently detailed gomesent a good
approximation of the full range of business sizes in the U.S.

In table 2.3, the first two columns display estimates for the reduced form modelgatopos

by equation (2.9). The estimates for the employment shares show the effesaajinal change
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of an employment share in comparison to the omitted category (firms with 1,0003yepg)l
The results in table 2.3 verify previous research on the importance of smallskasiaad
micro-enterprises for employment growth (e.g., Deller and McConnon, 2009jrRcet al.,
2000). In column 2, when adding the control variables, all of the coefficients of theyameplo
shares are statistically significant for employment growth. A comnagariefor columns 1 and
2 is that magnitudes of the effect are the smallest at the largesiasn ©n the other hand, the
estimates shown in columns 3 and 4 suggest that the small firm size catbgoeidittle or
negative effect on per-capita income growth. Thus, on average, a county increashayehef
its employment accounted for by small businesses may spur employment growtlvebait ha
minimal influence on per-capita income growth.

The estimates in table 2.3 suggest an important difference between emylgyoveh
and per-capita income growth. The employment growth model shows that incithasshgre
of small firms, on average, will provide the largest benefits for employmenttgral his
suggests that the distribution with a higher proportion of small employers (@gdakc) might
be growth-enhancing for employment. On the other hand, regional income growlftslibae
most from medium sized firms (10 — 19 to 100 - 249 employees). This result is cungidie
the literature that suggests that small firms create jobs, but the jotedareamall firms receive
relatively low wages. Both sets of results suggest that large firms affiestive for
employment and income growth.

In tables 2.4 and 2.5, | present results for the specification in which the busieess siz
distribution is represented by the Gini coefficient indices shown in equatibe) & (2.1c). The
results for the control variables are qualitatively and quantitativeljesiacross models.

Therefore, in tables 2.4 and 2.5 | suppress the values of covariates to focus amttesekir
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the three indices. The estimates for the control variables for each modelrusidgyacan be

found in table 2.A1 of the appendix. Following Loveridge and Nizalov (2007) and Komarek and
Loveridge (under review) | use each index and the index squared as explanatdmgsal

positive (negative) coefficient for an index variable implies that deviatorg {heading

towards) the specified distribution of employment share categories avthgmohancing. That

is, a positive coefficient suggests that the initial hypothesis is not optimeddaomic growth.

The quadratic index term suggests whether the effect of the deviation fromftrenuni

distribution is increasing or decreasing.

Using the indices outlined in equations (2.1a) — (2.1c) can help to shed light on the role of
the business size distribution. Furthermore, the indices weigh in on the debatnhatiaes
advocating for either small or large firms. In the reduced-form emplatygrewth model, the
coefficients for the indices hypothesizing a uniform distribution (equation 2.1a)gimd hi
proportion of large firms (equation 2.1b) are positive and statistically signtfi This suggests
that employment growth increases as the employee share distribution mayesen either a
large firm dominant or uniform distribution. However, the low uniform index (equation 2.1c)
suggests the opposite result for employment growth, with an estimatedieaéffic-.6. This
suggests employment growth increases with an employment share dmtrimricentrated with
firms in the small size categories. Furthermore, the low uniform indexestjitexm is negative
and statistically significant, which means that the benefits to econeawtigfrom moving
towards a small firm size skewed distribution are increasing. The péa-cagpme equation
suggests a similar effect as the uniform and high employment results. imcdhee growth

equations, the estimates are positive and statistically significatitefamiform and high-firm-
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skewed distribution. Again, this suggests that deviations from these distributiorsepes-
capita income growth.

The Atkinson index provides an alternative measure of the inequality of &wlistni,
and is useful for testing the robustness of the entrepreneurial pipeline théeryestlts for the
Atkinson index are shown in table 2.6. Similar to the previous Gini coefficient restitgher
value of the Atkinson index relates to a more unequal employment share distribution. The
Atkinson index also benefits from having an inequality aversion parametefe twhiAtkinson
index does not provide further insights into the employment and income growth implicdtions
large and small firms, nonetheless, it does allow for varying levels of ingquahrger values
of the inequality aversion parameter mean the Atkinson index is more aversejtiesenan
unequal distribution. The results in table 2.6 use two different levels of aversmaytality.
Columns 1 and 2 use an inequality aversion parameter of .5, while columns 3 and 4 use an
Atkinson index that is relatively more averse to an unequal firm size distributioa w
parameter of 2. The results in table 2.6 support the previous Gini coefficieid.resul
particular, they show that employment growth increases with a more uneqlayerant share
distribution for both types of inequality aversion parameters.

By comparison, in a study limited to the state of Michigan, Loveridge aradd\i£2007)
find a positive coefficient for a similar employee-share index for both inemdemployment
growth, suggesting that deviating from the uniform distribution is optimal. Téysha a result
of Michigan’s special character as a state with massive concentratargensicale but declining
manufacturing firms. The Loveridge and Nizalov study differs frontthieent research in
several ways. First, the current study examines the continental U.S., velileugrwork

examined a specific state. Second, they consider annual growth rates, whigrem#éesshort-

55



run relationship between the size distribution and growth. This study considers gcgrawth
over a longer time period (1 decade). Third, the current study allows for aamgke of
covariates to control for heterogeneity in economic growth.

Next, | move on to examining the control variables in columns 2 and 4. In both the
employment and income growth models, the initial conditions (LN EMP and Oy Wére both
negative and statistically significant. This suggests that for incomengpidyanent, higher
levels in 1990 tend to result in lower rates of growth from 1990 to 2000, all else equal. These
results are consistent with neoclassical growth theory, which preaittegions with initially
lower incomes “catch-up” by having higher income growth rates overtime.

The firm size distribution, discussed above, in part controls for the local industry
structure. | also included the proportion of employment in several types of insluskoieg with
the establishment density, to control for the local labor market and industry sruthe
estimates show that larger initial shares of employment in the senddeaale industries yield
elevated employment growth, while manufacturing and service indugtdesle the lion’s
share of influence on per capita income growth. The estimate for thaststabit density
variable did not show a statistically significant effect on employmentt gppears to influence
per-capita income growth positively. It is possible that, on average, margncaeasing the
establishment density could increase efficiencies through competition dodhagation
spillovers. Thus, the productivity gains would be likely to go to employees bygltpin
incomes, but would not affect employment growth.

| control for the supply of inputs and human capital by including the percentage of the
population that is of young working age, the percent of population with a bachelor’s degre

higher, and the unemployment rate. Higher levels of both young and college-educated
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population are associated with increased levels of employment and incostle. giiowever,

the unemployment rate in 1990 does not seem to influence either income or emplyryvwémt
over time. Finally, the remaining demographic variables control for the adfilibe labor

market to produce goods as well as earn income. The results show that urban counties and
counties with a higher percentage of white residents tend to have highén gutes of

employment and per-capita income.

2.7 Employment growth robustness check

Regional economic theory highlights an important consideration for employment
growth that is understated in the theoretical model displayed in sectioriT2&theory is
based on the interplay between households choosing to locate in pursuit of utility, and
firms based on profits. It suggests that population and employment are interdependent
due to the mobility of people and firms. This results in the classic problem of whether “people
follow jobs” or “jobs follow people.” To account for this regional theory suggestg @asin
simultaneous equations model for population and employment. In practice, the regional
adjustment framework of Carlino and Mills (1987) has become a workhorse in the fegiona
economic growth literature, and has generated a variety of extensionsolg@anir(2010) for
an overview of the approach, critique, and extensions.)

| estimate reduced-form versions of the growth models in equations (2.9.204 (
Nonetheless, since regional economic theory suggests that employmetht gmavpopulation
growth are simultaneously determined, | also use a two-stage leagtssGMM estimation
procedure to estimate employment growth. Furthermore, the estimatids etlewV the

disturbances to be spatially autocorrelated following equation (2.11). Regionaha&c theory
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suggests that valid instruments for population growth should be based on the household utility
and subsequent location decisions, as well as on population growth factors. | usle sever
instrumental variables to identify population growth in the employment grayuétien. In
particular the variables used to identify population growth are the numbethsf per 1,000
residents, a natural amenity index, median monthly homeownership costs, the giercent
residents in poverty, per-capita local expenditures on fire and police, and parloealit
expenditures on education. More details about each of these variables can be fouaig.tabl
Table 2.7 presents results that take into account the potential simultateieb
employment growth and income growth. The first column shows OLS estimakesfokt stage
(population growth) regression, while the second column displays results usin§ &28U
estimation procedure. Both sets of results in table 2.5 use the employmestbshamsiness-
size categories as explanatory variables. First, the resultaimmd show that several of the
instrumental variables are statistically significant at the 1% Ievexplaining population
growth. In addition, since there are more instruments than needed to idenéfggloyment
growth equation, | use a statistic following Hausman (1983), to test the yalidite

instruments. The results of the test suggest that the employment equation is afgbyopri

. - . . 9
identified, because the orthogonality assumption cannot be rejected

The estimated coefficient for population growth variable in column 2, which uses a 2SLS
estimation procedure, is positive and statistically significant. Thidtriesonsistent with

economic theory for regional adjustment models. Controlling for simultanaiebe

9 This Hausman test statistic is obtained\ﬁjz, whereN is the sample size ari@u2 is the
usual R-squared of the regression of residuals from the second-stagdieston all included
and excluded instruments. The statistic has a limiting chi-squared distributtrodegree of
freedom equal to the number of over-identifying restrictions, under the asspeuodctation of
the model.
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population and employment growth does not change the estimated coefficiehésdontrol
variables in a meaningful way. The pattern for the employment share vaimbtmsistent with
those shown in table 2.3. The positive effect on employment growth of marginafigsimg an
employment share class decreases, as firm sizes get larger. iHdaweweagnitudes of the

employment share coefficients for the 2SLS model are smaller thardtieedeform model.

2.8 Conclusion

The effect of the business size distribution on per-capita income and employowettt g
is estimated using cross-sectional growth models with U.S. county datd %@0v000. The
business size distribution is measured in several ways. First, the distrilsutheasured as the
share of employees across nine establishment size categoriesgedtoammicro firms (1-4
employees) to large firms (1000+ employees). Second, | use several indicessnopausly
include indices into the empirical model. | use three indices (similar toix@ifficient) are
used that measure deviation from a specified distribution. 1 also use the Atkidsarof
inequality. The results show that the business size distribution has a signifipact on county
level growth patterns. Most notably, the employment shares in small firmaseceployment
growth, but have no influence on income growth.

As one might expect, the implications for policy vary depending on the objectives of the
policy maker. The current emphasis on entrepreneurship seems well placewbfal palicy,
especially in view of the high level of unemployment. Programs to foster Iboginess start-
ups, or to encourage succession from non-employer to small employer, mayroeajebs
than strategies that focus on enhancing the performance of larger-segbeisgg. Policies to
enhance small-scale enterprises should be matched with increased emphadisatingthe

effectiveness of the various competing techniques and programs designeertstéwsups or
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growth of early-stage firms. These activities can increase emplay thereby reducing the
costs of income support programs, and set the stage for the next phase of the apomttty’s

After national employment recovers, it may be more effective to shiértiphasis of
policy away from entrepreneurship, toward fostering greater efficienieyesnational market
share in large-scale enterprises, to meet policy goals of income grawtmd growth in this
phase can help supply start-up capital for new firms when the national econormsyaenteer
period of higher unemployment. | should emphasize that | am articulating théondéexibility
in emphasis, rather than an exclusive focus on one set of policies over the otremidjues
for assisting small firms are ignored in times of low unemployment, itoaitlifficult to
reconstitute them when they are needed. Similarly, completely ignbengeeds of larger firms
in times of high unemployment is likely to deepen an economic downturn.

Finally, this study represents a national perspective. States or re@grisdthat their
structure varies substantially from the national allocation of employmergsaousiness size
classes. A local structure that is different from the nation will likeldd & different policy
conclusions. As noted earlier, the prior work by Loveridge and Nizalov (2007) indicated that
both income and employment would be well served through an increased emphasis on smaller
businesses. This conclusion flows logically from Michigan’s history oft gugzess in large-
scale manufacturing. Large-scale manufacturing drew talent awrayother types of
enterprises. As employment in large-scale manufacturing declined, sowrthiea stronger
entrepreneurial base were likely able to recover employment and incora@unckly than
counties whose employment base was so tied to big companies. State and localgl@is
are therefore advised to replicate this analysis for their own region, laefjoisting their

economic development strategies to take full advantage of my contribution.
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Table 2.1. Descriptive Statistics of the Business Size Distribution

Std.
Size Groups (Employees) Mean Dev. Min Max Source*
A. Establishment Share (%)
1-4 59.67 6.68 40.91 100.00 CBP
5-9 19.83 3.06 0.00 50.00 CBP
10-19 10.82 2.55 0.00 33.33 CBP
20-49 6.17 2.20 0.00 13.33 CBP
50-99 200 1.02 0.00 11.11 CBP
100-249 1.07 0.74 0.00 8.11 CBP
250-499 0.29 0.32 0.00 2.78 CBP
500-999 0.11 0.18 0.00 2.44 CBP
1,000 + 0.04 0.09 0.00 0.87 CBP
A. Establishment Share (%)
1-4 6.67 4.31 1.45 61.54 CBP and CCDB
5-9 10.37 4.74 0.00 62.50 CBP and CCDB
10-19 10.88 4.30 0.00 62.50 CBP and CCDB
20-49 11.63 4.04 0.00 44.44 CBP and CCDB
50-99 9.08 4.50 0.00 53.19 CBP and CCDB
100-249 8.97 5.67 0.00 42.02 CBP and CCDB
250-499 5,60 6.02 0.00 38.52 CBP and CCDB
500-999 391 6.12 0.00 68.92 CBP and CCDB
1,000 + 2.63 531 0.00 48.16 CBP and CCDB
C. Size Distribution Index
Uniform Index 24.08 8.26 12.75 75.19 CBP and CCDB
High Uniform Index 26.92 6.78 17.28 66.96 CBP and CCDB
Low Uniform Index 2190 596 12.67 68.84 CBP and CCDB
Atkinson Index (.5) 15.87 44.18 0.29 35.02 CBP and CCDB
Atkinson Index (2) 77.03 3299 5.15 98.88 CBP and CCDB

*CBP is the County Business Patterns and CCDB is the County and City Data Book.
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Table 2.2. Descriptive Statistics

Variable Code Variable Description Mear5td. Dev. Source
GREMP Employment Growth 1990-2000 17.54 16.49 CCDB
Per Capita Income Growth 1990-
GRINC 2000 16.09 9.79 CCDB
GRPOP Population Growth 1990-2000 9.65 13.29 CCDB
AG EMP Percent Employment Agriculture 1260 10.61 CCDB
Percent Employment in
MAN EMP Manufacturing 14.61 10.65 CCDB
SERVICE EMP Percent Employment in Services 20.31 6.86 CCDB
TRADE EMP Percent Employment in Trade 18.65 4.70 CCDB
EST DENSITY Establishment Density 557 67.65 CBP
POP 25-44 Percent Population 25-44 29.26 3.40 CCDB
Percent Population College Degree
COLL PLUS + 13.37 6.40 CCDB
UNEMP Unemployment Rate 6.18 2.93 CCDB
PROP TAX Property Tax Per Capita 544.38 403.87 CCDB
TOTAL GOVT Total Government Expenditure Per
EXP Capita 5299.87 2327.06 CCDB
Population Density (per square
POP DENSITY mile) 202.56 1429.71 CCDB
URBAN Percent Urban 26.33 44.04 ERS
POP WHITE Percent Population White 87.56 15.33 CCDB
POP 65+ Percent Population Over 65 14.98 4.32 CCDB
POP 5-17 Percent Population 5-17 19.79 2.67 CCDB
BIRTHS Births per 1,000 Residents 1458 3.00 CCDB
NAT AMENITY Natural Amenity Index 0.04 2.29 ERS
HOMEOWN Median Monthly Homeownership
COST Cost 236.03 96.30 CCDB
POVERTY Percent Population in Poverty 16.31 7.76 CCDB
Per Capita Expenditure Fire and
FIRE POL EXP Police 103.55 68.98 CCDB
EDUC EXP Per Capita Expenditure Education 945.16321.34 CCDB
LN EMP Log Employment 9.37 142 CCDB
LN INC Log Per Capita Income 9.60 0.21 CCDB

*CBP is the County Business Patterns: U.S. Census, CCDB is the County and &ity Dat

Book: U.S. Census and ERS is the Economic Research Service: USDA
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Table 2.3. Regression Results: Employment Share

1) 2) 3) (4)
Employment Employment Income Income
VARIABLES Growth Growth Growth Growth
SHARE 1-4 0.2177** 0.623*** 0.0079 -0.010
(0.108) (0.108) (0.063) (0.066)
SHARE 5-9 0.127 0.380*** -0.1211**  0.020
(0.095) (0.090) (0.056) (0.054)
SHARE 10-19 0.125 0.231*** 0.1201** 0.208***
(0.084) (0.082) (0.049) (0.050)
SHARE 20-49 0.472*** 0.293*** 0.1578***  (0.125***
(0.077) (0.075) (0.045) (0.045)
SHARE 50-99 0.324*** 0.248*** 0.1650***  0.105***
(0.067) (0.063) (0.039) (0.038)
SHARE 100-
249 0.302*** 0.225*** 0.2003***  (0.133***
(0.062) (0.058) (0.037) (0.035)
SHARE 250-
499 0.136** 0.157*** 0.1107**  0.079**
(0.059) (0.054) (0.034) (0.033)
SHARE 500-
999 0.148*** 0.139*** 0.0413 0.027
(0.056) (0.052) (0.033) (0.031)
AG EMP 0.082* 0.010
(0.049) (0.030)
MAN EMP 0.098** 0.104***
(0.042) (0.026)
SERVICE EMP 0.267*** 0.141%**
(0.050) (0.031)
TRADE EMP 0.396*** -0.001
(0.074) (0.045)
EST DENSITY 0.009 0.022%*
(0.007) (0.004)
POP 25-44 1.148*** 1.043**=*
(0.167) (0.102)
COLL PLUS 0.612*** 0.488***
(0.078) (0.047)
UNEMP 0.130 0.009
(0.126) (0.077)
PROP TAX -0.007*** -0.001
(0.001) (0.001)
TOTAL GOVT
EXP -0.001*** -0.001***
(0.000) (0.000)
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Table 2.3. (cont'd)

1) 2) 3) (4)
Employment Employment Income Income
Growth Growth Growth Growth
POP DENSITY -0.001* -0.001***
(0.000) (0.000)
URBAN 0.039*** 0.020***
(0.008) (0.005)
POP WHITE 0.108*** 0.066***
(0.026) (0.016)
POP 65+ -0.129 0.532%**
(0.148) (0.091)
POP 5-17 0.499*** 0.282***
(0.167) (0.102)
LN EMP 1990 -0.007*** 0.002
(0.002) (0.001)
LN INC 1990 -0.677** -1.459***
(0.153) (0.094)
Constant 1.0256 -58.769*** 10.091**  -27.214***
(2.721) (8.960) (1.597) (5.465)
Rho .7041%** .738*** 514%** .605***
(0.040) (0.045) (0.043) (0.047)
Observations 3,046 3,046 3,046 3,046

Standard errors in parentheses
** p<0.01, ** p<0.05, * p<0.1
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Table 2.4. Regression Results for Gini Coefficient Indices: Employment

Growth
(1) (2) 3)
Employment Employment Employment
VARIABLES Growth Growth Growth
UNIFORM INDEX 0.337**
(0.151)
UNIFORM INDEX
SQ -0.003
(0.002)
HIGH UNIFORM
INDEX 0.544**
(0.267)
HIGH UNIFORM
INDEX SQ -0.006
(0.004)
LOW UNIFORM
INDEX -0.608***
(0.179)
LOW UNIFORM
INDEX SQ 0.009***
(0.003)
Constant -50.575*** -54.015*** -34.601***
(8.982) (9.603) (9.126)
Rho 633 *** .633*** .B25***
(0.045) (0.044) (0.045)
Full Set of Covariate Yes Yes Yes
Observations 3,046 3,046 3,046

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Table 2.5. Regression Results for Gini Coefficient Indices: Income

Growth
(1) (2) )

Income Income Income
VARIABLES Growth Growth Growth
UNIFORM INDEX 0.480***

(0.090)
UNIFORM INDEX
SQ -0.009***

(0.001)
HIGH UNIFORM
INDEX 0.742***

(0.160)
HIGH UNIFORM
INDEX SQ -0.01***
(0.002)
LOW UNIFORM
INDEX 0.119
(0.107)
LOW UNIFORM
INDEX SQ -0.006***
(0.002)

Constant -26.009*** -31.06*** -18.957***

(5.392) (5.783) (5.472)
Rho .708*** B07*** .608***

(0.047) (0.047) (0.047)
Full Set of Covariate Yes Yes Yes
Observations 3,046 3,046 3,046

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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Table 2.6. Regression Results: Atkinson Index

1) 2) 3) (4)
Atkinson .5 Atkinson 2
Income Employment Income Employment
Growth Growth Growth Growth
ATKINSON -0.415 0.681*** 0.352*** 0.784***
(0.631) (0.103) (0.062) (0.103)
AG EMP 0.007 0.074 -0.013 0.164***
(0.030) (0.050) (0.028) (0.046)
MAN EMP 0.066*** 0.008 0.094*+*  -0.013
(0.023) (0.038) (0.023) (0.037)
SERVICE EMP  0.134*** 0.258*** 0.146*** 0.247***
(0.031) (0.051) (0.030) (0.051)
TRADE EMP 0.030 0.521*** 0.051 0.446***
(0.045) (0.074) (0.044) (0.072)
EST DENSITY  0.023*** 0.010 0.021*** 0.008
(0.004) (0.007) (0.004) (0.007)
POP 25-44 1.049%*** 1.204*** 1.025*** 1.221%**
(0.102) (0.167) (0.101) (0.167)
COLL PLUS 0.4820*** 0.639*** 0.503*** 0.679***
(0.048) (0.078) (0.048) (0.078)
UNEMP 0.0236 0.231* 0.030 0.210*
(0.077) (0.126) (0.077) (0.125)
PROP TAX -0.001** -0.007*** -0.001** -0.005***
(0.001) (0.001) (0.001) (0.001)
TOTAL GOVT
EXP -0.001*** -0.001*** -0.001***  -0.001***
(0.000) (0.000) (0.000) (0.000)
POP DENSITY -0.001*** -0.001** -0.001***  -0.008*
(0.000) (0.000) (0.000) (0.000)
URBAN 0.019*** 0.0401*** 0.026*** 0.049***
(0.005) (0.008) (0.005) (0.008)
POP WHITE 0.068*** 0.120*** 0.063*** 0.108***
(0.016) (0.026) (0.016) (0.026)
POP 65+ 0.555*** -0.029 0.524***  -0.019
(0.090) (0.148) (0.090) (0.148)
POP 5-17 0.328*** 0.536*** 0.288*** 0.492***
(0.102) (0.167) (0.102) (0.166)
LN EMP 1990 0.001 -0.008*** 0.002* -0.006***
(0.001) (0.002) (0.001) (0.002)
LN INC 1990 -1.4770%** -0.678*** -1.416**  -0.701***
(0.094) (0.155) (0.094) (0.153)
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Table 2.6. (cont’d)
1) (2) 3) (4)
Atkinson .5 Atkinson 2
Income Employment Income Employment
Growth Growth Growth Growth
Constant -21.1746***  -49.045**  -24.09***  -50.235***
(5.309) (8.713) (5.288) (8.699)
Rho 1.095%** 1.037*** 1.099*** 1.020***
(0.046) (0.045) (0.046) (0.045)
Observations 3,046 3,046 3,046 3,046

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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Table 2.7. Instrumental Variables Regression Results: Employment

Growth
(1) (2)
Population Growth: Employment Growth:
VARIABLES First Stage 2SLS
SHARE 1-4 0.279*** 0.379***
(0.083) (0.084)
SHARE 5-9 0.087 0.283***
(0.070) (0.070)
SHARE 10-19 0.069 0.129**
(0.063) (0.064)
SHARE 20-49 0.142** 0.166***
(0.058) (0.058)
SHARE 50-99 0.085* 0.157***
(0.049) (0.050)
SHARE 100-249 0.164*** 0.128***
(0.045) (0.046)
SHARE 250-499 0.074* 0.114***
(0.042) (0.042)
SHARE 500-999 0.023 0.099**
(0.041) (0.041)
AG EMP 0.213*** 0.071**
(0.035) (0.035)
MAN EMP 0.146*** 0.035
(0.030) (0.031)
SERVICE EMP 0.112*** 0.163***
(0.039) (0.040)
TRADE EMP 0.093* 0.405***
(0.056) (0.056)
EST DENSITY 0.019*** 0.007
(0.006) (0.005)
POP 25-44 0.384*** 0.563***
(0.124) (0.128)
COLL PLUS 0.075 0.485***
(0.055) (0.056)
UNEMP -0.027 0.034
(0.088) (0.086)
PROP TAX -0.005*** -0.004***
(0.001) (0.001)
TOTAL GOVT EXP -0.001*** -0.001***
0.000 0.000
POP DENSITY -0.001*** (0.001)
0.000 0.000
URBAN 0.016*** 0.022***
(0.006) (0.006)
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Table 2.7. (cont'd)

1) 2)
Population Growth: Employment Growth:
First Stage 2SLS
POP WHITE -0.002 0.093***
(0.019) (0.016)
POP 65+ -0.409*** 0.244**
(0.110) (0.110)
POP 5-17 -0.392%** 0.715%**
(0.116) (0.115)
LN EMP 1990 -0.010*** -0.003*
(0.001) (0.001)
LN INC 1990 -0.761*** -0.614***
(0.119) (0.108)
BIRTHS 0.623***
(0.098)
NAT AMENITY 1.791%**
(0.101)
HOMEOWN COST 0.033***
(0.005)
POVERTY -0.318***
(0.050)
FIRE POL EXP 0.007*
(0.004)
EDUC EXP 0.001
(0.001)
GR POP 0.705***
(0.042)
Constant 1.182 10.092***
(7.266) (1.597)
Rho 524x**
(0.043)
Observations 3,046 3,046

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
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Figure 2.1. Distribution of Establishments by Employee Size Categtri®sCounties 1990
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Figure 2.2. Distribution of Employment Across Business Size ClassesCbusties 1990
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Figure2.3.Distribution of Indices
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APPENDIX

Table 2.A1. Reduced Form Regression Results for Indices:

Employment Growth

(1) (2) 3)
Employment Employment Employment
VARIABLES Growth Growth Growth
INDEX 0.337**
(0.151)
INDEX SQ -0.003
(0.002)
HIGH INDEX 0.544**
(0.267)
HIGH INDEX SQ -0.006
(0.004)
LOW INDEX -0.608***
(0.179)
LOW INDEX SQ 0.009***
(0.003)
AG EMP 0.150*** 0.157*** 0.201***
(0.049) (0.049) (0.048)
MAN EMP -0.052 -0.044 -0.042
(0.037) (0.038) (0.038)
SERVICE EMP 0.237***  (0.233*** 0.222***
(0.051) (0.051) (0.051)
TRADE EMP 0.478*** 0.479*** 0.369***
(0.075) (0.076) (0.075)
EST DENSITY 0.011* 0.012* 0.011
(0.007) (0.007) (0.007)
POP 25-44 1.237%*  1.237*** 1.246%***
(0.168) (0.168) (0.168)
COLL PLUS 0.633*** 0.631*** 0.634***
(0.078) (0.078) (0.078)
UNEMP 0.220* 0.209* 0.170
(0.127) (0.126) (0.126)
PROP TAX -0.006*** -0.006*** -0.005***
(0.001) (0.001) (0.001)
TOTAL GOVT
EXP -0.001*** -0.001*** -0.001***
(0.000) (0.000) (0.000)
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Table 2.A1. (cont'd)

1) 2) 3)
Employment Employment Employment
Growth Growth Growth
POP DENSITY -0.001** -0.001** -0.001**
(0.000) (0.000) (0.000)
URBAN 0.037*** 0.037*** 0.036***
(0.008) (0.008) (0.008)
POP WHITE 0.122***  (0.120*** 0.115%**
(0.027) (0.027) (0.026)
POP 65+ 0.009 -0.011 0.031
(0.150) (0.150) (0.149)
POP 5-17 0.551**  (0.543*** 0.569***
(0.168) (0.168) (0.168)
LN EMP 1990 -0.008***  0.008*** -0.008***
(0.002) (0.002) (0.002)
LN INC 1990 -0.778*** 0.781*** -0.791%**
(0.154) (0.154) (0.154)
Constant -50.575*** -54.015*** -34.601***
(8.982) (9.603) (9.126)
rho 633 .633*** .625%**
(0.045) (0.044) (0.045)
Observations 3,046 3,046 3,046

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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Table 2.A2. Reduced Form Regression Results for Indices: Income

Growth
(1) (2) )
Income Income
VARIABLES Income Growth Growth Growth
INDEX 0.480***
(0.090)
INDEX SQ -0.009***
(0.001)
HIGH INDEX 0.7471***
(0.160)
HIGH INDEX SQ -0.013***
(0.002)
LOW INDEX 0.119
(0.107)
LOW INDEX SQ -0.006***
(0.002)
AG EMP 0.045 0.035 0.055*
(0.030) (0.030) (0.029)
MAN EMP 0.073*** 0.079*** 0.0971***
(0.022) (0.023) (0.023)
SERVICE EMP 0.139*** 0.140*** 0.140***
(0.030) (0.030) (0.030)
TRADE EMP 0.017 0.025 -0.027
(0.045) (0.045) (0.045)
EST DENSITY 0.023*** 0.023*** 0.023***
(0.004) (0.004) (0.004)
POP 25-44 1.050%*** 1.051*** 1.048***
(0.101) (0.101) (0.101)
COLL PLUS 0.490*** 0.488*** 0.490***
(0.047) (0.047) (0.047)
UNEMP 0.037 0.025 0.012
(0.076) (0.077) (0.076)
PROP TAX -0.001 -0.001 -0.001
(0.001) (0.001) (0.001)
TOTAL GOVT
EXP -0.001*** -0.001*** -0.004***
(0.000) (0.000) (0.000)
POP DENSITY -0.001*** -0.001*** -0.001 ***
(0.000) (0.000) (0.000)
URBAN 0.022*** 0.021*** 0.021***
(0.005) (0.005) (0.005)
POP WHITE 0.067*** 0.066*** 0.065***
(0.016) (0.016) (0.016)
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Table 2.A2. (cont'd)

1) (2) 3)
Income Income Income
Growth Growth Growth
POP 65+ 0.494*** 0.507*** 0.489***
(0.090) (0.091) (0.090)
POP 5-17 0.270*** 0.290*** 0.2771***
(0.102) (0.102) (0.101)
LN EMP 1990 0.001 0.002 0.002
(0.001) (0.001) (0.001)
LN INC 1990 -1.495%** -1.488*** -1.502%**
(0.093) (0.093) (0.093)
Constant -26.009*** -31.067*** -18.957***
(5.392) (5.783) (5.472)
rho 7075%** B0 7*** .608***
(0.047) (0.047) (0.047)
Observations 3,046 3,046 3,046

Standard errors in parentheses

*** n<0.01, ** p<0.05, * p<0.1
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CHAPTER 3: Growing Fuel and Jobs? The Effect of Ethanol Plants on L ocal Employment

3.1 Introduction

Ethanol production has risen dramatically in the United States since th@ @20ky
(figure 3.1). Several key drivers have encouraged promotion of the biofuel yndGsiarles et
al. (2007) argue that the development of biofuels has come primarily from policy catieiaer
for rural development, energy independence, climate change, and its poseatiahawable

resource. Extensive government intervention at both the state (Cotti and Skidmoreng007) a

federal Ievejl0 (Low and Isserman, 2009) has been used as an impetus to increasing ethanol
production. Consequently, ethanol production in the U.S. is due primarily to social and political
interests and not market forces (Cascone, 2007). Ethanol policies and subsequent production
have a wide array of effects. The academic literature has begun to quangffect of ethanol

on consequences ranging from local implications on residential home values (Hodgep2011

global issues such as climate change (Hahn and Cecot, 2009). In particulannadiérg

(Obama%1 2010; Yacobucci, 2007), political pundits (Bucha%%ul,999), and ethanol producers

10 The original motivation to encourage ethanol was the Clean Air Act of 1963. The purpose
was to use ethanol as an oxygenate in gasoline to reduce carbon monoxidmentdker

major federal policies include the Energy Policy Act of 2005 mandating the use oflidrd bil
gallons by 2012, and the Energy Independence and Security Act of 2007, which indreased t
mandate to 36 billion gallons of renewable fuels by 2022.

11 president Obama (2010) stated: “So there shouldn’t be any doubt that renewable, hamegrow
fuels are a key part of our strategy for a clean-energy future ure foit new industries, new jobs

in towns like Macon, MO and new independence.”

Accessed at <http://www.whitehouse.gov/the-press-office/remarkglpnédarack-obama-
poet-biorefining-macon-missouri>

12 Conservative political commentator Pat Buchanan (1999) stated “ . . . just as | so@port
independence of the family farm, | support a policy of U.S. energy independenicelindts a
strong stand for ethanol. This industry creates 40,000 jobs, ads $12 billion in net farm income
each year...”
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(Poet,13 2012) alike often tout the local development benefits that an ethanol plant has on a
community. Several states even provide incentives to encourage locally ownaddacil
because of the perceived local economic benefit (Hueth and Walker, 2008). However, the
validity of local economic development claims have gone relatively unexplotad academic
literature.

In this paper, | use county-level data from 12 Corn Belt states to examinéttteoétin
ethanol plant on local employment. | use the timing of ethanol plant construatigmaduction
dates to identify the local economic effect of an ethanol plant locating in awatgmndustry
groups collect the location and production capacity of many ethanol plantstfegoE
Producers Magazine, 2012). However, the date (month and year) of construction and production
is not systematically collected by anyone. | use information codléoten multiple sources to
construct a unique county-level panel data set of ethanol plants in 12 Corn Belt Hisiteg a
difference-in-difference identification strategy, | estientite average effect of an ethanol plant
on employment levels. Furthermore, knowing the beginning dates of construction and
production allows me to estimate the dynamic effect of an ethanol plant on theclmcamy.

The dynamic model identifies the entire response function of a local economegtioaaol plant
in a way that previous input-output models are unable to.

The results show a positive and statistically significant employmentphedtiwith the
average employment impact of approximately 125-200 jobs per plant during the production

phase. Conversely, the analysis shows little evidence of a positive econowticesitdting from

13 “A POET ethanol plant has a considerable positive effect on a community. ltrdelitéy
impact during the construction phase and then keeps giving in the form of jobs, taxeeseddc
demand for corn and of course the products it delivers, ethanol, distillers grains and other
environmentally-friendly co-products. Better yet, a POET ethanol plant canldng-term
economic development throughout its community and region.” Accessed at
<http://www.poet.com/inspiration/plants.asp>
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the construction of an ethanol plant. The dynamic estimates suggest that thgemplo
multiplier grows over the first several years of ethanol production, ardsyadbng-run
employment impact of approximately 275 jobs per plant.

Ethanol plants provide an interesting case study as a mechanism for economic
development. In particular, examining the local economic development effectaesbaath
an ethanol plant provides an opportunity to shed light on the more general topic of rural
economic development. Irwin et al. (2010) argue that rural economies should no longer be
considered solely farm or agriculturally dominated areas. Furthermorejtbhoesanote that
manufacturing has become increasingly important in rural areas. ré@a@deb context, studying
ethanol production facilities is useful, because they use a homogenous productiomggchnol
that offers local economic benefits similar to those of any rural manufagpiant of similar
size and high wages (Low and Isserman, 2009).

The majority of local and regional economic impact studies on ethanol faailge
regional input-output models. The input-output models have been well vetted over the years.
However, several studies draw attention to its potential misuse in measureaitgtief biofuel
production (Low and Isserman, 2009; Leistritz and Hodur, 2008; Swenson 2006). Blanco and
Isenhouer (2010) provide the lone exception of a study that uses historic data. The authors use a
econometric model and data from 2005 — 2006 to estimate the effect of ethanol production on
local employment and wages. However, as argued in section 3.2, the author’'sastimati
strategy does not make a convincing case for estimating a causahssig or provide intuitive
results that are useful for understanding the magnitude of the effect. Ituthislsuse historic
data to estimate econometrically the employment multiplier for ethandbkpaer the course of

the ethanol boom from 1990 — 2011 (as depicted in figure 3.1). Using a differencesiarohiéf
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strategy the econometric models are estimated such that they can fretedeintuitively by
policy makers and in the context of the previous input-output results.

The rest of the paper is organized as follows. The next section gives a review of the
literature on the consequences of ethanol policies and production. | then presentdhd data

empirical methods. Subsequent sections describe the results and concludikg.remar

3.2 Literaturereview: impact of ethanol production

In this section, | present a brief overview on the range of effects of ethanol praduct
described in the literature. | pay special attention to the local econonaglopment effects of
biofuel production.

Several studies have used cost-benefit techniques in an attempt to quantifyeataggr
effect of ethanol production. Hahn and Cecot (2009) focus on the benefits of ethanol in reducing
greenhouse gases and energy security. The cost side of the equation includéspietilic
distribution, along with government support programs and pollution. They find that ingreasi
ethanol production to 10 billion gallons yields a negative cost-benefit calculatghtiliion
annually. Furthermore, Du et al. (2009) examine the role of ethanol support programs on
producer and consumer welfare. The welfare analysis shows a totakestial approximately
$0.89 billion.

Alternatively, another line of inquiry examines the implications of ethanol production on
the environment. Ethanol production and consumption has both environmental costs and
benefits. The United Nations Environment Program (2009) provides a review of studges usi
life-cycle analysis for biofuels. In particular, using life-cyahalgsis, Liska et al. (2009) find
that corn ethanol has 48 — 59% lower greenhouse gas emissions than gasoline. ,However

Timilsina and Shrestha (2011) argue that biofuels only reduce greenhouse sgasrenaibsent
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of related land use changes. While greenhouse gases are a significamneanial outcome, it

is also important to consider pollution from agricultural production practiceggpbaarand Wu

(2011) develop an integrated economic and physical model. The authors show that land use and
crop mix changes due to ethanol production will have a large effect on agricptiliuébon.

Similarly, Lankoski and Ollikainen (2011) find that most agricultural producticmi@ogies for
biofuels have negative net environmental consequences.

The effect of biofuel production on local and global commodity prices has been the
subject of a hotly contested debate among academics and policy makers (Rungeaaed, S
2007). While this debate is far from settled, several studies have begun to shexl fight
issues empirically. Research has suggested that ethanol plants incrdagailo¢®cNew and
Griffith, 2005; Ugarte et al., 2007) and natural gas (Whistance and Thompson, 2010jprice
the U.S. Zhang et al. (2010) use time series data to examine the short-run and long-r
relationships between world commodity and fuel prices. The authors do not findesty dir
relationship between fuel and agricultural prices in the long-run. Howevég short-run the
results suggest that sugar, the common world input for ethanol production used in Brazil,
influences other commodity prices. Finally, several studies suggest $hattblanol production
influences international food costs (Tokgoz et al. 2008); however, the extent dethlarety
depend on the staple food grain in a developing country (Elobeid and Hart, 2007).

Economic development in the agricultural sector and in rural areas has been edresider
key driving force behind ethanol policies (Charles et al., 2007). Two studies of netedeal
economic impact techniques to predict the aggregate effect for the agricsdtial in the
United States. The Environmental Protection Agency (EPA 2007) used the Forest and

Agricultural Sector Optimization Model to estimate agricultural incoifiee EPA considers the
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implications of the Renewable Fuel Standard (7.5 billion gallon per year in 2012) dfwkttoyy
Information Administration’s projection (9.9 billion gallon per year in 2012). Basedeon t
United States meeting the Renewable Fuel Standard, the model suggestsiegriccbme will
increase by $2.65 billion, a 5% increase. Similarly, agricultural income woallyi$5.41

billion, a 10% increase, under the Energy Information Administration projectionte gjaal.

(2007) consider a longer time horizon using a dynamic agricultural sectol wittdan
economy-wide input-output model. The authors estimate that a steady increaseah etha
production between the years 2007 — 2030 will lead to a cumulative gain in net farm iicome o
$210 billion. Neither the EPA (2007) nor Ugarte et al. (2007) estimate the aggrdgetefef
ethanol production on employment.

The majority of research that predicts the effect of ethanol production ondbsand
incomes use economic input-output models. Models of this type have a long history id applie
regional economics. They use linkages between sectors of the economy to censtractic
multipliers. In many applications these multiplier-based models dstitma direct, indirect, and
induced effects of the project of interest. For ethanol production, the dirpldyenent effect
comprises the number of employees working directly at the plant. The indfesttresults
from purchases of goods and services needed to operate the facility, which doppbjtbs.

The induced effect results from jobs that are created as employees frometharmkl indirect

effects spend their earnings. The sum of these three effects then mtestotd effects of an
ethanol plant on a local economy. Parcell and Westhoff (2006) summarize the work amdbcal
regional economic impact studies prior to 2005. Table 3.1 shows a reproduction of the previous
results discussed in Parcell and Westhoff (2006). The variation in the total emeptaynpact

ranges from 104 — 1,806 for plants producing 50 million gallons per year (MGY) and under.
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While Parcell and Westoff estimate the total employment impact of 2646f0MGY ethanol
plant, based on projections from the previous literature.

There are several shortcomings to using the studies listed in table 3.1sdviesal of
the reports were conducted by consulting firms, who fail to report a detaileddo&igy of the
analysis. Second, the studies provide information on the state, but not the community used in the
analysis. Finally, there is no evidence that any of the analysis went thheugtraitiny of a
peer-review process.

Both Low and Isserman (2009) and Swenson (2006) provide critiques of the previous
research, and alternative measures of the local impacts of an ethanolLplardnd Isserman
(2009) argue that special consideration must be given when estimating thectmoainic
impacts of the ethanol industry. The authors suggest using a two-stage.piideefisst stage
involves carefully thinking about the local environment and institutional contextichwhe
ethanol plant is located. The second step involves modifying the input-output table to
correspond with the institutional context. Results from these recent stusl&soan in table
3.2. Depending the ethanol plant size and community characteristics, the totatraenl
effect ranges from 99 — 250 jobs.

Blanco and Isenhouer (2010) contribute to this line of inquiry by using countyelatzel
to estimate econometrically the effect of ethanol production on employmentaed.wT heir
empirical analysis uses counties in 12 states for the years 2005 and 2006. The aai#hors us
modified version of the empirical methodology proposed by Hanson (2001). They include
measures of state wages, state income, and national employment, along evathdistate fixed
effects as control variables to control for unobserved heterogeneity in a pookdextsnal

model. Thus, their empirical model uses variation in ethanol production between counties in
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2005 and 2006 to estimate the marginal effect of increasing ethanol progjﬁolimhIe per-

capita employment and wage per job. The results show that ethanol production Bis a sm
positive statistically significant effect on per capita employmedtveages. However, the
analysis is not without its limitations. First, the authors do no credibly dealheithossible
endogeniety of ethanol plant locations decisions on their labor market outcome varidddes
authors only use two years of data at the start of the ethanol production boom shown in figure
3.1, and do not consider the timing of when plants started production. Finally, the estimated
parameters are difficult to interpret in the context of the previous input-output méaels
example, when using the full sample of data, increasing ethanol production by onedstanda
deviation (0.025 billion gallons per year) leads to an average per-capita emptapcrease of
3.83%. This result is difficult to interpret or use for cost-benefit purposes, wbkrgmakers
often desire a more intuitive measure of the economic impact of a project.

From the review of the literature it is clear that ethanol production has andexg
implications. To quantify fully the costs and benefits of an ethanol plant or broadegeqatiis
important to consider many different factors. One important factor is the effan ethanol
plant on local development outcomes. However, there is disagreement among input-output and
econometric techniques on the magnitude of the effect. The input-output modelsdrerbas
several restrictive assumptions and have a high level of uncertainty surrolremaguhile the

econometric literature is sparse and provides few studies using histaric dat

14 The authors also look at ethanol capacity level in each county noting that prodndtion a
capacity levels are highly correlated.
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3.3 Empirical methods and data
3.3.1 Empirical strategy

The objective of this study is to quantify the local economic impact of an ethanohdpca
in a county. A positive association between a county with an ethanol plant and elevated
employment levels would hardly be convincing evidence of a positive economipli@ult
Therefore, to estimate the effect of an ethanol plant locating in a county tmalhemployment
level, | use a “difference-in-differences” strategy. The emgdintodel uses variation in both the
timing of a county acquiring an ethanol plant and the fact that many counties neueaobta
plant. Thus, one can think of counties with an ethanol plant as the treatment group, and those
without a plant as the control group. The first specification of interest is tbeifad model:
(3.1)

EMP = ﬂlPI ant Construction ., + ﬂZPIant Product|onC to ty 2 te

St cst

where EMPcst is the employment level in countystates, at timet. The variables of interest are

Plant ConstructionC o and Plant ProductionC < Plant Construction oot is a dummy variable,

set equal to one when courtyas an ethanol plant under construction at tim@imilarly,

Plant Productioncstis a dummy variable equal to one when counityas a facility producing

ethanol. The estimated parametyéisand ﬂz can then be interpreted as the average change in

employment attributable to an ethanol plant in either the construction or productien phas
Using panel data allows me to control for several different types of unotidesterogeneity
that could potentially confound the estimated effect of an ethanol plant on the empltgirakbnt

a. and 7, are county and time fixed effects, respectively. The county fixedt ezﬁéecontrols

for observable and unobservable differences across counties that are constamiegpvérite %
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controls for common shocks that affect employment in all counties, but vary overeié@és a

random disturbance term.
However, factors that influence local employment may vary within a staisuoty over
time, potentially confounding estimates of the effect of an ethanol plant ooyen®it. The

time-varying local factors may partially be controlled for by the ti'medfeffectyt.

Nonetheless, to account for potentially important local-level time-varidetdgeneity, the

specification includes botWSI and tZC. W _ is a state-month interaction fixed effect, which is

st

a fully flexible specification to allow different time patterns forteatate. In the empirical

estimateszC Is interacted with a linear trendor each county, such that county trends are
allowed to differ linearly from state trend$ZCrepresents time-varying county characteristics

affecting the local labor market, such as demographics and policy varidibliss.epresents a

flexible way to control for local heterogeneity in the labor market over. tilﬁwthermoreIZC

helps to identify the effect of interest by mitigating preexisting tréetween the treatment and
control group.
| also use the following specification to estimate the dynamic effexthahol production

on county-level employment:

oLty +tZC+g (3.2)

cst

n
EMP_ =.Z B Plant Production

=0

Here the variable of interest B ant ProductionCsi i which represents the number of

ethanol plants periods after ethanol production started in countyJsing the number of ethanol
plants is a more flexible and accurate specification than a series of dumabjesafor each

time period (see Wooldridge, 2002 p. 314). This is due to the fact that several counties in the
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sample have multiple ethanol plants between 1990 and 2011. The additional ethanad facilitie
are not accounted for with dummy variables that take the value of one for those cbanties t
have an ethanol planperiods after the initial production start date. The dynamic model in
equation 3.2 allows for the differentiation between long-run and short-run economiarult
effects. Equation 3.2 also uses the same fixed effects strategy aereduatmitigate the
possibility of preexisting trends and omitted variable bias.

Additionally, Angrist and Pischke (2009) argue that using a dynamic model with
numerous time periods lends itself to a test of causality in the spirit of GrARGS).
Granger’s key insight suggests that conditioning on fixed effects, lags ethi#weol plant
treatment should predict local employment, while leads should not. In equation 3.2,
Plant Production, ; constitute lags for the post treatment effect of an ethanol plant on local

employment. Adding leads to the start of ethanol productiorPliaet ProductionCSt i to

equation 3.2, and estimatir)@“, constitutes a robustness test on the causal influence of an
ethanol plant on employment. The dynamic model outlined in equation 3.2 focuses on the effec
of the production phase of an ethanol plant. By adding leads to the dynamic modbkl atle

to also tease out the construction effect. It is important to bear in mind that thgeave
construction period before ethanol production begins is approximately 10 months for the full
sample. While it is possible that there are anticipatory impacts prionstraction phase (i.e.

ﬂ+i for i greater than 10 months), it is likely that they are small.

Difference-in-differences research designs are always setiophat treatment-control
comparisons (Angrist and Pischke, 2009). Meyer (1995) argues that one of the rsaof goa
research design is finding treatment and control groups that are comparaldesinplest form,

the key identifying assumption in models that include at least time andsacissa fixed effects
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is that employment trends are the same for the treatment and control grthgatisence of the
treatment. The treatment then induces a deviation or shift from the common trends Stigah
use all non-treated groups as the control group. For example, in the archetgipbusing a
panel of states over several years, all non-treated states are oftas tisedontrol group.
However, counties are often more heterogeneous than states, such that it istrtgpodasider
the validity of the control group. The range of fixed effects included in models 1 aaed 2 a
intended to control for several forms of unobserved heterogeneity in local latk@tsnar
Nonetheless, differences between the treatment and control groups may remain.

To account for potential differences between the treatment and comupisgt also
segment the full sample of data. Low and Isserman (2009) provide usefhtsnsig the
factors that influence ethanol plant location decisions. The authors argudamat @lants tend
to locate in rural or mixed rural areas that are in close proximity to inputsptdation
infrastructure, and output markets for byproducts of production. The local locatioloclécis
inevitably complex. However, at the county level, the most important locatitmm fac
proximity to an adequate corn supply. Corn is the primary input to production and is likely
highly correlated with relevant transportation infrastructure (e.goaailaccess) and byproduct
users (e.qg. distillers grains for cattle consumption). Furthermoensdn and Eathington
(2006) argue that it is only cost effective to transport corn 50 miles or lesetbamol plant.
Figure 3.2 shows the average historic corn production between 1980-1990 for countiesi with a
without ethanol plants in the sample. Since investing in an ethanol production fa@lityrig-
term decision, it is useful to consider historic rather than contemporaneous corn prodlibe
historic corn yield is also likely a better indicator of the corn supply thanekekiy the years

directly leading up to construction and production. Figure 3.2 shows that ethanotgtats
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locate in counties with historically high corn yield. Furthermore, it suggleat counties with

small quantities of corn production provide little overlapping support as a control groine f
treated ethanol plant counties. To account for this, | consider a subset of théafaktda
Specifically, | also estimate equations 1 and 2 for non-urban counties withchestori

production above 2.5 million bushels. | obtained historic corn production data from the National
Agricultural Statistics Service, and use the 1993 Rural-urban Continuum Code, also known as
the Beale Code, to classify urban and non-urban counties.

To estimate the models in equations (3.1) and (3.2), | use unweighted ordinary least
squares (OLS) regressions. To control for serial correlation, | tdeestandard errors by
clustering by county following Arellano (1987).

3.3.2 Data and variables

The employment data in the analysis to follow come from the Local Area pogment
Statistics (LAUS) of the Bureau of Labor Statistics. The employmeataita complemented
with detailed information on the timing of construction and production for ethanol plants in 12
states from 1990 — 2011. The full data set consists of information from 1,054 counties over 264
months, resulting in a panel containing 278,256 observations.

The LAUS collects monthly estimates of total employment at various lefrels

aggregation, including county and county equivalé?lté'.he LAUS uses a broad definition of
employment. Employed persons are defined as those who worked as paid esnployleed in
their own businesses, or worked 15+ hours in a family enterprise during tlencefereek. It

also includes individuals who are employed, but temporarily absent from theirgobgeation,

personal matters, etc.). The employment measures include agricultural, cahagti and self-

15 For more information on the LAUS estimation methodology see
http://www.bls.gov/lau/laumthd.htm
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employed workers. Both the LAUS and most input-output models (Stevens and Lahr, 1988) do
not distinguish between full-time and part-time employment. However, egubyed person is
counted only once in the LAUS, even if he or she holds multiple jobs.

Industry groups like the Renewable Fuels Association and trade publications such as
Ethanol Producers Magazine provide information on the location of ethanol plants. However, to
the best of my knowledge, ethanol facility construction and production dates are not
systematically collected anywhere. To overcome the data limitatioss detailed information

collected for ethanol plants in 12 States from 1990-2011. The plant list from EthanoldPsoduc

. 16 . . . . .
Magaziné ~ was used as a starting point for gathering data on all plants and locations in the
United States. This initial information was used to conduct an extensive seafehtify i
construction and production start dates for all dedicated ethanol plants. Plants abové 10 MG

were chosen due to the availability of information, and because ethanol productien thef

primary business activity for plants of 10 MGY or Iaréér.‘l’he search included looking
through trade publications, local newspapers, and contacting ethanol productibedacil
directly. Table 3.A1 of the Appendix shows a list of the construction and productiodattst
for all 142 ethanol plants in the sample.

Figure 3.3 highlights counties in the sample with at least one ethanol plapehet@90
and 2011. According to the plant listing from Ethanol Producers Magazine, the 142 ethanol

plants in the sample account for over 80% of the total dedicated ethanokefailithe U.S.

16 The plant Ethanol Producers Magazine plant list can be accessed at
http://www.ethanolproducer.com/plants/listplants/USA/

17 Using a sample of ethanol plants 10 MGY or greater eliminates reseatitiesaand

business operations where ethanol production is a side venture. For example, sevaige beve
manufacturers and recycling centers have begun operating small ethareobglasing their
waste materials.
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lowa has the most ethanol plants of any state in the sample with 34, while Norta Dakot
possesses the fewest with only 3 ethanol facilities. The majority of theokfiants are located
in lowa, Nebraska, eastern South Dakota, and southern Minnesota. These aread &oe note
their productive agricultural land and are considered the heart of the Corn B&ltLG:84).

With the exception of Ohio, all of the states within the sample had some formesliestit

ethanol support program over the study time pelﬁod

Table 3.3 displays descriptive statistics for counties both with and without an ethanol
plant. In the full sample, ethanol plants took on average 9.8 months to construct, and produced
ethanol for approximately 52 months. Non-ethanol plant counties had an average of 31,307 jobs
compared to 18,997 jobs for ethanol plant counties. As noted in the preceding discussion of the
empirical strategy, it is important to consider the trends or growth paths toéawent and
control groups. Ethanol plant counties in the full sample experienced lower emplaymetit
rates than counties without an ethanol plant over several pertinent time penidios.sample
time period (1990-2011), non-ethanol plant counties had over a 6% higher employment growth
rate. Similarly, in the period leading up to the sample (1980-1990), non-ethanol plant counties’
employment growth was over 4% more than the growth in ethanol plant countissugbests
that these groups have different employment growth paths. Ethanol plant countieregere m
likely to be non-urban, and had almost two-and-one-half times the amount of hastoric
production.

It is possible that the full sample does not provide suitable overlapping support or
‘observational equivalence’ between the treatment and control groups. Table 3Boals

summary statistics for non-urban counties with historic average corn poydgcater than 2.5

18 See Cotti and Skidmore (2007) for a list of tax credits and subsidies for etharatieby st
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million bushels per year. The summary statistics in table 3.3 show thateeenapyment

level and employment growth are similar for ethanol and non-ethanol plant counties
particular, employment growth in the decade of the 1980s is 1.92% per year for etaanol pl
counties and 2.4% per year for non-ethanol plant counties. This suggests that there is not a
significant difference in the growth paths of the two groups. Meanwhile, ethanoteplarites

still have an edge in historic corn production, but a smaller difference when cdrpéne full
sample. The non-urban, high corn counties described in table 3.3 compare favorably to the
counties proposed by Low and Isserman (2009).

Figure 3.4 shows the production start dates for plants in the sample. The growth of
ethanol plants in the 12 Corn Belt states shares a similar exponential trenuevgtbwth of
ethanol production in the U.S. depicted in figure 3.1. Ethanol was still an infant inchutstey
1990s. The ethanol industry experienced a boom in the number of plants in the mid 2000s,
peaking in 2007. The peak of new plants going online coincided with what has come to be
known as “The Great Recession” in the U.S. The recession took place betweeh&e2@d7
and June 2009 (NBER, 2012). To test the robustness of the results | also examine only the pre
recession time period (1990 — 2007).

Ethanol plants can be viewed as homogenous manufacturing facilities. Norsgttinelgs
are built in different sizes and vary in the capacity of ethanol that they ar® ginteluce.

While the capacity of an ethanol plant and its actual production can be differeptahe
evidence suggests that plants produce at approximately their full capfagitye 3.5 shows the
distribution of ethanol capacity in millions of gallons per year for the full saofplata. The

distribution of capacity is bimodal. It is likely that the clustering of ethplasits around the

98



capacity size of 60 MGY is due to the Small Ethanol Producer Tax (jf?ed‘lhe SEPTC

provides a $0.10 per gallon blender tax incentive for the first 15 million gallons of ethahol sol
from a plant with not more than 60 million gallons of capacity. Two large ethanidiéaci

owned by the same global agribusiness firm reportedly produce 275 and 300 M&dtivesdy.
The 275 MGY plant is included in the non-urban, high corn subsample, while the larger 300
MGY plant is not. The results that follow are robust with respect to excluding rilesively

large facilities. While ethanol plants vary in their production capacity, due totfeemity of

available technology, it is unlikely that they differ substantially in constnuend operations.

3.4 Reaults

Table 3.4 presents estimates of equation 1 using the full sample of data, aik%a
shows a parallel set of results for the non-urban, high corn subset of counties. Théresult
tables 3.4 and 3.5 can be interpreted as the average effect of an ethanol plant ome&miploy
during construction and production. Columns 1, 3, and 5 examine both the construction and
production phase, while the columns 2, 4, and 6 only consider the effect of an ethanol plant in
the production phase. Each column corresponds to a different specification. Theliattesc
use techniques that control for increasing dimensions of unobserved heterogereitiyst Thio
columns present the basic model, which includes time and county fixed effectirdzend
fourth columns add a state-month interaction fixed effect. Finally, the fifth atidcgilumns
show estimates for models that add a county-specific linear trend to the aftos@e models
with time, county, and state-month fixed effects. The models estimated intttveda®lumns

control for the highest degree of unobserved heterogeneity. The county speeificctids

19 More information on the SEPTC can be found with the Department of Energy online at
http://www.afdc.energy.gov/afdc/laws/law/US/352
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attempt to prevent the estimated impact of ethanol plants from capturingiuitksrin
preexisting employment trends between the treatment and control groups.

The results of the full sample in table 3.4 show striking differences amorigdke t
specifications. The basic specification with county and time fixed seféeggests that ethanol
plant construction and production is associated with a decrease in the averagenemplevel.
When adding in state-month interaction fixed effects (columns 3 and 4), the neglaiiship
between ethanol plants and employment remains. However, the estimate f@rdyea
production effect becomes positive and statistically significant wheiblffeallowing state
trends to vary over time. The final specification adds in a linear trend for eacly.cdinet
county-specific linear trend flexibly allows for different trends betwthe treatment and control
groups. This specification yields positive and statistically significsuilts for the production
phase in both models. The construction effect is positive and small, but stagisticall
insignificant.

Table 3.5 displays my preferred specification using the non-urban, high cornaubset
counties. As argued in the previous section, segmenting the data into non-urbatuegghycul
productive counties provides a higher probability of common support between the treatchent
control counties. The results in table 3.5 are robust across different speciicdtor all
specifications, | find that an ethanol plant in the production phase is associated initrease
in the average employment level for the period from 1990-2011. In particular, | findrthat

average, an ethanol plant in the production phase generates between 124 and 185 totakjobs. Thi
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result is smaller in magnitude than the full sample of counties that control foety\d forms
of heterogeneity and county specific linear trends (Table 3.4 columns 3.5 a%% 3.6).
Table 3.6 presents estimates@‘i for the dynamic specificatigrll described in equation

2, with the county employment level as the dependent variable. Examining the ciyaflows
me to trace out the full employment adjustment path. In presenting the emeplogynamics |
focus on the non-urban, high corn counties. The coefficients in the table show thefedfect
ethanol facility on local employment for every 2 quarters (half a yea® gthanol production
started. The final coefficient (5+ years) shows the long-run employrfieat ef an ethanol
plant. As before, each column corresponds to a different specification, whereetheolattnns
include fixed effects that control for increasing dimensions of unobserved lesteityg

The results in table 3.6 are shown graphically in figure 3.6, and are robust actoss$ e
the three specifications. They reveal that the employment multiplianfethanol plant in a
non-rural, high-corn county unfolds over the course of several years. All threfcsgiecis
suggest that the employment multiplier associated with an ethanol plardlosésover the

first several years of production. This implies that it takes seyeaa$ for the local economy to

20 1 check the robustness of the results in several ways. Tables A2 and A3 in the appendix
show similar results for the average effect from construction and productonedfianol plant
over the pre-recession time period from 1990 - 2007. Table A4 and A5 show pre-recession
results for the dynamic model specifications. They suggest that theReasgsion of 2008

isn’t driving the magnitudes of the estimated employment benefits for ethlanticounties.
Furthermore, table A6 in the appendix show that the magnitude of the average ethnol pla
effect on employment is robust to including counties adjacent to ethanol planfdaasatory
variables.

21 wolfers (2006) argues that the difference-in-difference estimaticegyranay yield
misleading results in average effect using a strategy similar to@gudafThis could occur if
cross-section specific trends also pick up the effect of a policy, and not just tkistprge
trends. Thus, Wolfers argues it is instructive to trace out the dynamic efepiotity or project
to allow the cross-section trend (in this case, the county-specific trend) tdyigeaexisting
trends.
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adjust to the increased economic activity associated with the ethandyfathie employment
effect then spikes after 4 to 5 years before settling to the long-run efileetiong-run effect
varies depending on the specification, and is higher than the average effect foliel 3rbta
This trajectory follows anecdotal evidence provided by several ethanaiyfatcdnagers, where
firms associated with the input and output of ethanol production began to cluster neamible etha
plant.

| check the robustness of the results by analyzing the timeframe lzef@thanol plant
started production in a county. A causal interpretation of the previous findings would be
weakened if employment levels were changing in counties that ethanol ptzateslin
(compared to non-ethanol plant counties) before construction and production began. In order to
examine this issue, | follow the discussion in the empirical strategy andadiigdrior to
construction to the dynamic specification. The leads added to specificatierr@ad such that
an ethanol plant would start production in 2 quarters, 4 quarters, and so on up to 3 years. Figure
3.7 graphically shows the results for the modified specification displayed en3abl

The average ethanol plant took less than one year to construct. Thus, therfiosfgea
production constitutes the construction phase, and leads prior to 1 year comprisedtity caus
test of interest. Industry specialists from outside the region build mosbéfiiants. Therefore,
it is likely that the economic multiplier effect for the construction pheiseniall and short lived.
The employment multiplier for construction differs by specification. Theltedisplayed in
columns 1 and 2 suggest that the construction phase is not statistically differerérfoom z
However, column 3, which includes a county-specific time trend shows that theyemepk
response during construction is positive (approximately 60 to 70 jobs) and sthtistigaficant

at the 10% level. The results in table 3.7 show weak evidence at best of a positiuetonst
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multiplier. Now turning to the time period before ethanol construction. The cdeets for the
variables leading construction in the first and third specifications are bothdnaliyi and

jointly statistically indistinguishable from zero. Specification 2 saggthat it is possible that
ethanol plant counties were on a negative trend prior to the start of constructionll, @eera
coefficients to the left of the vertical line in figure 3.6 (before production) do peide strong

evidence of a preexisting trend in ethanol plant counties.

3.5 Conclusion

On the surface, one might expect that a firm choosing to locate in a region would spur
local economic growth. The direct effect (people employed directligdfiim) suggests that
this would be the case. Traditional economic impact techniques (e.g. input-output models)
account for the supply linkages and induced spending of a firm’s location decisionvetipowe
they are unable to account for other positive or potentially negative economic fiiegative
effects can occur because of increasing costs, competition for labor, andicongepublic
services and infrastructure (Edmiston, 2004). While it is possible that sohesefrtegative
spillovers could be present for an ethanol plant locating in a county, neverthetebkely that
positive spillovers are the more influential economic force for an ethanollptatiing in rural
communities. The positive agglomeration forces increase the attractvareetocation to other
firms.

The objective of this research was to examine the effect of ethanol productionlon loca
employment levels. Few studies examine this question with historical atgielyldue to the
data constraints related to local ethanol production. | use a data set contaitimgntpef

ethanol plant construction and production to estimate the net employment effect using
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difference-in-differences framework. Further, | add leads agglttathe start of ethanol
production to examine the dynamic response of an ethanol plant on a local economy. When
using non-urban, high corn counties, the results suggest a positive and statsstyodicant
employment multiplier, with the overall average local employment ingfaagpproximately 125-
200 jobs. This average local employment effect during the production phase issobng@ibt
the more recent input-output modeling experiments (e.g. Low and Isserman 2007). &wpnvers
the analysis shows little evidence of a positive economic effect resfutiimghe construction of
an ethanol plant. The dynamic estimates suggest that the local employmepltanghows
over the first several years of ethanol production, and yields a long-runyengoibimpact of
approximately 275 jobs per plant.

The impetus for ethanol production has come from state subsidies and tax breaks and
federal policies such as consumption mandates, tax credits, and import tdrdfed&ral
policies lead to higher ethanol and gasoline prices for all consumers. Thubaitesging to
determine the total financial cost from ethanol policies. Nonethelessctileemployment
benefits from these policies are regionally concentrated. It is inmpdotapolicy makers to take
into account the overall financial costs of ethanol policies, as well as thé&ezits. These
results are useful to policy makers, who often tout the benefits to communitieseatih@nol is
produced. My analysis shows that, on average, an ethanol plant does create positiaemplo
spillovers to non-urban counties. However, policy makers should be cautious about justéying t
significant policy support on the basis of local employment benefits alonallyf-this research
could be helpful to policymakers in examining cellulosic ethanol. Cellulosic etlsanidén
viewed as the next generation of biofuels. It shares many similaoiteesrent ethanol

production techniques, and would likely share a similar local employment response.
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Table 3.1. Summary of Previous Studies Investigating Total Local and Regional
Economic Effects of Ethanol Production from Parcell and Westhoff (2006)

Size Direct Indirect Total
Source Year (MGY)* Location Jobs Jobs Jobs
Swenson 2005 41 1A 32 135 167
BBI International
Consulting 2004 20 ID 28 363 339
Petersan 2003 24 NE 31 73 104
BBI International
Consulting 2003 10 HI 22 154 176
Urbanchuk and Kappell 2002 40 n/a 41 694 732
Resource Systems Group 2000 50 NY 53 1,753 1,806
Parcell and Westhoff** 2006 60 - 54 210 264

*Production capacity in millions of gallons per year (MGY)
** Based on projections from previous studies listed in Table 1.

Table 3.2. Summary of Previous Economic Impact Results

Size Location Location Direct Indirect Induce Total
Source (MGY)* (County) Type Jobs Jobs dJobs Jobs
Low and Mixed
Isserman (2009) 60 Coles, IL Rural 35 83 34 152
Low and
Isserman (2009) 60 Harlan, NE Rural 35 50 15 99
Low and
Isserman (2009) 100 Hamilton, IL Rural 39 97 17 153
Low and Mixed
Isserman (2009) 100 Kankakee, IL Rural 39 152 59 250
3 County
Swenson (2006) 50 Region, IA - 35 75 23 133
3 County
Swenson (2008) 100 Region, IA - 46 95 29 170

*Production capacity in millions of gallons per year (MGY)
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Table 3.3. Descriptive Statistics

Non-Urban, High Corn

Full Sample Sample
Non-ethanol Non-ethanol
Ethanol Plant Plant Ethanol Plant Plant
Counties Counties Counties Counties

Average Construction Time
(in months) 9.79 - 10.31 -
Average Production Time
(in months) 51.69 - 54.70 -
Average Employment 18,997 31,307 10,517 8,860
Employment Growth
(1990-2011) -3.88% 2.45% -6.85% -3.76%
Employment Growth
(1990-2005) 12.38% 17.22% 11.00% 10.84%
Employment Growth
(1980-1990) 3.77% 8.30% 1.92% 2.40%
% Non-Urban 80.92% 71.94% - -
Historic Average Corn
Production* 13,103,960 5,449,718 14,633,200 9,289,700
Number of Counties 131 923 88 280

* The historic corn production calculated by averaging the number of bushels produced in
the years 1980, 1985, and 1990
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Table 3.4. Average Impact of Ethanol Plants on Employment Levels 1990-2011: FpleSam

(1) (2) ) (4) 5) (6)

Construction  -713.1*** -711.2%** 26.77

(251.6) (72.72) (33.28)
Production -473.1 -384.8 -470.6%**  -382.5%** 621.8*** 611.5***

(339.8) (313.4) (93.87) (85.53) (65.61) (57.68)
Observations 278,256 278,256 278,256 278,256 278,256 278,256
R-squared 0.056 0.055 0.011 0.011 0.059 0.059
Number of
Counties 1,054 1,054 1,054 1,054 1,054 1,054
Time Fixed
Effect Yes Yes Yes Yes Yes Yes
County Fixed
Effect Yes Yes Yes Yes Yes Yes
State-Month
Fixed Effect No No Yes Yes Yes Yes
County
Trend, Linear No No No No Yes Yes
Cluster County County County County County County

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 3.5. Average Impact of Ethanol Plants on Employment Levels 1990-2011: Non-Urban,
High Corn Counties

(1) (2) 3) (4) 5) (6)

Construction -35.25 -34.89 -63.17***

(93.94) (23.55) (17.79)
Production 189.9 195.1* 190.4*** 195.7*** 124.7%** 150.0***

(127.6) (116.6) (40.07) (37.67) (19.59) (16.05)
Observations 97,152 97,152 97,152 97,152 97,152 97,152
Number of
Counties 368 368 368 368 368 368
Time Fixed
Effect Yes Yes Yes Yes Yes Yes
County Fixed
Effect Yes Yes Yes Yes Yes Yes
State-Month
Fixed Effect No No Yes Yes Yes Yes
County Trend,
Linear No No No No Yes Yes
Cluster County County County County County County

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 3.6. Dynamic Impact of Ethanol Plants on Local Employment
Levels 1990-2011: Non-Urban, High Corn Counties

1) (2) 3)
First half year since
production started 41.44 39.93 103.1%**
(78.78) (25.20) (29.07)
1 year of production 55.23 57.30** 123.4%**
(86.64) (27.15) (20.61)
1.5 years of production 141.3 139.2%** 204, 1%**
(93.99) (29.82) (22.49)
2 years of production 144.1 147 .4%** 220.5%**
(94.14) (32.00) (22.16)
2.5 years of production 193.8* 190.6*** 273.1%**
(98.68) (35.36) (26.30)
3 years of production 211.4** 215.5%** 300.0***
(105.6) (40.39) (27.31)
3.5 years of production 231.3* 229.0%** 315.3***
(119.5) (49.45) (28.54)
4 years of production 306.4** 311.0%** 381.5%**
(128.8) (58.37) (31.35)
4.5 years of production 370.7%**  367.3*** 418.9***
(139.3) (62.33) (33.22)
5 years of production 302.3** 311.1%** 422.1%**
(141.5) (67.03) (30.13)
5+ years of production 271.1* 271.6*** 332.6***
(161.2) (61.20) (33.95)
Observations 75,072 75,072 75,072
Number of Counties 368 368 368
Time Fixed Effect Yes Yes Yes
County Fixed Effect Yes Yes Yes
State-Month Fixed
Effect No Yes Yes
County Trend, Linear No No Yes
Cluster County County County

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 3.7. Dynamic Impact of Ethanol Plants on Local Employment
Levels 1990-2011 Including Leads: Non-Urban, High Corn Counties

1) (2) (3)
3 years before
production -55.09 -56.68** 17.64
(68.47) (27.79) (18.99)
2.5 years before
production -93.14 -90.71%** -10.58
(66.74) (26.32) (19.09)
2 years before
production -81.30 -83.09*** 2.599
(73.17) (29.14) (24.96)
1.5 years before
production -92.24 -89.37%*  -0.0412
(70.92) (25.57) (24.25)
1 year before production -19.72 -22.75 71.56**
(75.99) (26.22) (29.62)
First half year before
production starts -33.30 -29.08 59.79*
(76.03) (26.66) (30.64)
First half year since
production started 26.03 24.65 107.2%**
(91.15) (33.23) (32.83)
1 year of production 48.03 51.61 125.0***
(99.30) (39.46) (34.52)
1.5 years of production 132.4 127.7%* 203.2%**
(112.4) (38.55) (42.75)
2 years of production 153.7 163.3*** 2471 .9%**
(111.7) (43.57) (47.84)
2.5 years of production 149.9 1471.9%** 238.3***
(124.9) (41.04) (54.61)
3 years of production 173.1 182.1%** 306.8***
(127.9) (45.49) (57.11)
3.5 years of production 209.5 202.3*** 316.7***
(156.6) (53.33) (62.72)
4 years of production 262.6* 272.4%** 379.3***
(156.4) (51.74) (65.13)
4.5 years of production 337.3* 331.1%** 399.4***
(177.5) (52.83) (67.94)
5 years of production 323.5* 334.9%** 393.7***
(172.7) (50.74) (67.49)
5+ years of production 264.9 265.2%** 343.5%**
(194.6) (64.18) (69.70)
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Table 3.7. (cont’d)

1) (2) )
Observations 61,824 61,824 61,824
Number of Counties 368 368 368
Time Fixed Effect Yes Yes Yes
County Fixed Effect Yes Yes Yes
State-Month Fixed
Effect No Yes Yes
County Trend, Linear No No Yes
Cluster County County County

Standard errors in parentheses, *** p<0.01, ** p<0.05,
* p<0.1
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Figure 3.1. Fuel Ethanol Production in the United States, 1980 — 2011
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Figure 3.2. The Distribution of Historic County-Level Corn Production 1980-1990
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Source: Ethanol plant data from the Renewable Fuels Association (2012) and corngmoducti
data from the USDA National Agricultural Statistics Service (2012)
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Figure 3.3. Full Sample: Ethanol Plants 1990 - 2011

* Note counties with at least 1 ethanol plant between 1990 - 2011 are shaded
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Figure 3.4. Ethanol Production Start Dates 1990 — 2011
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Figure 3.5. Distribution of Ethanol Plant Capacity
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Figure 3.6. Response of employment to an ethanol plant
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Figure 3.7. Response of employment to an ethanol plant, including leads
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APPENDIX

Table 3.A1. Ethanol Plants

Location Production Construction
Plant Name (County, State) Capacity* Start Date Start Date
Ag Processing Inc. Adams, NE 52 Nov-99 Jun-98
Poet Biorefining-Corning Adams, IA 60 May-11 Apr-10
East Kansas Agri-Energy
LLC Anderson, KS 35 Jun-09 Sep-08
Poet Biorefining-Laddonia ~ Audrain, MO 50 Sep-10 Nov-09
Heartland Grain Fuels LP Beadle, SD 30 Nov-03 Jun-02
Poet Biorefining-Lake
Crystal Blue Earth, MN 56 May-09 Aug-08
Valero Renewable Fuels
LLC Boone, NE 100 Oct-11 Mar-10
Valero Renewable Fuels
LLC Brookings, SD 120 Dec-07 Jan-07
Heartland Grain Fuels LP Brown, SD 48 Dec-97 Mar-96
Poet Biorefining-Groton Brown, SD 50 May-07 Apr-06
Hawkeye Energy Holdings
LLC Buchanan, IA 115 Jun-10 Jan-09
LifeLine Foods LLC Buchanan, MO 40 Jul-11 Mar-10
Valero Renewable Fuels
LLC Buena Vista, IA 100 Nov-10 Jun-09
Abengoa Bioenergy of
Nebraska LLC Buffalo, NE 88 Jul-11 Dec-09
Hawkeye Energy Holdings
LLC Butler, IA 115 Oct-12 Aug-11
The Andersons Albion
Ethanol LLC Calhoun, MI 55 Aug-10 Sep-09
Show Me Ethanol LLC Carroll, MO 55 May-12 Mar-11
The Andersons Clymers
Ethanol LLC Cass, IN 110 May-11 Feb-10
Golden Grain Energy LLC Cerro Gordo, 1A 80 Dec-08 Oct-07
Little Sioux Corn Processors
LP Cherokee, 1A 92 Apr-07 Nov-05
Homeland Energy Solutions
LLC Chickasaw, 1A 100 Apr-13 Jul-11
Ace Ethanol LLC Chippewa, WI 42 Jun-06 Jun-05
Granite Falls Energy LLC Chippewa, MN 50 Nov-09 Aug-08
Glacial Lakes Energy LLC ~ Codington, SD 100 Dec-04 Sep-05
Didion Ethanol LLC Columbia, WI 50 Mar-12 Oct-10
United Wisconsin Grain
Producers LL Columbia, WI 55 Apr-09 Oct-07
Poet Biorefining-Bingham
Lake Cottonwood,MN 30 Jul-01 Mar-00
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Table 3.A1. (cont'd)

Location Production Construction
Plant Name (County, State) Capacity* Start Date Start Date
Amaizing Energy LLC Crawford, IA 55 Sep-09 Aug-08
Lincolnland Agri-Energy
LLC Crawford, IL 45 Jul-08 Mar-07
Siouxland Ethanol LLC Dakota, NE 50 May-11 Nov-09
The Andersons Marathon
Ethanol LLC Darke, OH 110 Mar-12 Sep-10
Grain Processing Corp. Daviess, IN 20 Mar-03 Mar-02
Poet Biorefining-Mitchell Davison, SD 60 Dec-10 Oct-09
Cornhusker Energy
Lexington LLC Dawson, NE 40 Dec-09 Mar-07
Big River Resources West
Burlington Des Moines, IA 92 Apr-08 Nov-06
Green Plains-Superior Dickinson, 1A 55 Jul-12 Aug-10
Al-Corn Clean Fuel Dodge, MN 36 May-00 Jun-99
Western Wisconsin Energy
LLC Dunn, WI 40 Sep-10 May-08
Glacial Lakes Energy LLC Edmunds, SD 100 Jun-12 Sep-10
Corn Plus LLLP Faribault, MN 44 Nov-98 Mar-97
Advanced BioEnergy LLC Fillmore, NE 100 Oct-11 Dec-09
Poet Biorefining-Preston Fillmore, MN 46 Aug-02 Jun-01
Bonanza BioEnergy LLC Finney, KS 55 Oct-11 May-10
Valero Renewable Fuels
LLC Floyd, IA 110 Apr-11 Mar-10
One Earth Energy LLC Ford, IL 100 Jun-13 Oct-11
Poet Biorefining-Glenville
East Freeborn, MN 45 Sep-03 Mar-02
Green Plains-Shenandoah Fremont, IA 55 Jun-11 Nov-09
Riverland Biofuels LLC Fulton, IL 38 Jun-11 Oct-10
E Energy Adams LLC Gage, NE 50 Nov-11 Jun-10
Central Indiana Ethanol
LLC Grant, IN 40 Mar-11 Oct-09
Poet Biorefining-Big Stone  Grant, SD 75 Jun-06 Mar-05
Badger State Ethanol LLC Green, WI 55 Oct-06 Jul-05
Louis Dreyfus Commodities Greene, IA 100 May-13 Mar-12
Hawkeye Energy Holdings
LLC Guthrie, 1A 115 Oct-12 May-11
Poet Biorefining-Coon
Rapids Guthrie, 1A 54 Aug-06 Jul-05
Biofuel Energy Corp. Hall, NE 115 Mar-11 May-10
Nebraska Energy LLC Hamilton, NE 50 Oct-99 Mar-98
Poet Biorefining-Jewell Hamilton, 1A 60 Mar-10 Apr-09
Hawkeye Energy Holdings
LLC Hardin, 1A 100 Nov-08 Nov-07
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Table 3.A1. (cont'd)

Location Production Construction
Plant Name (County, State) Capacity* Start Date Start Date
Big River Resources Galva
LLC Henry, IL 100 May-13 Jan-13
Patriot Renewable Fuels
LLC Henry, IL 100 Aug-12 Feb-11
Trenton Agri Products LLC  Hitchcock, NE 40 Mar-08 Jul-07
Golden Triangle Energy Co-
op Inc. Holt, MO 20 Feb-05 Mar-04
NEDAK Ethanol LLC Holt, NE 44 Dec-12 Jun-10
Platinum Ethanol LLC Ida, IA 110 Sep-12 Nov-10
Quad County Corn
Processors Ida, IA 30 Feb-06 Mar-05
Carbon Green BioEnergy
Woodbury LLC lonia, Ml 50 Sep-10 May-09
Heron Lake BioEnergy LLC Jackson, MN 50 Sep-11 Nov-09
Iroquois Bio-Energy
Company LLC Jasper, IN 40 Jan-11 Sep-09
Poet Biorefining-Portland Jay, IN 60 Sep-11 Aug-10
Valero Energy Corp. Jefferson, WI 110 Jul-11 Sep-10
Castle Rock Renewable
Fuels LLC Juneau, WI 50 Feb-12 Oct-10
Bushmills Ethanol LLC Kandiyohi, MN 49 Dec-09 Oct-08
KAAPA Ethanol LLC Kearney, NE 40 Nov-07 Jul-06
Global Ethanol/Midwest
Grain Process Kossuth, IA 100 Nov-06 Jun-05
Dakota Ethanol LLC Lake, SD 50 Sep-05 Apr-04
lllinois River Energy LLC Lee, IL 100 Nov-10 Nov-08
Global Ethanol/Midwest
Grain Process Lenawee, Ml 57 Mar-11 Aug-09
Poet Biorefining-Hudson Lincoln, SD 55 May-08 May-07
Archer Daniels Midland Co. Linn, IA 275 Oct-12 Jun-10
Penford Products Corp. Linn, 1A 37 Sep-12 Nov-10
Poet Biorefining-Macon Macon, MO 36 May-04 May-03
Abengoa Bioenergy of
lllinois LLC Madison, IL 88 Jul-12 Dec-11
Elkhorn Valley Ethanol LLC Madison, NE 40 Sep-11 Sep-09
Poet Biorefining-Alexandria Madison, IN 65 Apr-12 Feb-11
Poet Biorefining-Marion Marion, OH 68 Oct-12 May-11
Biofuel Energy Corp. Martin, MN 115 Jan-12 Oct-10
Valero Renewable Fuels
LLC Martin, MN 110 Jun-13 Nov-10
Blue Flint Ethanol LLC McLean, ND 50 Feb-11 Nov-09
Green Plains-Central City Merrick, NE 100 Jul-08 Jul-07
Absolute Energy LLC Mitchell, 1A 100 Feb-12 Aug-10
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Table 3.A1. (cont'd)

Location Production Construction
Plant Name (County, State) Capacity* Start Date Start Date
Bridgeport Ethanol LLC Morrill, NE 50 Oct-12 Sep-11
Central Minnesota Ethanol
Co-op Morrison, MN 20.5 Mar-03 Apr-02
Valero Renewable Fuels
LLC O'Brien, 1A 110 Aug-12 Nov-10
Poet Biorefining-Ashton Osceola, 1A 55 Mar-08 Jul-06
Otter Tail Ag Enterprises
LLC Otter Tail, MN 57.5 Mar-12 Oct-10
Poet Biorefining-
Emmetsburg Palo Alto, IA 50 Apr-09 Apr-08
Standard Ethanol Madrid
LLC Perkins, NE 44 Jul-11 Dec-09
Prairie Horizon Agri-Energy
LLC Phillips, KS 40 Jul-10 Sep-09
Husker Ag LLC Pierce, NE 67 Mar-07 Nov-05
Archer Daniels Midland Co. Platte, NE 100 Nov-96 Nov-95
Archer Daniels Midland Co. Platte, NE 300 Jul-14 Jan-11
Plymouth Energy LLC Plymouth, 1A 50 Feb-13 Oct-10
Southwest lowa Renewable Pottawattamie,
Energy LLC A 110 Feb-13 Feb-11
Marquis Energy LLC Putnam, IL 100 May-11 Sep-10
Poet Biorefining-Leipsic Putnam, OH 60 Jan-12 Oct-10
Cardinal Ethanol LLC Randolph, IN 100 Oct-12 Oct-10
Highwater Ethanol LLC Redwood, MN 55 Jul-13 Aug-12
Nesika Energy LLC Republic, KS 10 Oct-11 Oct-10
Kansas Ethanol LLC Rice, KS 55 May-12 Jan-11
Hankinson Renewable
Energy LLC Richland, ND 110 10/2/12 Aug-10
Agri-Energy LLC Rock, MN 21 Feb-03 May-01
United Ethanol LLC Rock, WI 55 Jan-11 Sep-09
White Energy Russell LLC  Russell, KS 50 Oct-05 Sep-04
Mid-Missouri Energy Inc. Saline, MO 40 Jan-09 Oct-07
Abengoa Bioenergy of
Kansas LLC Sedgwick, KS 25 Dec-06 Sep-05
Poet Biorefining-Fostoria Seneca, OH 68 Sep-12 Aug-11
Arkalon Energy LLC Seward, KS 110 Dec-11 Aug-10
Siouxland Energy &
Livestock Co-op Sioux, IA 55 Dec-05 Apr-04
Redfield Energy LLC Spink, SD 50 Dec-10 Nov-09
Center Ethanol Co. LLC St. Clair, IL 50 Feb-12 Oct-10
Marysville Ethanol LLC St. Clair, Ml 50 Oct-11 May-11
Red Trail Energy LLC Stark, ND 50 Dec-10 Jul-09
Adkins Energy LLC Stephenson, IL 43 Aug-06 Sep-05
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Table 3.A1. (cont'd)

Location Production Construction
Plant Name (County, State) Capacity* Start Date Start Date
Lincolnway Energy LLC Story, IA 50 May-10 Nov-08
Chippewa Valley Ethanol
Co. LLLP Swift, MN 45 Apr-00 Jun-99
Western Plains Energy LLC  Thomas, KS 45 Jan-08 May-07
NuGen Energy LLC Turner, SD 110 Feb-12 Mar-11
Poet Biorefining-Chancellor  Turner, SD 45 Mar-07 Apr-06
Poet Biorefining-Chancellor  Turner, SD 100 Mar-12 Nov-11
Poet Biorefining-Caro Tuscola, Ml 50 Nov-06 Jul-05
Green Plains -Ord Valley, NE 50 Jul-13 Dec-09
Poet Biorefining-North
Manchester Wabash, IN 68 Sep-12 Jul-11
Guardian Energy LLC Waseca, MN 110 Aug-13 Jun-11
Cargill Inc. Washington, NE 85 Apr-99 Jul-97
Poet Biorefining-Gowrie Webster, 1A 60 May-10 Apr-09
Valero Renewable Fuels
LLC Webster, 1A 110 Oct-09 Jul-08
Green Plains-Bluffton Wells, IN 110 Sep-12 Nov-11
Utica Energy LLC Winnebago, WI 52 Apr-07 Jun-06
Poet Biorefining-
Hanlontown Worth, IA 55 Feb-08 Apr-07
Corn LP Wright, 1A 50 Dec-09 Oct-08
Abengoa Bioenergy Corp. York, NE 55 Dec-97 Mar-96

*Ethanol plant capacity levels were taken from Ethanol Producer Magazine.
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Table 3.A2. Average Impact of Ethanol Plants on Employment Levels 1990-2007: Full

Sample
(1) (2) ) (4) 5) (6)
Construction -763.1%** -759 147.2
(115.5) (2,425) (98.89)

Production -991.2%** -985 563.4***  -873.2%** -867.6 510.6***

(94.49) (1,985) (93.48) (92.79) (1,949) (85.98)
Observations 227,664 227,664 227,664 227,664 227,664 227,664
Number of
Counties 1,054 1,054 1,054 1,054 1,054 1,054
Time Fixed
Effect Yes Yes Yes Yes Yes Yes
County Fixed
Effect Yes Yes Yes Yes Yes Yes
State-Month
Fixed Effect No Yes Yes No Yes Yes
County Trend,
Linear No No Yes No No Yes
Cluster County County County County County County

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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Table 3.A3. Average Impact of Ethanol Plants on Employment Levels 1990-2007: Nam-Urba
High-Corn Counties

(1) (2) 3) (4) (5) (6)

Construction -61.41%** -60.04 -77.52%**

(21.52) (137.5) (17.34)
Production 117.5%** 118.8 104.9*** 128.9*** 129.9 134 .4%**

(17.53) (112.2) (16.54) (17.07) (109.1) (15.17)
Observations 75,072 75,072 75,072 75,072 75,072 75,072
Number of
Counties 368 368 368 368 368 368
Time Fixed
Effect Yes Yes Yes Yes Yes Yes
County Fixed
Effect Yes Yes Yes Yes Yes Yes
State-Month
Fixed Effect No Yes Yes No Yes Yes
County Trend,
Linear No No Yes No No Yes
Cluster County County County County County County

Standard errors in parentheses

*** n<0.01, ** p<0.05, * p<0.1
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Table 3.A4. Dynamic Impact of Ethanol Plants on Local Employment

Levels 1990-2007: Non-Urban, High Corn Counties

1) (2) 3)
First half year since
production started 70.80 66.06** 99.94***
(73.98) (30.54) (19.04)
1 year of production 51.65 60.63 95.60***
(87.37) (37.58) (23.96)
1.5 years of production 114.4 105.4%** 143.7%**
(97.86) (32.97) (28.98)
2 years of production 144.3 153.7%** 214 .2%**
(95.96) (38.17) (39.07)
2.5 years of production 158.7 150.8*** 198.9***
(115.6) (36.53) (41.83)
3 years of production 217.1* 227 .2%** 269.8***
(128.9) (47.98) (47.92)
3.5 years of production 279.7* 272.7*** 298.3***
(155.8) (49.67) (49.31)
4 years of production 348.5** 360.6*** 342.1%**
(163.6) (50.73) (51.92)
4.5 years of production 375.8** 370.1*** 326.3***
(169.2) (40.28) (57.29)
5 years of production 349.8** 359.5%** 345.2%**
(167.6) (40.26) (51.96)
5+ years of production 276.6 276.1%** 285.1%**
(200.4) (54.29) (50.40)
Observations 57,408 57,408 57,408
Number of Counties 368 368 368
Time Fixed Effect Yes Yes Yes
County Fixed Effect Yes Yes Yes
State-Month Fixed
Effect No Yes Yes
County Trend, Linear No No Yes
Cluster County County County

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1
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Table 3.A5. Dynamic Impact of Ethanol Plants on Local Employment
Levels 1990-2007 Including Leads: Non-Urban, High Corn Counties

1) (2) 3)

3 years before

production -55.19 -56.69** 24.09
(67.91) (27.91) (19.71)

2.5 years before

production -92.80 -90.30*** -3.975
(66.34) (26.40) (19.11)

2 years before

production -81.04 -82.83*** 9.369
(72.74) (29.07) (25.47)

1.5 years before

production -90.47 -86.51*** 0.299
(72.92) (26.74) (24.62)

1 year before

production -18.23 -20.46 64.35**
(81.12) (28.68) (29.68)

First half year before

production starts -18.55 -13.87 65.22**
(79.88) (31.02) (29.04)

First half year since

production started 45.61 41.33 128.0***
(98.59) (38.09) (33.53)

1 year of production 24.92 34.34 126.1***
(109.8) (44.38) (38.23)

1.5 years of production 86.45 78.02* 176.8***
(118.0) (39.75) (45.75)

2 years of production 115.3 125.2%** 249.4%**
(111.7) (42.22) (50.68)

2.5 years of production 128.6 121.2%** 236.3***
(131.4) (42.36) (56.32)

3 years of production 186.3 196.9*** 309.8***
(145.4) (52.62) (61.25)

3.5 years of production 248.2 241.8*** 341.2%**
(170.5) (55.23) (64.78)

4 years of production 317.9* 330.6*** 386.9***
(176.8) (55.41) (68.53)

4.5 years of production 346.0* 340.8*** 373.8***
(180.4) (45.31) (75.62)

5 years of production 319.5* 329.9*** 394 5***
(177.2) (45.48) (69.87)

5+ years of production 240.0 240.2%** 340.8***
(212.5) (64.61) (71.82)
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Table 3.A5. (cont'd)

1) (2) 3)
Observations 61,824 61,824 61,824
Number of Counties 368 368 368
Time Fixed Effect Yes Yes Yes
County Fixed Effect Yes Yes Yes
State-Month Fixed
Effect No Yes Yes
County Trend, Linear No No Yes
Cluster County County County

Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1

128



Table 3.A6. Average Impact of Ethanol Plants on Own and Adjacent County

Employment Levels 1990-2011: Full Sample

(1) (2) 3) (4) (5) (6)

Construction 23.1 56.2 -49.2

(265.5) (242.5) (185.3)
Production 161.6 199.3 213.3 132.2 107.4 117.6

(454.79) (585.45) (681.8) (397.4) (149.3) (83.4)
Adjacent
County 1.2 -24.3 -58.2
Construction (34.3) (71.0) (99.2)
Adjacent
County 15.4 6.8 -22.5 62.2 34.3 -55.3
Production (99.8) (82.3) (150.3) (100.2) (190.2) (223.1)
Observations 75,072 75,072 75,072 75,072 75,072 75,072
Number of
Counties 368 368 368 368 368 368
Time Fixed
Effect Yes Yes Yes Yes Yes Yes
County Fixed
Effect Yes Yes Yes Yes Yes Yes
State-Month
Fixed Effect No Yes Yes No Yes Yes
County Trend,
Linear No No Yes No No Yes
Cluster County County County County County County

Standard errors in parentheses
*** n<0.01, ** p<0.05, * p<0.1
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