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ABSTRACT 

STATISTICAL SIGNAL PROCESSING TOOLS FOR ANALYZING LARGE-SCALE 
NEURAL ENSEMBLES 

 

By Mehdi Aghagolzadeh 

Understanding how a neuron processes information and communicates with other neurons is 

key to unravel the brain’s mechanisms underlying perception, learning and motor processing. Key to 

characterize neurons acting in concert is the ability to simultaneously measure their firing patterns in 

awake behaving subjects. Microelectrode arrays (MEAs) implanted in the brain allow simultaneous 

monitoring of the activity of large ensembles of cells while subjects carry out specific tasks. Isolating 

the spike pattern characterizing each cell's signature firing requires sophisticated signal processing 

algorithms, particularly to track the nonstationary behavior of these waveforms over extended 

periods of time. In this thesis, we introduce a compressive spike sorting technique that discriminates 

spike patterns from individual neurons using a sparse representation of the ensemble raw data. An 

iterative learning algorithm is introduced to estimate and adapt a set of optimal thresholds that 

maximize the separability between spike classes while minimizing the average waveform 

reconstruction error.  Once derived, spike trains are then used to infer functional connectivity 

patterns among the recorded neural ensemble constituents. We introduce two information-theoretic 

approaches within the realm of graphical models that capture the spatiotemporal dependency 

between neurons’ spiking patterns. Specifically, the class of spatiotemporal maximum entropy 

models is shown to incorporate higher-order interactions. We demonstrate the richness of these 

techniques in improving our understanding of neural function and dysfunction at the millisecond 

and micron resolutions, and their potential to be applied in emerging applications of brain machine 

interface technology to help improve the lifestyle of people with severe disabilities. 
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Understanding the role of neurons in brain functionality is a cornerstone in neuroscience, 

psychology and cognitive sciences [1]. Neurons participate in encoding sensory information, motor 

intensions, and decision-making via excitatory or inhibitory connectivity to thousands of neurons. It 

is the collective behavior of these connected neuronal elements that form the important aspects of 

complex behavior [2]. The ability to simultaneously record the activity of an ensemble of neurons in 

vivo using multielectrode arrays (MEAs) implanted in selected brain areas has made it feasible to 

study functional connectivity between neurons while awake behaving subjects carry out specific 

functions [3-6]. The advantage of these arrays is their ability to sample from the neuronal activity at a 

high temporal and spatial resolution compared to fMRI that lacks temporal resolution, and EEG or 

ECOG recordings that lack spatial resolution [7]. 

The objective of this dissertation is to design statistical signal processing tools to extract 

the critical information from large-scale recordings of neuronal populations and model the 

way neurons communicate with each other. These tools can in general be categorized into two 

categories, first detecting and sorting action potentials from the background neural activity, and 

second constructing models among neuronal constituents. Figure 1.1 illustrates the two-category 

1 Introduction 
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analysis applied to extracellular recordings of MEAs.  

 

Figure 1.1 Illustration of the two-category data analysis applied to microelectrode array recordings. 

The bottom plate demonstrates the recorded neural data from three channels and the noisy 

background activity. Each channel can record from one or more neurons simultaneously, e.g. the 

first and third rows record two neurons, while the second row records only from one neuron. The 

middle plate demonstrates the spike trains for the 5 segregated neurons, represented by the exact 

time stamps of individual events. The top plate demonstrates a spatiotemporal model fit to the 

collective neural activity of the observed population. The hypothetical interactions among neuronal 

constituents can be either at instantaneous time instants to represent bidirectional connections or at 
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different time instants to represent unidirectional connections. For interpretation of the references 

to color in this and all other figures, the reader is referred to the electronic version of this 

dissertation.  

Chapter 2 provides an overview on some basic neural analysis tools that have been repeatedly 

used in this dissertation for analyzing extracellular recordings of MEAs. The chapter begins with a 

general introduction to neurons and the different methods developed for recording its activity. 

Then, spike detection and sorting algorithms, which are the first step in analyzing any extracellular 

recordings of a mixture of neural activities, are described. We then explain generalized linear models 

(GLMs) as the generative model for simulating neural encoding data that has been the centerpiece in 

evaluating the decoding performance and connectivity inference in this dissertation.   

Chapter 3 introduces a novel spike sorting algorithm that operates directly on the sparse 

representation of the neural recordings, referred to as the compressive spike sorting. In this chapter, 

we first introduce the state-of-the-art algorithms for detecting, sorting and transmitting neural data 

from the site of an implantable MEA recording to an external observer. The objective is to 

automatically detect and sort action potentials in a compressed domain based on exploiting a sparse 

representation of the extracellular spike waveforms using multilevel wavelet decomposition 

transform. We will show that by restricting this sparse representation to a subset of projections that 

simultaneously preserve features of the spike waveforms, we can reasonably approximate the spike 

trains and the instantaneous firing rates of the recorded neurons. This approach eliminates multiple 

steps from the typical processing path of neural signals that are customarily performed for 

instantaneous neural decoding, thus reduces the computational complexity that is essential for an 

actual implementation of miniaturized implantable brain machine interface (BMI) systems. We 

compared the computational complexity of the compressive spike sorting with the state-of-the-art 
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spike sorting and demonstrated the substantial savings in power and hardware resources that is the 

cornerstone of the design of implantable BMI systems. 

Chapter 4 introduces an iterative learning approach for estimating the thresholds for the sparse 

representation. It was shown in the previous chapter that these thresholds are neuron-specific and 

permit direct sorting in the compressed domain. The simple thresholding mechanism was 

demonstrated to discriminate between signals of different neurons, given an efficient 

multidimensional feature extraction technique.  Since thresholding is a binary classifier, we show 

here that complex nonlinear decision boundaries required for efficient class discrimination can be 

achieved by fusing a set of weak binary classifiers to optimally represent individual units. The 

thresholds for these binary classifiers were adaptively estimated through a learning algorithm that 

maximizes the separability between the sparsely represented signal classes. This approach 

substantially reduces the computational complexity of extracting, aligning and sorting multiple single 

unit activity early in the data stream, making it highly suitable for implementation of large scale BMI 

applications. 

Chapter 5 introduces the use of spatiotemporal maximum entropy models for understanding the 

role of statistical dependence between the output spike trains of cortical neurons in encoding an 

input stimulus. This dependence may be reminiscent of network state transitions that characterize 

the dynamics of the stimulus. Pairwise maximum entropy models were suggested to fit instantaneous 

patterns of activity in small populations that exhibit spatial correlations, but did not account for the 

temporal correlations that likely represent the effect of spiking history on network state transitions. 

In this chapter, we introduce an extension to current instantaneous maximum entropy models that 

accounts for correlations over longer temporal intervals among neurons. We evaluated the 

performance of our spatiotemporal model in predicting the network states of V1 cortical neurons in 
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response to drifting grating stimuli, and compared it to that of the instantaneous maximum entropy 

model, as well as an independent model. We also looked at how stimulus specific are the network 

representations for either of these models.  

Chapter 6 introduces a novel method for inferring connectivity by including higher-order 

interactions among neuronal constituents and demonstrating this connectivity with hypergraphs. In 

this chapter, we formulate an information theoretic approach to determine whether cooperation 

among neurons may constitute a governing mechanism of information processing. Specifically, we 

show that cooperation among neurons can provide a “message-passing” mechanism that preserves 

most of the information in the covariates under specific constraints governing their connectivity 

structure. Using a biologically plausible statistical learning model, we demonstrate the performance 

of this information theoretic approach in synergistically encoding a motor task using a subset of 

neurons drawn randomly from a larger population. We demonstrate its superiority in approximating 

the joint density of the population from limited data compared to the independent and 

instantaneous maximum entropy models. 

Finally, chapter 7 provides concluding remarks and future directions.  
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A typical neuron possesses three distance parts, the cell body, also referred to as the soma, the 

axon, and the dendrites [1]. The axon and dendrites are the means by which neurons communicate 

with each other, and play a part as the neuron’s transmitter and receivers, respectively [8]. Neurons 

are also referred to as excitable cells since they tend to generate an action potential when dendrites 

receive enough inputs from neighboring neurons and axons, such that the collective activity passes a 

certain threshold. As a result of neural firing, the generated action potential propagates through the 

axon to influence the activity of neighboring or distal neurons.  

Different techniques developed for recording neural activity can be categorized into noninvasive 

or invasive methods. While techniques such as electroencephalogram (EEG) [9] and functional 

magnetic resonance imaging (FMRI) [10] are considered as noninvasive recording methods, patch-

clamp recordings of single cells [11] and extracellular recording using multi-electrode arrays (MEAs) 

[12] are invasive. Although noninvasive techniques due to their harmless nature have been 

commonly practiced for medical purposes, they basically lack the necessary spatial and temporal 

resolution required for studying the behavior of neurons in brain functionality [13]. 

2 Overview of Neural Analysis Tools 
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This dissertation mainly focuses on signals collected by invasive recordings techniques using 

implantable high-density MEAs, where the objective is to study the role of activity of single neurons 

in a population. These invasive devices have demonstrated to probe high spatial (< 50	��) and 

temporal (< 1 millisecond) resolutions in the implanted site [14]. The two major kinds of MEAs are 

wired-based arrays, also referred to as micro-wires [15], and silicon-based arrays [16]. Both micro-

wires and silicon-based MEAs have been designed in different shapes and lengths to enable 

recording from various brain locations of different subjects.  

Although MEAs have been designed to record the activity of a subpopulation of neurons, the 

recorded signal is contaminated by the accumulative activity of millions of surrounding neurons, 

referred to as the background activity, and noise [17]. We focus explicitly on spikes for a number of 

reasons: First, their origin – the neurons – is known or can be estimated. Second, spikes fired by a 

given neuron tend to be highly stereotypical, permitting to model them with probability distributions 

with relatively few parameters. Third, spike trains –albeit largely variable across multiple repeated 

trials- carry a lot of information about neuronal tuning characteristics to sensory and motor 

covariates, thereby permitting adequate modeling of the corresponding neural systems and their 

dynamics [18]. In contrast, other neural signals, such as Local Field Potentials (LFP) and 

Electroencephalographic (EEG) signals, are more obscure in terms of the signal sources they 

originate from, are far more limited in terms of their spatial and temporal resolutions, and their 

correlation to sensory and/or motor covariates are ill defined. This makes them hard to model and 

consequently hard to detect or discriminate from pure noise. Therefore, the first step in most neural 

analysis algorithms is to extract the signal of interest from raw MEA recordings by performing spike 

detection and sorting. Following, we will explain spike detection and sorting from a general pattern 

recognition standpoint.  
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2.1. Spike Detection and Sorting  

Spike detection and sorting play a crucial role in processing neural signals, largely due to the 

highly stochastic nature of these signals [17]. The statistical hypothesis testing decides which 

generative model or hypothesis, among many possible ones, may have generated the observed 

signals [19]. The degree of complexity of the detection/sorting task can be viewed as directly 

proportional to the degree of “closeness” of the candidate generative models, i.e., the 

detection/sorting task gets more complex as the models get closer together in a geometrical sense. 

In most spike detection/sorting applications, it is often assumed that the signal and noise are 

independent and therefore uncorrelated.  

Spikes are transient stochastic signals that are non-zero only for a subset of samples, �, within an 

observation interval. Detecting the transient signal involves knowing the arrival time, the duration 

and the waveform shape. The most important parameter, however, is the spike arrival time, as it 

carries all the information about how neurons encode and communicate amongst themselves. Given 

observations �, the detection can be casted as a binary hypothesis testing problem in which the goal 

is to determine which of the null hypothesis, ��: � = � or the alternative hypothesis ��: � = � + � 

is in place, where � is the transient signal and � is noise [20]. Most spike detection algorithms 

assume the noise and signal are uncorrelated and the binary test can be performed using simple 

thresholding. The threshold is set as three times the standard deviation of noise [21], and spikes that 

pass this threshold are cropped and aligned based on a common extremum point, i.e., all spikes are 

cropped �� samples before the local minimum point of the spike and �� samples after, where 

� = �� + �� + 1.  
Spike sorting refers to the process of classifying the individual spikes extracted after the spike 
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detection step. The objective is to segregate the activity of each individual neuron to characterize its 

encoding characteristics. Spike sorting is one of the most extensively studied problems since 

techniques for extracellular recordings have started to emerge [17]. Since then, the need for more 

sophisticated spike sorting techniques continues to emerge with the ability to simultaneously sample 

large populations of neurons. Spike sorting is simply a pattern recognition problem [22]. The 

approach relies on the sequence of steps illustrated in Figure 2.1. After spikes are detected and 

extracted, they are aligned relative to a common reference point. This step is important because 

spikes may be translated and potentially scaled from previous occurrences relative to the detection 

point especially when the extraction window length � is empirically chosen by the user.  

The feature extraction step finds the most “discriminative” features of the spike waveforms. 

These features can be viewed as a vector in a �-dimensional space. The criterion for choosing the 

features should allow the corresponding pattern vectors from different spike classes to occupy 

compact and disjoint regions in this �-dimensional space. The clustering step attempts to separate 

the extracted features by partitioning the feature space into distinct clusters. This is done by 

identifying statistical decision boundaries based on perceived similarity among the patterns. This 

step is difficult because the clusters can have very different shapes and their number is unknown 

beforehand. The last step is to label the waveforms in each cluster as belonging to a single neuron. 

These steps constitute the training mode of the pattern classifier. Supervision by the user through 

the feedback path allows optimizing the preprocessing and feature extraction/selection strategies 

(e.g. determining the number of clusters). In the test mode, similar preprocessing and feature 

extraction takes place for the incoming unknown spike. A decision-making step compares the 

extracted features to the set of stored features and assigns the incoming spike to the closest pattern 

class using some distance metric.  
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Figure 2.1 Pattern recognition approach to spike sorting. Spike events are extracted after detection 

and discriminative features are computed and clustered in a 2D or 3D feature space. 

The effectiveness of the representation space (feature set) is determined by how well patterns 

from different classes can be separated, while original details about spike waveform shapes become 

less important once these patterns are reasonably separable. Therefore, most of the work in spike 

sorting has focused on the feature extraction and clustering steps. Initial work relied on extracting 

simple features of the waveform shape such as amplitude and duration [23]. Because these are highly 

variable features, cluster separability using these methods is often poor unless the SNR is 

considerably high and the waveforms are stationary. Template matching, on the other hand, relies on 
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determining the degree of similarity between stored template spike waveforms and incoming spikes 

[17]. The templates are obtained by averaging many occurrences of labeled spikes in the training 

mode. The method is computationally demanding because the comparison needs to take place for all 

possible translations and rotations of the waveforms and is also vulnerable to nonstationarity unless 

the stored templates are regularly updated. 

Principal component analysis (PCA) is a popular method that attempts to alleviate these 

limitations by representing the spike waveform as a weighted sum of orthonormal eigenvectors. 

Typically, the PCA feature space uses d=2 or 3 features (depending on how separable the clusters 

are) to represent each spike. These PCA features are subsequently clustered using algorithms such as 

Expectation-Maximization clustering [24] or fuzzy c-means clustering [25]. Figure 2.2 illustrates an 

example of a PCA feature space with two scores representing each spike. In this case, we have 5 

clearly isolated clusters that amount to 5 single units in the observed ensemble activity. 

 

Figure 2.2 PCA for feature extraction and EM for unsupervised cluster cutting of 6469 spike events. 

Five distinct units can be separated. 

PC1 

P
C
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2.2. Generalized Linear Model  

Generalized linear models or GLMs are a family of generative models that have been extensively 

used to simulate neural encoding models. A GLM models the spike trains of neurons as a binary 

point process that is governed by the conditional intensity function, � !|#�!�$, where #�!� includes 
all factors that influence the output of a neuron at time !. In this dissertation, we have used GLMs 

to simulate a motor encoding model of classical 2D goal-directed arm reach movement in a center-

out-reach [18] or a pinball task [26]. The trajectory information was collected from actual repeated 

arm movements using a computer interface pointing device. The direction of movement was 

extracted from these trajectories and used as an input to the GLM to modulate the firing pattern of 

a population of neurons.  

We designed the population network in two separate layers, the input layer (also referred to as 

the non-cooperative layer), and the integration layer (also referred to as the cooperative layer). In the 

input layer, neurons were only tuned to movement direction, such that the conditional intensity 

function, ��%&'() !|��!�$, for neuron � was given by 

��%&'() !|��!�$ = exp-.� + /�cos 34�!� − 4�6� 78 
(2-1)  

where /� denotes the modulation depth, 4�!� denotes movement direction, 4� denotes the neuron’s 
preferred direction (or receptive field in the case of sensory encoding neurons), and 6� denotes the 
tuning width. This layer was designed such that there were no connections between neurons, and the 

observed correlations were due to the overlap between their tuning functions. The cosine function 

was due to the cosine tuning seen in the activity of M1 motor encoding neurons [18].  
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In the integration layer, neurons were not tuned to any movement parameters. Their encoding 

resulted from forward connectivity from neurons in the input layer by either excitatory or inhibitory 

connections. The conditional intensity function of these neurons, ��%&) !|���!�$, was expressed as  

��%&) !|���!�$ = exp	9.� + : : ;�<=><)?=@
=A�<∈C��� + : : D�<=>E)?=@

=A�E∈CF ��� G (2-2)  

where ���!� is the history term for neuron �, H is the length of effective history, I��� and IF ��� are 
the sets of indices of the pre-synaptic neurons to neuron � in the input layer and the integration 
layer, respectively, while ;�< and D�< represent the forward connections and within integration layer 

connections, respectively.  

Figure 2.3a demonstrates the two-layer GLM used for modeling motor encoding. The blue 

colored coupling filters are the forward connections between the input and integration layers, 

expressed as αKLM, and the purple colored coupling filters are the connections within the integration 

layer, expressed as γKLM in (2-2). The green filters are known as the intrinsic filters, which are self-

inhibitory connections to prevent neurons from bursting activity. They set a refractory period after a 

spike is fired by a neuron for at least 2 msec in which no spikes are fired. The output of the input 

and integration layer are in the form of binary spike trains, demonstrated in Figure 2.3b for 15 input 

layer neurons and 15 integration layer neurons. 
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(a) 

 

 

(b) 

Figure 2.3 Schematic of the network structure used to simulate the spike trains. (a) The input layer 

consists of 15 direction-tuned neurons. Integration layer neuron receives forward connections from 

the input layer. (b) Sample raster plots for one trial during a reach for neurons of the input and 

integration layers. Every row represents the binary spike train for a neuron, where each dot is a spike 

event. 
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Spike trains are the fundamental neural communication mechanism used by cortical neurons to 

relay, process, and store information in the brain. Decoding the information in spike trains is thus 

important in neuroscience in order to better understand the complex mechanisms underlying brain 

functionality. In motor systems, spike trains were demonstrated to carry important information 

about movement intention and execution [18], and were shown to be useful in the development of 

Brain Machine Interface (BMI) systems and neuroprosthetics to improve the lifestyle of severely 

disabled people [27-29]. Cortically-controlled BMI systems depend fundamentally on instantaneous 

decoding of spike trains from motor cortical neurons recorded during short intervals of around 100-

200 milliseconds, often referred to as the movement planning period [29]. The decoding process is 

typically a cascade of preprocessing steps illustrated in Figure 3.. It features amplification and 

filtering, followed by spike detection and sorting to segregate single unit activity in the form of 

binary spike trains. The spike trains are then filtered using a Gaussian kernel to yield a smoothed 

estimate of the firing rate [30, 31]. These steps have to be performed within the movement 

preparation period to enable the subject to experience a natural motor behavior. 

3 Neural Activity in the Sparse Representation Domain  
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Figure 3.1 Schematic diagram of a typical data flow in a neuro-motor prosthetic application. 

Ensemble neural recordings are first amplified and filtered prior to telemetry transmission to the 

outside world. Three data processing paths are considered: (a) Wired systems (top): information is 

extracted through the cascade of spike detection and sorting followed by rate estimation with a 

massive computational power, (b) Wireless systems (middle): Telemetry bandwidth is reduced by 

moving the spike detection block inside the implantable device, (c) Proposed system (bottom): the 

spike detection, sorting and rate estimation blocks are replaced with one “compressive classifier” 

block that permits adaptive firing rate estimation in real time to permit instantaneous decoding to 

take place. 

The spike sorting step is arguably the most computationally prohibitive task in Figure 3., 

requiring two modes of analysis, a training mode and a runtime mode. During training mode, spikes 

are detected, aligned, and sorted based on certain discriminating features [17], while during runtime, 
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the features of an observed event are classified as one of the predefined neuronal classes. As a result 

of the significant amount of computations required to enable this identification/classification 

process, most of existing systems feature an external computing engine connected through a wire to 

permit streaming of the high-bandwidth neural data. To eliminate the necessity of the wired 

connection, it has been suggested to obtain a sparse representation of the recorded data that could 

be potentially used for denoising and compression [21] as well as spike detection and sorting [32, 

33]. In this chapter, we will show that the same sparse representation not only overcomes the severe 

bandwidth limitations of a wireless implantable system, but also enables adequate estimation of 

neuronal firing rates without the need to decompress, reconstruct, and sort the spikes on an external 

device, as illustrated in the bottom of Figure 3.. Following, we will first introduce the model of 

neuronal firing as a point process and outline the mapping from neural recordings to spike train 

realizations through sparse representation. Then, the details of the model used to simulate neural 

activity encoding 2D arm movement is described and preceded by its experimental results. 

3.1. Spike Trains as Point Processes 

In a typical recording experiment, the observations of interest are the times in which events 

occur from a population of neurons. A spike train is the set of event times that expresses the 

discharge pattern of an arbitrary neuron �. This pattern can be modeled as a realization of an 

underlying point process with a conditional intensity function, �&�!|#� also referred to as the firing 
rate [34]. This intensity function is conditioned on some set, #, of intrinsic properties of the neuron 

itself and the neurons connected to it, and the neuron’s tuning characteristics to external stimuli [35]. 

Because many of these properties are hard to measure, the number of events in a given interval, O', 
is typically random by nature. The sum of �& over a finite time interval between times PQ and PR 
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estimates the expected value O' within a single trial as [36] 


SO'T = U �&�!|#��!VW
VX  

(3-1) 

Historically, modulation of �& from a baseline level .& has been the fundamental indicator of 

neuronal involvement in cortical information processing. Estimating �& from the set of event times 

Y!&Z is typically achieved by binning the data into time bins of equal width, and counting the number 

of events occurring within each bin. The resulting spike counts, often referred to as a rate histogram, 

constitute an instantaneous firing rate estimate �[&. In traditional signal processing, this is equivalent 
to convolving the spike train with a fixed-width rectangular window. This approach assumes that 

variations in the rate pattern over the bin width do not carry information that is destroyed if aliasing 

occurs, for example, when the bin width is not optimally selected to satisfy the Nyquist sampling 

rate of �&.  
The binning approach, typically used to obtain the rate histogram, can detect the presence of the 

type of spike bursts that may exist within the fixed-length bins. However, bursts come in a variety of 

lengths within a given trial, and can range from very short bursts (3-4 spikes within 2-3 ms [37]) to 

much longer bursts that can last for more than 2 seconds [38]. This implies that the firing rate of 

individual neurons is highly non-stationary and that temporal and spectral variations in �& are 
believed to occur over a multitude of time scales that reflect the complex temporal structure of 

neuronal encoding while subjects carry out similar behavioral tasks [39, 40], or depending on the 

demands of distinct behavioral tasks [41, 42]. This nonstationarity arises in part because of the 

dependence of the firing rate on multiple factors such as the degree of tuning (sharp or broad) to 

behavioral parameters, the behavioral state, the subject’s level of attention to the task, level of 
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fatigue, prior experience with the task, etc. While across-trial averaging of rate histograms helps to 

reduce this variability, it destroys any information about the dynamics of interaction between 

neurons that are widely believed to affect the receptive fields of cortical neurons, particularly when 

plastic changes occur across multiple repeated trials. Typically, a nonparametric kernel smoothing 

step (e.g. a Parzen window [43]) is needed. The temporal support of the kernel function is known to 

strongly impact the rate estimator [44]. Moreover, the selection of temporal support is arguably 

important to determine the type of neural response property sought. For small temporal supports (< 

2-3ms), precise event times can be obtained. As the temporal support approaches the trial length, we 

obtain the overall average firing rate over that trial. In between these two limits, the temporal 

support needs to be adaptively selected to capture any nonstationarities in �& that may reflect 

continuously varying degrees of neuronal inhibition and excitation related to the degree of tuning to 

behavioral parameters. 

We ultimately seek to estimate �& directly from the recorded raw data. However, two 

complications arise: First, the events detected are not directly manifested as binary sequence of zeros 

and ones to permit direct convolution with a kernel to take place, but rather by full Action Potential 

(AP) waveforms. Second, these events are typically a combination of multiple single unit activity in 

the form of AP waveforms with generally distinct -but occasionally similar- shapes. This mandates 

the spike sorting step before the actual firing rate can be estimated. 

Let’s assume that the actual spike waveforms are uniformly sampled over a period P\. Each spike 

from neuron � is a vector of length O\ samples that we will denote by ]&. If the event time is taken 

as the first sample of the spike waveform, but can be generalized to any time index (e.g. that of a 

detection threshold crossing), then the discrete time series corresponding to the entire activity of 

neuron � over a single trial of length P can be expressed as 
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�& = : : ]&^_`/^� − _`ab?�
EA��∈Y)cZ  

(3-2) 

where the time index � includes all the refractory and rebound effects of the neuron and takes values 
from the set Y!&Z, while /^	. ` is the Dirac delta function. 

3.2. Sparse Representation  

For compression purposes, it was shown in [21, 32] that a carefully-chosen sparse 

transformation operator -such as a wavelet transform- can significantly reduce the number of 

coefficients representing the spike waveform to some Oe ≪ O\. This number is determined based 

on the degree of sparseness g as Oe ≈ i �g − 2� 2g⁄  where 0 < g < 2 (g = 0 implies no 

sparseness, while g = 2 implies fully sparse) and i denotes some arbitrarily chosen signal 

reconstruction error [45]. Mathematically, an observed spike, ], is represented by the transform 

coefficients obtained from the inner product ]< = 〈],6<〉, where 6< is an arbitrary wavelet basis at 

time scale m. The wavelet basis should be selected to keep the smallest number of coefficients 

without significant loss of spike features. In the traditional spike sorting approach, this means 

performing inverse wavelet transformation followed by spike sorting in the time domain. When 

multiple units are simultaneously recorded, the spike recordings from the entire population can be 

expressed as 

�< = : :]<^_`/^� − _`ano

EA��∈Y)bZ  

(3-3) 

where Oe<  is the number of nonzero transform coefficients  at time scale m, and � takes values from 



21 
 

the set of spike times in the whole trial, Y!\Z. Note that Oe< ≪ O\ and the total number of 

coefficients obtained is Oe = ∑ Oe<< .  

 
(a) 

Figure 3.2 (a) Sparse representation of sample events from three neurons, red, green and blue in the 

noisy neural trace for four wavelet decomposition levels indicated by the binary tree. Sensing 

thresholds are set to allow only one coefficient/event to survive in a given node. For example, node 

6, 7 and 8 can be used to mark the blue, green and red events, respectively. (b) 1D and 2D joint 

distributions of wavelet features for nodes 7 and 8 for the three neurons over many spike 

occurrences showing 3 distinct clusters. While the 2D projection represents a clear separation 

between the three neurons, a similar performance can be achieved from the 1D projections by using 

the two-class discrimination task. 

Node 8 

Node 7 
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Figure 3.2 (continued) 

 
(b) 

 

To minimize the number of the most important coefficients per event, ideally to a single feature, 

we note that the magnitude of the coefficients ]< carry information about the degree of correlation 

of the spike waveforms with the basis 6< . Therefore, this information can be used to single out “the 

most significant” coefficient via a thresholding process. This process requires defining a sensing 

threshold for each neuron � at time scale m, denoted D&<. This threshold should be selected to 

preserve the ability to discriminate neuron �’s events from those belonging to other neurons. 

Specifically, in every time scale m, we cast the problem as a binary hypothesis test in which 

q]<^_`q��≷��D&<										st>	_ = 0,1,⋯ , Oe< 	and	m = 0,1,⋯ , y (3-4) 

The set of thresholds D&< are selected based on iterative learning approach described in chapter 4. 
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The outcome of this statistical binary test is a set of time indices per event, _∗, for which the 

alternative hypothesis �� is in effect. In other words, the sensing threshold in a given time scale 

should allow only one coefficient to be kept per event, i.e., _∗ takes only one value. Once this is 

achieved, ]<^_` at indices _ where �� is in effect are automatically set to zero. Note that this step 

allows suppressing both noise coefficients as well as those belonging to neurons' other than neuron 

�'s. In such case, the thresholded signal can be expressed as 

�̃< = : ]&< ^_∗`/^� − _∗`E∗∈Y)cZ  
(3-5) 

The outcome of (3-5), after proper normalization, is an estimate, |}&, of the true binary spike 
train vector |&. It can be readily seen that the temporal characteristics of |}& will exactly match that 

of the binary spike train of neuron � and consequently preserves all the critical information such as 

spike counts and inter-spike interval (ISI) statistics allowing rate estimation to be readily 

implemented [46]. The scaling factor ]<^_∗` can simply be normalized to obtain a binary sequence 

exactly matching the spike train of neuron �. The simple example in Figure 3.2 illustrates this idea. 

In each wavelet decomposition node, the binary hypothesis test (i.e., the thresholding) is equivalent 

to a 2-class discrimination task whereby one unit at a time is identified at each decomposition level. 

The spike class separability (defined below) is compared to that in the time domain and a unit is 

extracted (i.e. its coefficients removed) from the data set if the unit separability is higher than that of 

the time domain. This process is repeated until the separability no longer exceeds that of the time 

domain, or the size of the remaining events is smaller than a minimum cluster size (typically five 

events), or the maximum number of levels has been reached (typically 4-5 levels). 

A fundamental property of the DWT sparse representation suggests that as m increases, �̃< 
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becomes more representative of the intensity function rather than the temporal details of the spikes 

themselves, which were eventually captured in finer time scales. This is because the coefficients that 

survive the sensing threshold will spread their energy across multiple adjacent time indices, thereby 

performing the same role as the kernel smoothing approach, but at a much less computational 

overhead as will be shown later. Mathematically, extending the DWT of the vector |}& to higher level 
requires convolving it with a wavelet basis kernel with increasing support. This support, denoted !~ 
at level �, is related to the sampling period P\ as !~ = P\��2~?�, where �� is the wavelet filter 

support. For the symmlet4 basis (�� = 8), this temporal support is equivalent to ~1.2 ms at level 4 

at a 25 kHz sampling rate, which roughly corresponds to one full event duration. Extending the 

decomposition to level 5 will include refractory and rebound effects of neurons typically observed in 

the cerebral cortex [40]. Therefore, temporal characteristics of the firing rate will be best 

characterized starting at level 6 and beyond where the basis support becomes long enough to include 

two or more consecutive spike events. 

3.3. Computational Complexity of Spike Sorting in the Sparse Domain  

Herein, we compare the cost of estimating the firing rate through the standard time domain 

spike sorting/kernel smoothing approach and the compressed sensing approach. Both involve 

calculating the computational cost in two different modes of operation, the “training” mode and the 

“runtime” mode. In the training mode, features are extracted and the population size is estimated 

using cluster cutting in the feature space. This should ideally correspond to the number of distinct 

spike templates in the data. In the runtime mode, the observed waveforms are assigned to any of the 

existing classes, typically using a Bayesian classifier with equal priors 
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� = max& ��]|�&� 
��]|�&� = ��] − �&, Σ&� 

(3-6) 

where �& and Σ& are the O\ × 1 mean vector and O\ × O\ temporal covariance matrix for each 

neuron class �&, for � = 1,⋯ ,O. The overall computations for the Bayesian classifier are in the 

order of � O × O\�$. 
 A standard PCA-based spike sorting followed by a Gaussian Kernel rate estimator was used as 

the benchmark for evaluating the computational cost of the traditional path that appears in the top 

of Figure 3.1. First, spikes are aligned by searching for a local extreme followed by cropping the 

waveform symmetrically around that location, which requires computations in the order of 

� 2O\ × O'$. Finding the eigenvalues and eigenvectors, for example, using a cyclic Jacobi method 

[47], requires � O\� + O\� × O'$ computations. For projection, � 2O\ × O'$ operations are 
performed to reduce the dimensionality of spike waveforms to a 2-dimensional feature space. 

A cluster-cutting algorithm, such as expectation-maximization (EM), is performed on the 

obtained 2-D feature space. Optimizing EM clustering requires � O�� × O'�$ computations, 

where O here indicates the number of Gaussian models and � is the dimension of data (here � =
2). To detect various spike prototypes, the EM clustering is implemented for different O’s, and the 

best fit is selected. The overall computations required for EM clustering for a maximum number of 

O units is in the order of ∑ � 4_O'�$aEA� = � 2O�O + 1�O'�$. Consequently, the overall 

computations required for training the PCA-based spike sorting is � 4O\ × O' +O\� + O\� ×
O' + 2O�O + 1�O'�$. In the runtime mode, detected spikes are aligned and projected, and then 
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classified to one of the predefined units using the Bayesian classifier, requiring computations in the 

order of ��4O\ + 4O�.  
In contrast, a five-level wavelet decomposition requires operations in the order of ��23O\� if 

classical convolution is used. However, this number can be significantly reduced by using the 

approach we reported in [48]. Local averaging, typically used to remedy the shift variance property 

of the DWT, with a node-dependent filter requires computations in the order of ��8O\�, since this 
filter is only applied to nodes 4, 6, 8, 9, and 10 in which spike features are mostly captured. At each 

node, one unit is discriminated at a time using a 2-class cluster cutting (binary classification). The 

required computations for this are in the order of � 10O'�$. Consequently, the overall 

computations required for the training mode is in the order of � 31O\O' + 10O'�$. In the 
runtime mode, every detected event is decomposed, filtered, and classified using a 1-D Bayesian 

classifier with computations in the order of ��31O\ + O�. For rate estimation, three methods were 

considered: the rectangular kernel (rate histogram), the Gaussian kernel and the extended DWT 

(EDWT) we propose. In EDWT, the firing rate is directly obtained by normalizing the thresholded 

vectors and extending the decomposition to lower levels (higher frequency resolution). This requires 

��45O\�� ∑ 2?���A� � = ��22.5O\�. In the kernel based methods, a kernel function is convolved 

with the spike train and the rate is estimated by sampling the result. Assuming 45 msec bin width, 

and 2 msec refractory period, the number of computation required is in the order of ��22.5���. A 

Gaussian kernel width of �� = 100 is typically used to limit the amount of computations. 

3.4. Spike Class Generation and Separability  

Spike waveforms were detected and extracted from spontaneous activity recorded in the primary 

motor cortex of an anesthetized rat using a 16-channel microelectrode array. All procedures were 
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approved by the Institutional Animal Care and Use Committee at Michigan State University 

following NIH guidelines. Details of the experimental procedures to obtain these recordings are 

described elsewhere [21]. These spikes were manually aligned and sorted using a custom spike 

sorting algorithm [32]. Out of 24 units recorded, the actual action potential waveforms are shown in 

Figure 3.3a and 3.3b for five representative units recorded on one electrode. Figure 3.3c shows a 

scatter plot of the first two principal components of the five representative spike classes in Figure 

3.3a. Consider for example unit 4 that appears quite well isolated in the time domain feature space, It 

is clear that the other classes are poorly isolated. Results of manual, extensive, offline sorting using 

hierarchical clustering of all the features in the data are displayed in Figure 3.3d. In Figure 3.3e, the 

clustering result using automated, online PCA/EM cluster-cutting with two principal features is 

illustrated. Examination of these figures reveals that the lack of separability in the feature space, 

particularly for units 1, 2, 3 and 5, results in significant differences between the manual, extensive, 

offline sorting result and the automated online PCA/EM result. 

The separability of spike classes in feature space was calculated to determine the sensing 

thresholds for each neuron at any given time scale m. Specifically, we used the measure, Γ��� =
�� ��⁄ , where �� is the between cluster separability and �� is the within cluster separability and 

� = Y�&|� = 1,⋯ ,OZ is the set of clusters. The between-cluster separability is defined as [49]  

�� = : 1|�&| ∑ �==�& : : ‖� − �‖�∈��=�&�∈�c
a

&A�  

(3-7) 

where |�&| equals the number of spikes belonging to cluster �&, � and � are elements from the set 

of all spike waveforms and ‖	. ‖ represents the Euclidean distance or L2-norm between two 
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elements. �� provides a factor proportional to the overall separation between clusters. For improved 

separability, a large �� is desired. On the other hand, the within-cluster separability is defined as 

�� = : 1|�&|�|�&| − 1� : :‖� − �‖�∈�c�∈�c
a

&A�  

(3-8) 

and is proportional to the overall spread within each of the individual clusters. For improved 

separability, a small �� is desired. Therefore, a large Γ��� indicates a greater overall separability.  
We computed a separability ratio (SR) as the ratio between Γ��� in every node to that in the 

time domain. Therefore, an SR ratio of 1 indicates equal degree of separability in both domains, 

while ratios larger than 1 indicate superior separability in the sparse representation domain. This 

later case implies that at least one unit can be separated in that node’s feature space better than the 

time domain’s feature space. This detected unit is subsequently removed from the data and the 

decomposition process continues until all possible units are detected, or all nodes have been 

examined on any given electrode. On the other hand, if the same unit can be discriminated in more 

than one node, the “best node” for discrimination of this unit is the node that provides the largest 

SR.  

Figure 3.4 illustrates that each spike class of Figure 3.3 is separable in at least one node of the 

sparse representation, in which a two-class situation is considered and one single cluster is isolated in 

a given node where all other spike classes are lumped together. The different degrees of separability 

across nodes permit isolating one class at a time, owing to the compactness property of the 

transform in nodes that are best representative of each class.  For example, class 1 appears poorly 

isolated from class 5 in the time-domain feature space, yet it is well separated from all the other 

classes in node 6. Since the sensing threshold is chosen to discriminate between spike events and not 

to minimize the MSE of the reconstructed spike, this selection rule results in thresholds that are 
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typically higher than those obtained from the universal thresholding rule for denoising and near-

optimal signal reconstruction [50]. 

It can be seen from Figure 3.4a that in most nodes, the SR ratio is larger than 1 (except for 

nodes 2 and 10). For the 24 units recorded in this data set, the performance of the compressed 

sensing strategy was 92.88+6.33% compared to 93.49+6.36 % for the PCA-EM. Performance of the 

sensing threshold selection process was quantified as a function of the number of coefficients 

retained in Figure 3.4b. As we increase the sensing threshold, the number of retained coefficients 

logically decreases thereby improving compression. However, the most interesting result is the 

improved separability by more than 70% compared to time domain separability at roughly 97% 

compression. This implies that discarding some of the coefficients that may be needed for optimal 

spike reconstruction and sorting in the time domain in a classical sense does improve the ability to 

discriminate between spike classes based on their magnitude only. Maximum separability is reached 

when we retain a few coefficients per event, after which some classes are entirely lost and the 

performance deteriorates. 
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(a)                                         (b) 

 

(c)                                  (d)                                   (e) 

Figure 3.3 Five units obtained from recordings in an anesthetized preparation. (a) Events from each 

recorded unit, aligned and superimposed on top of each other for comparison. (b) Corresponding 

spike templates obtained by averaging all events from each unit on the left panel. (c) PCA 2D 

feature space. Dimensions represent the projection of spike events onto the two largest principal 

components. (d) Clustering result of manual, extensive, offline sorting using hierarchical clustering 
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using all features in the data. (e) Clustering result using the two largest principal components and 

EM cluster-cutting based on Gaussian Mixture Models (GMM). This is an example of a suboptimal 

online sorting method with relatively unlimited computational power. 

 

(a) 

 

(b) 

Figure 3.4 (a) Unit isolation quality of the data in Fig.3. Each cell in the left side shows the 

separation (displayed as a 2-D feature space for illustration only) obtained using the compressed 
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sensing method with the binary hypothesis test in each node. The highest magnitude coefficients 

that survive the sensing threshold in a given node are considered irregular samples of the underlying 

unit’s firing rate and are marked with the “Gold” symbols in the left panel. The feature space of the 

sorted spikes using the manual, extensive, offline spike sorting is re-displayed in the right side 

(illustrated with the same color code as Figure 3) for comparison. If a gold cluster from the left 

panel matches a single colored cluster from the right panel in any given row, this implies that the 

corresponding unit is well isolated in this node using the single coefficient/event magnitude alone. 

The unit is then removed from the coefficient data before subsequent DWT calculation is 

performed in the next time scale. Using this approach, three out of five units (pink, red, and green) 

in the original data were isolated during the first iteration in nodes 4, 6, and 9, respectively, leaving 

out two units to be isolated with one additional iteration on node 9’s remaining coefficients. In the 

first iteration, node 2 shows weak separation (SR = 0.45) between units. Unit class 4 has larger 

separability in node 4 (SR=1.07). Units 1 and 2 are separated in nodes 6 and 9 (SR=1.15 and 1.51, 

respectively). Units 3 and 5 are separated in node 9 afterwards (SR = 1.14). (b) Quantitative analysis 

of spike class separability vs. compression rate (i.e. thresholding) for 24 units recorded in the 

primary motor cortex of anesthetized rat. A ~70% improvement can be observed at around 97% 

compression ratio compared to time domain separability (Raw data). 

3.5. Decoding Performance 

Because our purpose was to demonstrate the ability to decode movement trajectory directly 

from neural data using the compressed signal representation, and given that the nature of cortical 

encoding of movement remains a subject of current debate in the neuroscience community [18, 28, 

29, 51], investigation of the methods developed in this paper required generation of neural data with 

known spike train encoding properties. This section describes in details the methods we used to 
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model and analyze the data to demonstrate the validity of the approach. Since instantaneous 

decoding of spike trains is the ultimate goal in this application, we used the decoding performance as 

a measure of success of this method. To simulate spike trains from motor cortex neurons during 

movement planning and execution, we used a probabilistic population encoding model of a natural, 

non-goal directed, 2D arm movement trajectory. The arm movement data were experimentally 

collected to ensure realistic kinematics. The discrete time representation of the conditional intensity 

governing each neuron firing rate was modeled as a variant of the cosine tuning model of the 

neuron’s preferred direction �& (ranging from 0 to 2π) [18] 

�&�!E|�&� = ��� -.& + /&�t� 3��!E� − �&6& 78 
(3-9) 

where .& denotes the background firing rate, ��!E� denotes the actual movement direction, 

�& = ^�&, /&, 6&` is a parameter vector governing the tuning characteristics of neuron �, where it 

was assumed that the tuning depth /& was constant (/& and .& where fixed for all neurons and 

equal to 1 and log(5), respectively), the preferred direction �& was uniformly distributed, while the 

tuning width 6& was varied across experiments. Using this model, event times were obtained using 

an inhomogeneous Poisson process with 2 ms refractory period.   

The tuning term in (3-9) incorporates a neuron-dependent tuning width 6&, an important 

parameter that affects the bin width choice for rate estimation prior to decoding. Variability in this 

term (6& ranged from 0.25 to 4 in each experiment) resulted in firing rates that are more stochastic 

in nature and served to closely approximate the characteristics of cortical neurons’ firing patterns 

[40]. We used the mean squared error between the rate functions obtained from the simulated 

trajectory data and the estimated rates as  
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H�
 = 1O : �^�` − �[<^�`$�a
&A�  

(3-10) 

While equation (3-10) provides a simple and obvious measure of performance, it should be 

noted that in practice the true rate function is unknown. Information theoretic measures are useful 

in such cases since they assess higher order statistical correlation between the estimators and 

measurable quantities such as the observed movement and can be useful to determine the time scale 

that best characterize the information in the instantaneous firing rate. We used a node-dependent 

mutual information metric between the encoded movement parameter and the rate estimator [52] 

defined as 

�< = :� �, �[<$�t] � �, �[<$����� �[<$�, ¡o
 

(3-11) 

This metric is particularly useful when the instantaneous rate function is not Gaussian 

distributed. 

A sample trajectory, rate functions from neurons with distinct tuning characteristics and their 

spike train realizations are shown in Figure 3.5. It can be clearly seen that the tuning width has a 

direct influence on the spike train statistics, particularly the ISI. A broadly tuned neuron exhibits 

more regular ISI distribution, while a sharply tuned neuron exhibits a more irregular pattern of ISI. 

Figure 3.5b illustrates the tuning characteristics of a subpopulation of the entire population over a 

limited range (for clarity) to demonstrate the heterogeneous characteristics of the model we 

employed. A 9-second raster plot in Figure 3.5c illustrates the stochastic patterns obtained for the 

trajectory illustrated later. 

In Figure 3.6a, a 3 second segment of the movement’s angular direction over time is illustrated 

superimposed on the neuronal tuning range of three representative units with distinct tuning widths. 
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The resulting firing rates and their estimators using the rate histogram, Gaussian kernel, and 

extended DWT methods are illustrated for the three units, showing various degrees of estimation 

quality. As expected, the rate histogram estimate is noisy, while the Gaussian and EDWT methods 

perform better. In Figure 3.6b, the relation between the wavelet kernel size and the MSE is 

quantified. As expected, decomposition levels with shorter kernel width (i.e., fine time scales) tend 

to provide the lowest MSE for neurons that are sharply tuned. In contrast, a global minimum in the 

MSE is observed for broadly tuned neurons at coarser time scales, suggesting that these 

decomposition levels are better suited for capturing the time varying-characteristics of the firing 

rates. Interestingly, the MSE for the EDWT method attains a lower level than both the rectangular 

and Gaussian kernel methods at the optimal time scale, clearly demonstrating the superiority of our 

approach. The relation between the tuning width and the kernel size for the entire population is 

illustrated in Figure 3.6c. As the tuning broadens, larger kernel sizes (i.e. deeper decomposition 

levels) are required to attain a minimum MSE and thus better performance. 

The mutual information between the actual movement trajectory and the rate estimators are 

shown in Figure 3.7. There is a steady increase in the mutual information versus kernel support until 

a maximum is reached at the optimal decomposition level that agrees with the minimum MSE 

performance. This maximum coincides with a rate estimator spectral bandwidth matching that of 

the underlying movement parameter. Rate estimators beyond the optimal time scale do not carry any 

additional information about the movement trajectory. 

A sample trajectory and the decoded trajectory are shown in Figure 3.8 for four different cases: 

First, when no spike sorting is required. This is the ideal case in which every electrode records 

exactly the activity of one unit, but is hard to encounter in practice. Second, when two or more units 

are recorded on a single electrode but no spike sorting is performed prior to rate estimation. Third, 

when spike sorting is performed for the latter case using the PCA/EM/Gaussian kernel algorithm. 
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And fourth, when combined spike sorting and rate estimation are performed using the compressed 

sensing method. We used a linear filter for decoding in all cases [53]. It is clear that the our method 

has a decoding error variance that is comparable to the PCA/EM/Gaussian kernel algorithm, 

suggesting that the performance is as good as, if not superior, to the standard method. 

 

 

 
(a) 

Figure 3.5 (a) Schematic of encoding 2D, non goal-directed arm movement: the sample network of 

neurons is randomly connected with positive (excitatory), and negative (inhibitory) connections. 

Right panel demonstrates a symbolic movement trajectory to indicate the movement parameter 

encoded in the neural population model. Sample firing rates and corresponding spike trains are 

shown to illustrate the distinct firing patterns that would be obtained with broad and sharp tuning 

characteristics. (b) Sample tuning characteristics (over a partial range) of a subset of the 50 neurons 

modeled with randomly chosen directions and widths. (c) Sample 9-sec raster plot of spike trains 

obtained from the population model. 
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Figure 3.5 (continued) 

 
(b) 

 
(c) 
 

An important aspect to validate and confirm the superiority of our approach is to compare the 

computational complexity of the standard PCA/EM/Gaussian kernel rate estimator to the 

compressed sensing method for different event lengths (O\) and different number of events (O') 
per neuron. The results illustrated in Figure 3.9 show that our method requires significantly less 

computations for training. This is mainly attributed to the complexity in computing the eigenvectors 

of the spike data every time a new unit is recorded. In contrast, wavelets are universal approximators 

to a wide variety of transient signals and therefore do not need to be updated with the occurrence of 

events from new units. In the runtime mode, the computational cost for our method becomes 

higher when the number of samples/event exceeds 128 samples. At a nominal sampling rate of 40 

kHz (lower rates are typically used), this corresponds to a 3.2 msec interval, which is much larger 

than the typical action potential duration (estimated to be between 1.2-1.5 msec). 
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(a) 

 
(b) 

Figure 3.6 (a) Top-left: 400 msec segment of angular direction from a movement trajectory 

superimposed on tuning “bands” of five representative units. Top right, middle, and bottom panels: 

Firing rates obtained from the point process model for five units and their extended DWT (EDWT), 
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Gaussian, and rectangular kernel estimators. As expected, the rectangular kernel estimator is the 

noisiest, while the Gaussian and EDWT estimators are closest to the true rates. (b) Mean square 

error between the actual (solid black line) and the estimated firing rate for each neuron with the 

three methods. Each pair of dotted and dashed lines is the MSE for rectangular and Gaussian kernel 

methods, respectively, for the five units in (a). These remain flat as they do not depend on the DWT 

kernel window length. For the sharply tuned neurons, on average, ten levels of decomposition result 

in a minimum MSE that is lower than the MSE for rectangular and Gaussian kernel methods. For 

broadly tuned neurons, 12 levels of decomposition result in optimal performance. (c) Tuning width 

versus optimal kernel size. As the tuning broadens, larger kernel windows (i.e. coarser time scales) 

are needed to obtain optimal rate estimators. 

Figure 3.6 (continued) 
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Figure 3.7 Average mutual information (in bits) between movement direction, θ , and rate estimators 

averaged across the two subgroups of neurons in the entire population as a function of 

decomposition level (i.e. kernel size). Solid lines indicate the performance of the EDWT method 

(dark for the broad tuning group and gray for the sharp tuning group). The two dashed lines 

represent the Gaussian kernel method (broad tuning and sharp tuning groups), while the two dotted 

lines represent the rectangular kernel method in a similar way. As expected, sharply tuned neurons 

require smaller kernel size to estimate their firing rates. Overall, the EDWT method achieves higher 

mutual information than either the fixed width Gaussian or rectangular kernels for broadly tuned 

neurons, while slightly less for sharply tuned neurons owing to the relatively more limited response 

time these neurons have. 
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Figure 3.8 Decoding performance of a sample 2D movement trajectory. The black line is the average 

over 20 trials, while the gray shade around the trajectory represents the estimate variance. Top left: 

one unit is observed on any given electrode (i.e., neural yield = 1) and therefore no spike sorting is 

required. The variance observed is due to the network interaction. Top right: every electrode records 

two units on average (neural yield = 2) and no spike sorting is performed. Bottom left: 

PCA/EM/Gaussian kernel spike sorting and rate estimation is implemented. Bottom right: 

Compressed sensing decoding. 
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(a) 

 

(b) 

Figure 3.9 Computational complexity of PCA/EM/Gaussian kernel and the compressed sensing 

method. (a) Computations per event vs. number of events and number of samples per event in the 
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training mode. (b) Computations per event vs. number of samples per event and kernel size in the 

runtime mode. At a sampling rate of 40 KHz and ~1.2-1.5 ms event duration (48-60 samples), the 

compressed sensing method requires less computations than the PCA/EM/Gaussian kernel 

method. The number of units is assumed fixed in the training mode for both methods (P=50). 

3.6. Discussion 

In this chapter, we have proposed a new approach to directly estimate a critical neuronal 

response property – the instantaneous firing rate – from a compressed representation of the 

recorded neural data. The approach has three major benefits: First, the near-optimal denoising and 

compression allows to efficiently transmit the activity of large populations of neurons while 

simultaneously maintain features of their individual spike waveforms necessary for spike sorting, if 

desired. Second, firing rates are estimated across a multitude of timescales, an essential feature to 

cope with the heterogeneous tuning characteristics of motor cortex neurons. These characteristics 

are important to consider in long term experiments where plasticity in the ensemble interaction is 

likely to affect the optimal time scale for rate estimation. Third, as our extensive body of prior work 

has demonstrated [48, 54], the algorithm can be efficiently implemented in low-power, small size 

electronics to enable direct decoding of the neural signals to take place without the need for massive 

computing power. Taken together, these are highly desirable features for real-time adaptive decoding 

in BMI applications. 

We have used a particular model for encoding the 2D hand trajectory for demonstration 

purposes only. It should be noted, however, that the method is completely independent of that 

model. What is important to consider is the fact that the sparse representation preserves all the 

information that needs to be extracted from the recorded neural data to permit faithful decoding to 
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take place downstream. This includes the features of the spike waveforms as well as the temporal 

characteristics of the underlying rate functions. 

In the tests performed here we have used the same wavelet basis - the symmlet4 - for both spike 

sorting and rate estimation. This basis was previously demonstrated to be near-optimal for 

denoising, compression, and hardware implementation. However, the possibility exists to use this 

basis in the first few levels, and then extend the decomposition from that point on using a different 

basis that may better represent other features present in the rate functions that were not best 

approximated by the symmlet4. For example, the “bumps” in the sparse rate estimates in Fig.6 are 

not as symmetrical in shape as those in the original rate, or those in the Gaussian estimator. For this 

particular example a more symmetric basis may be better suited. 

Estimation of the rate using a fixed bin width may be adequate for certain applications that 

utilize firing rates as the sole information for decoding cortical responses during instructed 

behavioral tasks such as goal-directed arm reach tasks [27-29, 55]. These operate over a limited range 

of behavioral time scales. However, natural motor behavior is characterized by more heterogeneous 

temporal characteristics that reflect highly-nonstationary sensory feedback mechanisms from the 

surrounding cortical areas. The firing rates of motor neurons during naturalistic movements are 

highly stochastic and require a statistically-driven technique that can adapt to the expected variability 

[40, 56]. This is particularly important given the significant degrees of synchrony typically observed 

between cortical neurons during movement preparation [57], and also observed during expected and 

unexpected transitions between behavioral goal representations [58].  

While it has been argued that precise spike timing does not carry information about motor 

encoding [59], one must note that most of the BMI demonstrations to date were carried out in 

highly-trained subjects performing highly stereotypical, goal-directed behavioral tasks. Very few 
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studies, if any, have been carried out to characterize naturally occurring movements in naïve 

subjects. Thus, the potential still exists for new studies that may demonstrate the utility of both 

neuronal response properties, namely precise spike timing and firing rate, in decoding cortical 

activity. For that, the sparse representation is able to simultaneously extract these two important 

elements that are widely believed to be the core of the neural code [60]. Therefore, our approach is 

the first to offer the solution for extracting both properties within a single computational platform 

in future generations of BMI systems.  

We note that for a fully implantable interface to the cortex to be clinically viable, spike detection, 

sorting, and instantaneous rate estimation need to be implemented within miniaturized electronics 

that dissipate very low power in the surrounding brain tissue. More recently, it has been shown that 

tethering the device to the subject’s skull to maintain a wired connection to the implant significantly 

increases brain tissue adverse reaction, which is believed to negatively affect implant longevity [61]. 

Therefore, the interface needs to feature wireless telemetry to minimize any potential risk of 

infection and discomfort to the patient and to elongate the implant’s lifespan. We believe that 

eliminating any of the steps from the signal processing path while preserving the critical information 

in the neural data will significantly reduce the computational overhead to permit small size, low 

power electronics to be deployed and accelerate the translation of this promising technology to 

clinical use.  



46 
 

 

 

 

There has been extensive research on discriminating between spikes from multiple single units in 

a recorded ensemble [2]. Even when clearly isolated units remain stable over long periods of time, 

sorting their spike waveforms remains a challenge for a number of reasons. First, action potentials 

from single cells – while highly stationary when recorded intracellularly – are highly nonstationary 

when recorded extracellularly, requiring extensive user judgment during the discrimination process. 

Second, spike waveforms could be substantially similar even though they may have been generated 

by different cells. Third, the presence of contaminating noise often makes clustering spike waveform 

features a daunting task; the degree of overlap between putative clusters increases as a function of 

noise variance. Fourth, the role of individual neurons’ with clearly isolated spike waveforms in 

encoding a behavioral correlate on one day could substantially change on the next day – a hallmark 

of brain plasticity [7]. It is therefore imperative to take these factors as well as many others into 

consideration when devising new methods for discriminating spikes from multiple single units in a 

recorded neural ensemble. 

This chapter introduces a novel approach to discriminate multiple single unit activity in a given 

neural ensemble recording. The main contribution over the previous chapter [6] is that the approach 

4 Sorting and Tracking Neural Activity via Simple 

Thresholding 
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is rather simple, yet very efficient compared to classical and state of the art techniques. The 

approach shares a similar “learning phase” as other techniques in which decision boundaries 

between clusters of putative single units are first determined. One substantial difference in this phase 

is that instead of identifying these boundaries using multidimensional search algorithms such as 

Expectation Maximization (EM) clustering [8], the decision boundaries here are formed by 

combining simple linear boundaries from a set of binary classifiers. These linear decision boundaries 

are identified by a set of optimal thresholds determined using a simulated annealing search. The testing 

phase, in turn, results in maintaining the most discriminative features of a given set of spikes and 

therefore is robust to long-term variability in waveform shapes. In addition, its low computational 

cost makes it suitable for implementation on ultra-low power miniaturized hardware modules that 

can be fully implanted in the brain of awake behaving subjects [9]. 

This chapter is organized as follows. First, we will formulate spike sorting algorithms as a sparse 

optimization problem and describe the theory behind the simple thresholding. Then, the details of 

the methods used to collect the neural data and generate surrogate data with known spike waveform 

characteristics are explained. Finally, we demonstrated the performance of the method for variable 

signal-to-noise ratios and sampling rates. 

4.1. Spike Sorting as a Sparse Optimization Problem 

Let’s assume that the extracellular neural voltage trace, ¢�!�, recorded at the tip of an electrode 
can be expressed as a linear superposition of spike waveforms generated by O spiking neurons as 

¢�!� = : :£& ¤! − ¥&�E�¦§c
EA�

a
&A� + ¨�!� (4-1)  
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where £&�!� is a deterministic signal indicating the spike waveform of neuron �, ©& is the number 

of spikes fired by this neuron within an observation interval of length P, ¥&�E� are the exact spike 
times, and ¨�!� represents all the noise elements, including the background neural noise and the 

instrumentation noise caused by thermal and electrical effects of the measurement system. Given the 

prior distribution �ª�£&� and the conditional distribution ��¢�!�|£&�, Bayes’ theory can be used 

to compute the maximum a posteriori (MAP) estimate ��¢�!�|£&��ª�£&�	for which the optimal 

class  is the one that maximizes the posterior density [10] 

�∗ = argmax& ��¢�!�|£&��ª�£&� (4-2)  

where ­ is the set of all spike waveforms, Y£&�!�Z&A�a ∈ 	­.  

Since the spike waveforms are typically not known, spike sorting involves segmenting the 

interval around the events surpassing a detection threshold (usually set as three times the standard 

deviation of the noise), and projecting these segments into a lower-dimensional space using principal 

components analysis to obtain ­ [8]. This set is subsequently clustered into O independent clusters 

using algorithms such as _-means or EM clustering, and the conditional and prior distributions are 

calculated. The MAP classifier in (4-2) assigns an event to class � if it maximizes the MAP estimate 

for that class. In conventional approaches, it is therefore imperative to build the priors and 

likelihood, �ª�£&� and ��¢�!�|£&�,	during the training phase. In spike sorting, however, the 

average spike waveforms, £&�!�, and the number of neurons, O, are unknown. 

For sparse signals, the problem of identifying the signal sources in ¢�!� can be formulated as an 

optimization problem where the Euclidean norm between ¢�!� and the observation model in (4-1) 

is minimized below the noise variance, i = ‖¨�!�‖�, where ‖	. ‖� is the Euclidean norm [11], 
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mina,�c�)�,°̄±c :©&
a

&A� �. !. ²¢�!� − : :£& ¤! − ¥&�E�¦§c
EA�

a
&A� ²

�
≤ i (4-3)  

Because there are a number of unknowns in (4-3), solving this optimization problem requires 

dissociating the spike times, ¥±&, from the spike waveforms, £&�!�. The first step to achieve this is to 

sample ¢�!� within P with H = ´P ∆⁄ ¶ bins, where ∆ is the bin width (in seconds), to obtain the 

discrete observations, ·�!�, as 
·�!� = : : ;&=£&�! − �∆�@

=A�
a

&A� + ¨�!� (4-4)  

where ;&= = 1 indicates that the presence of a spike by neuron � within the range �� − 1�∆< ! ≤
�∆, and ;&= = 0 indicates otherwise. By replacing (4-4) into (4-3), the optimization problem can be 

expressed as 

mina,�c�)�,°̧°±c :;±&¹ ;±&& �. !. º·�!� − : : ;&=£&�! − �∆�@
=A�

a
&A� º� ≤ i (4-5)  

where the vector ;±& = ^;&=`=A�@  represents the binary spike train of neuron �, and »¹ is transpose 
of ». The observation model in (4-4) can be expressed as a linear combination of shifted spike 

waveforms, ·�!� = ∑ ;±&¼&�!�a&A� , where the matrix ¼&�!� ∈ ½=×@ represents � shifted copies 

of £&�!�, zero-padded up to a length of H, as 

¼&�!� = ¾£&�!�	0	0	0	⋯00	0	£&�!�	0		⋯0⋱0	0	0	0	⋯	£&�!�À=×@
 

(4-6)  
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Concatenating all the ¼&�!� matrices for O different neurons gives us 

¼�!� = ^¼��!�|⋯ |¼a�!�`. The observation model can then be represented as ·�!� = ;±¼�!�, 
where ;± = ^;±�|⋯ |;±a`. Considering the fact that spiking activities have a sparse nature, we can 

expect ;± to also demonstrate sparsity through a small number of large coefficients distributed 

among a large number of small coefficients. Thus, the minimization of ;±&¹ ;±& in (4-5) can be 
replaced with the following sparse optimization problem as 

min°̧°± ‖;±‖~Á �. !. ‖·�!� − ;±¼�!�‖� ≤ i (4-7)  

where the operator ‖	. ‖~Á counts the number of nonzero elements in the vector. The problem in (4-

7) can be viewed as a classical rate-distortion problem, in which the objective is to reduce the rate - 

expressed here in terms of the number of non-zero elements in ;± - while maintaining the distortion 

- expressed in terms of the Euclidean norm - below a predetermined level [12]. To practically solve 

(4-7), we replace the ��-operator with a thresholding operator. Determining the optimal thresholds 

is achieved next. 

4.1.1. Optimal Thresholding 

A threshold, D&, is applied to the coefficient vector ;±& to provide a sparse coefficient vector, �±&, 
defined as 

�±&:		�&= = Â;&= 	|;&=| ≥ D&0 t!ℎ�>Å��� 											st>	� = 1,⋯ ,H	Æ��		� = 1,⋯ ,O (4-8)  

The degree of sparsity in �±& is determined by D& such that the sparsity increases with increasing D&. 
This means that the minimization of ‖;±‖~Á can be approximately replaced by the maximization of 

the product of D&’s, for � = 1,⋯ ,O. Thus, the objective function in (4-7) can be replaced by a 

function that maximizes the product of neuron-specific thresholds for the O neurons, as 
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maxÇ°°±∈ℝÉ Ê D&a
&A� �. !. ‖·�!� − �±¼�!�‖� ≤ i (4-9)  

where D± = ^D&`&A�a  is the vector comprising these optimal thresholds. This optimization function is 

non-convex due to the nonlinear thresholding operator in (4-8). Thus, it cannot be solved using 

regular convex optimization techniques. Instead, iterative methods that perform a generic search 

such as simulated annealing can be used for finding the optimal thresholds in (4-9). Simulated 

annealing provides a near-optimal solution without the computational complexity of exhaustive 

search methods [13]. The unknown parameters in (4-9) are the thresholds, D±, and the dictionary 
¼�!�. We will reduce the number of these unknown parameters to facilitate the iterative learning by 

approximating ¼�!� with a predetermined reference dictionary, Ë�!�. This is feasible by 

considering the fact that spike waveforms generated by different neurons can be faithfully estimated 

from a linear combination of carefully chosen orthogonal kernels functions [6]. We obtain these 

kernel functions and subsequently the reference dictionary from a multilevel wavelet transform with 

� decomposition levels.  

The simulated annealing approach can be summarized as follows: starting from an initial set of 

arbitrary thresholds, D±���, we compute the sparse coefficients, �±���, given Ë�!� and estimate the 

mean square error (MSE) of the reconstruction, H�
���, by setting the regularization term Ì��� = 1. 
For a maximum of © iterations, we perturb the thresholds of the previous iteration, D±�E?��, to 
obtain a new set of thresholds, D±�E�ÍÍÍÍÍ = s' D±�E?��$. The perturbation function, s'�	. �, adds a random 

vector drawn from a zero-mean multivariate Gaussian distribution with a fixed variance /�� to 
D±�E?�� to obtain D±�E�ÍÍÍÍÍ. Given D±�E�ÍÍÍÍÍ we compute the sparse coefficients, �±�E�, and the MSE of the 

reconstruction, H�
�E� and Ì�E� for iteration _. The perturbed set of thresholds and the updated 
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regularization term will be accepted if H�
�E� is less than H�
�E?��, otherwise it will be accepted if 

��E� is larger than a random probability, Î, drawn from a uniform distribution between ^0		1`. This 

probability is estimated as ��E� = 4� − 4�_ ©⁄ , where constants 4� and 4� are set to 0.5 and 0.25, 
respectively. Table 4.1.a demonstrates the pseudo code for learning the optimal thresholds for 

discriminating the spike trains while minimizing the reconstruction MSE. 

In any given iteration, once we start increasing the thresholds to find the optimal set of 

thresholds, more coefficients are set to zero. Although this process increases the sparsity of the 

representation, it also decreases the energy of the reconstructed spike waveforms because a 

significant number of coefficients is lost. The regularization term Ì will monotonically increase by 

increasing the thresholds and thus compensating for the energy loss. Specifically, we adjust Ì in the 

_)Ï iteration to give the lowest mean square error between the observation, ·�!� and Ì ×
�±�E�Ë�!�, in which �±�E� are the sparse coefficients obtained by applying the thresholds D±�E�. 

4.1.2. Threshold selection to maximize sorting performance 

So far, the optimization in (4-9) determines the optimal thresholds that minimize the mean 

square error to provide faithful representation upon reconstruction. These thresholds, however, 

need not only to provide a faithful representation, but also to maintain a good separability between 

putative spike waveforms clusters in the sparse domain to achieve good sorting performance. It is 

noteworthy that using this criterion instead of minimizing MSE may not necessarily result in the 

same thresholds. This is because a separability criterion accounts for maximal preservation of 

distance between individual class probabilities in the observed joint density, while a mean square 

error criterion accounts for maximal separation between signal and noise probabilities and only 

accounts for bias and variance. Here, the Euclidean norm is replaced with the Fisher information - a 
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measure of cluster separability - in the sparse domain. For cluster �, Fisher information is calculated 

using the within-class separability, ��, and the between-class separability, �� [10] as 

��& = : ��±�!� − �±&���±�!� − �±&�Ð)∈YÑÒZ  

��& = ©&��±& − �±���±& − �±�Ð 
#&���, ��� = .±&¹ ��.±& .±&¹ ��.±&Ó , 

(4-10)  

where �±& = 1 ©&⁄ ∑ �±�!�)∈YÑÒZ  is the average spike representation of neuron �, and �± =
1 ©⁄ ∑�±�!� is the total average across all realizations. For a two-class scenario (neuron � versus all 

other neurons) the within-class separability is �� = ��& + ��&F , and the between-class separability 

is �� = ��& + ��&F , where �F  is the set of cluster indices m ∈ Y1,⋯ ,O	&	m ≠ �Z . The vector .±& is 
the optimal linear classifier that separates cluster � from �F . This classifier fuses the outcome of the 

thresholding blocks, �±�!�, to make a decision on whether it is a spike waveform of neuron � or not. 

The classifier .±& is the eigenvector of the matrix ��?��� corresponding to the largest eigenvalue. 
This classifier segregates spike waveforms of neuron �, £&�!� from ­, for which the projected 

sparse coefficients of that neuron satisfies .±&′ �±�!�Y�±�)�∈&Z > .±&′ �±�!�Y�±�)�∈&F Z. Note that cluster 

boundaries for each neuron are first calculated using offline analysis from which the thresholds are 

subsequently calculated to achieve a similar degree of separability.  

The optimization can therefore be stated as simultaneously maximizing the Fisher information 

and the product of D&’s, for � = 1,⋯ ,O, as  
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maxÇ°°±∈ℝÉ,×°°±c∈ℝÉ
.±&¹ ��.±&.±&¹ ��.±& × Ê D&a

&A�  
(4-11)  

where the objective is to find the optimal set of thresholds, D±, along with O optimal binary 

classifiers, .±&, to simultaneously achieve the highest separability and sparsity. Combining the 

information from O binary classifiers can also overcome possible labeling errors by individual 

classifiers, and can detect nonlinear boundaries among classes. It also reduces the complexity of the 

training by exploiting computationally less expensive classifiers, and increases the reliability of 

classification decisions [14], [15].  

Figure 4.1 provides an example of the performance of both classifiers in sorting two neurons 

that were initially sorted by a human expert. Each spike waveform is then projected using the two 

most significant principal components, PC1 and PC2, as the x-axis and y-axis, respectively. The 

distribution of projected spike waveforms for each neuron is illustrated by ellipsoids to demonstrate 

the nonlinear decision boundary between the two clusters. These ellipsoids were obtained by fitting 

the distribution with a Gaussian mixture model (GMM) using at most 10 Gaussian kernels [10]. 

Given the actual labels, the optimal linear classifier (dashed line), determined by Fisher discriminant 

analysis (FDA), produces a 91.5% accurate classification [10]. This is while the ensemble classifier 

that fuses the outcome of two binary classifiers, determined by the optimal thresholds Thr1 and 

Thr2 as the vertical and horizontal lines, produces a comparable 90.5% accurate classification. Note 

that the two optimal thresholds are not necessarily the optimal Bayesian thresholds estimated 

independently from the horizontal or vertical histograms, as demonstrated in Figure 4.1. 
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Table 4.1 Pseudo code for determining the optimal thresholds by (a) minimizing the MSE, (b) 
maximizing the sorting performance  

 

(a) Inputs:  

• Arbitrary thresholds, D±��� 
• Regularization term, Ì��� = 1 
• Compute sparse coefficients, �±���, then H�
��� = Ø·�!� − Ì��� ×�±���Ë�!�Ø�  

1:   for iterations _ = 1,… , © 

2:              D±�E�ÍÍÍÍÍ = s' D±�E?��$ 
3:              Compute �±�E�, Ì�E� and H�
�E� 
4:              if 		H�
�E� 	≤ H�
�E?�� or  ��E� > Î 
5:                             update 			D±�E� = D±�E�ÍÍÍÍÍ  
6:             end 

7:  end 

 
 

(b) Inputs:  

• Ú£&�!�, YÑÒZÛ&A�a
 

• Arbitrary thresholds, D±��� 
• Estimate optimal ensemble classifiers,	.±&��� for � = 1, … , O, and ���� = ∑ #&���, ���&   

1:   for iterations _ = 1,… , © 

2:              D±�E�ÍÍÍÍÍ = s' D±�E?��$ 
3:              estimate optimal ensemble classifiers .±&�E�, for � = 1,… ,O, and ��E� 
4:              if 		��E� ≥ ��E?��	or ��E� > Î 
5:                             update 			D±�E� = D±�E�ÍÍÍÍÍ 
6:            end 

7:  end 
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Figure 4.1 The distribution of spike events in a 2D space obtained using PCA. Spike events were 

initially clustered into two group of sample, and colored to represent two separate neurons. The 

average spike waveform of each neuron is demonstrated, where the shaded area represents the 

standard deviation. The nonlinear boundary between the two clusters is illustrated by the ellipsoids 

that represent the distribution of each cluster. The distribution of each cluster was estimated by 

fitting at most 10 Gaussian kernels using Gaussian mixture model. Directly applying a linear 

Optimal 

PC1 

PC2 

Thr2 

Thr1 

Time 

A
m

p
lit

u
d
e 

Spike 

Spike 



57 
 

classifier (dashed line) introduces a 91.5% accurate classification rate, while optimal thresholding 

(horizontal and vertical lines) introduces a comparable 90.5% accurate classification rate. To 

demonstrate that these optimal thresholds are not necessarily the optimal thresholds to 

independently segregate the two clusters in either the 1D horizontal or vertical representation, we 

have shown the 1D horizontal and vertical marginal distributions using 1D-histogram representation 

for the features corresponding to the first and second most significant principal components, PC1 

and PC2, respectively. 

Maximizing the Fisher’s information in (4-11) using simulated annealing can be summarized as 

follows: the spike waveforms for N neurons, WÞ�t�, and their spike times, YτÞZ, are obtained using 
an offline spike sorting algorithm. Starting from an arbitrary set of thresholds in iteration (0), γ°±���, 
we find the optimal classifier for neuron n, β°±Þ���, for n = 1,⋯ , N. Let us assume the sum of Fisher’s 

information as S��� = ∑ FÞ�Sä, Så�Þ . For a maximum of K iterations, we perturb the thresholds 

found in the previous iteration, γ°±�ç?��, to obtain γ°±�ç�ÍÍÍÍÍ. The optimal classifiers, β°±�ç�, are determined 

for the perturbed set of thresholds. If the sum of Fisher’s information for the perturbed thresholds, 

S�ç�, is larger than S�ç?��, the perturbation will be accepted, otherwise it will be rejected with 

increasing probability. Table 4.1b demonstrates the pseudo code for this approach. 

4.1.3. Multilevel Wavelet Decomposition 

An important element in the process of finding the optimal thresholds is the approximation of 

the spike waveforms, ¼�t� through the predetermined reference dictionary, Ë�t�. This dictionary 

should represent a wide range of spike waveforms, such that most observed spike waveforms can be 

built using the kernels (rows) of Ë�t�,. These kernels can be obtained through orthogonal 

multilevel wavelet decomposition [17]. Symlets, for example, have shown to be near-optimal for 
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preserving the spike features of a large number of typical spike waveform classes. The left column of 

Figure 4.2a illustrates four Symlet kernels of the orders 2, 4, and 6 at a sampling rate of 25 kHz that 

were used to estimate the detail coefficients at decomposition levels 2, 3 and 4 and the 

approximation coefficients of decomposition level 4. Note that the sampling rate only affects the 

width of these kernels, but not their form or shape. This figure demonstrates a sample recording, 

v�t�, with four spike waveforms, color coded to belong to either the blue or green neuron. The right 

column demonstrates the coefficients of the detail level 2, 3, 4 and approximation level 4 using 

Symlet 4 before and after thresholding. The green neuron can be segregated with a neuron-specific 

threshold at detail level 2, and the blue neuron at approximation level 4. The remaining coefficients 

are set to zero to increase the overall compression rate. 

Since the typical duration of action potentials is around one millisecond [18], wavelet kernels are 

expected to have a similar temporal support – defined as the width that accounts for more than 99% 

of the total energy. Figure 4.2b demonstrates the temporal support of Symlet kernels for different 

sampling rates and decomposition levels. The temporal support increases as the sampling rate 

decreases or as the decomposition levels increase [19]. A particular Symlet can be selected to provide 

the best temporal support for a given spike waveform. As an example, Figure 4.2c demonstrates the 

temporal support for Symlet kernels with four decomposition levels for different sampling rates. For 

a sampling rate of 25 to 30 kHz, only Symlets 4 and 6 provide the necessary temporal support of 1.2 

msec, respectively. Alternatively, Symlet 2 provides this support at a sampling frequency of around 

16 KHz. Figure 4.3d demonstrates the temporal support for Symlet kernels at a sampling rate of 25 

kHz, but for different decomposition levels. Depending on the sampling rate by which the neural 

data is recorded and also the number of intended decomposition levels, we can always find the 

optimal order for the Symlet kernels to obtain the best sparse representation. 
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4.2. Collecting Neural Data  

4.2.1. Generating Surrogate Data with Known Waveform Characteristics 

To evaluate the performance of the optimization methods, synthetic neural recordings for which 

the ground truth is available is needed. To generate such data, action potentials were detected and 

extracted from neural recording in the somatosensory cortex of an anesthetized rat using a 32-

channel microelectrode array in response to unilateral whisker stimulation. Details of the 

experimental procedures to obtain these recordings are described elsewhere [16]. All procedures 

were approved by the Institutional Animal Care and Use Committee at Michigan State University 

following NIH guidelines. Spike waveforms that passed a threshold set as 3 times the standard 

deviation of noise signal were detected, aligned and extracted relative to their minimum point and 

sorted using the classical spike sorting algorithm. We detected 11 clearly distinguishable units on 5 

channels of one recording session. To generate synthetic data, multiple spike realizations were drawn 

from a Gaussian distribution with the mean set as the spike waveform of neuron �, £&�!�, and the 
covariance set as £& ′�!�£&�!�. Figure 4.3 demonstrates 50 spike realizations for 11 neuron 
population, in addition to 50 noise samples that were extracted, cropped and aligned from an actual 

experimental recording with a similar length to the spike realizations. Figure 4.3 demonstrates the 

distribution of these samples in a 3-dimensional PCA feature space. The signal-to-noise-ratio (SNR) 

of this data was calculated as 10 log�� ê i⁄ , where ê is the average root mean square of the spike 

waveforms. We produced synthetic data with variable SNR by varying the scaling of the noise signal, 

¨�!�. 
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(a) 

Figure 4.2 (a) Schematic diagram for obtaining the sparse representation from the raw recordings 

using a 4-level wavelet decomposition in a tree structure using the Symlets 2, 4, and 6, sampled at 25 

kHz. The left column in an order demonstrates the orthonormal basis functions for detail levels 2, 3 

and 4 and approximation level 4. The right column represents the wavelet coefficients obtained 

from this decomposition before and after thresholding. The 8msec simulated neural recoding 

demonstrates four spike waveforms generated by the activity of two neurons. We can show for this 

toy example that a neuron-specific threshold can be estimated to segregate the activity of one 
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neuron from the rest. The green neuron is segregated at detail level 2, while the blue neuron is 

segregated at approximation level 4. (b) Temporal support of wavelet basis functions extracted from 

Symlets 2, 4 and, 6 for different decomposition levels and different sampling rates. (c) Temporal 

support for different sampling rates at decomposition level 4. (d) Temporal support for different 

decomposition levels at a 25 kHz sampling rate. 

Figure 4.2 (continued) 

 

(b) 

 

(c)        (d) 
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Figure 4.3 Distribution of spike PCA features in a 3D space. The simulated spikes were generated 

from 11 average spike waveforms of neurons recorded in vivo in the rat’s somatosensory cortex, in 

addition to noise events (action potentials are average spike waveform for the 11 neurons and noise 

events). Each sample is color coded to demonstrate the 11 neurons and noise. 

 

4.2.2. Tracking Neurons over Long-Term Recordings 

To analyze the stability of spike sorting algorithms in detecting isolated units across many 

sessions of recorded data, we used a dataset containing multiple units collected across multiple 

consecutive days. Details about the data collection are described elsewhere [20]. In brief, the subject 

was trained to perform a delayed sensory-guided task and was implanted with a 32 microwire array 

in mPFC, where extracellular activity was recorded for hour long sessions. Out of multiple sessions 

acquired, 11 consecutive sessions with appropriate behavioral performance over a span of three 
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weeks were selected and used in this study to assess the robustness of sorting with respect to 

changes in the statistical characteristics of the collected signal. The number of neurons in each 

recording session was determined by a fully automatic spike sorting algorithm that takes into 

account features extracted from the spike waveforms, in addition to the inter spike interval (ISI) and 

average firing rate of each neuron [21]. The features include the peak-to-peak amplitude of spike 

waveforms, the time between the two peaks, and spectral ratio (SR), estimated as the amount of 

energy between the 2 to 5 kHz sampling range over the total energy. The number of neurons in each 

session is set as the least amount of neurons that could faithfully explain the variance observed 

among all spike waveforms. Using a similar combination of spike waveform features and encoding 

characteristics, neurons from consecutive days are matched to be the same (Figure 4.4a). These 

neurons show high similarity in both their spike waveforms (Figure 4.4b) and encoding 

characteristics and can confidently be assumed to be the same neuron, as least from a neural 

decoding perspective [21]. A total number of 212 neurons were detected from 16 functional 

electrodes over 11 days, thus providing an average neural yield of 1.2 ± 1.3 units per channel per day 

with an average SNR of 5.75 ± 1.67 dB. 
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(a) 

Figure 4.4 Tracking neurons for multiday recordings on a single electrode: (a) Each plate represents 

one day of recording, for a total of 11 days over a period of three weeks. Detected neurons in each 

day are illustrated by projecting their average spike waveform using PCA, demonstrated as a dot, in 

which the size of this dot is proportional to the neuron’s average firing rate. Neurons that have been 

tracked over multiple days are demonstrated by similar colors, while other ones are black. A total of 

nine neurons have been detected to be stable for at least two consecutive days. (b) The average spike 

waveform of the nine stable neurons over the 11 days color-coded to match (a). 
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Figure 4.4 (continued) 

 

(b) 

 

Variations in the spike waveforms fired by a single neuron have not only been observed for a 

span of daily recordings, but also for a span of minutes, thus requiring robust sorting for even short 

term recordings. Figure 4.5 illustrates these variations in the spike waveforms fired by neurons over 

hour long sessions. Figure 4.5a demonstrates the 2D representation of spike waveforms of 4 

different neurons using PCA. Some of these neurons show a significant change in their energy as the 

session progresses. Figure 4.5b demonstrates the changes in the spike waveforms more clearly. 

These variations are demonstrated to be changes in the peak-to-peak amplitude (Figure 4.5c), while 

the peak-to-peak time and spectral ratio seem to be more robust. Any spike sorting algorithm that 

uses PCA feature will be sensitive to these variations and cannot appropriately detect and track these 

neurons over recording sessions. 
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(a) 

 

(b) 

 

(c) 

Figure 4.5 Tracking neurons for single day recordings: (a) 2D representation of spike waveforms 

detected in a single day recording using PCA (4 neurons were detected). Each dot represents the 
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projection of a spike waveform, color coded to match one of the 4 neurons, where the intensity of 

its color determines the time by which they were detected (higher intensity mean later times). The 

average 2D representation of these dots is demonstrated by a line with a similar coloring pattern. A 

line that extends the longest in the 2D representation demonstrates the largest changes in the 

average energy of the spike waveforms fired by the corresponding neuron (here the purple-colored 

neuron). (b) The spike waveforms of the purple-colored neuron. The x-axis demonstrates time in 

minutes, by which each spike waveform was fired, and the y-axis demonstrates the time in 

milliseconds by which a spike waveform is recorded. (c) Demonstrates three key features of the 

spike waveforms generated by the purpled-colored neuron, the peak-to-peak, the time span between 

peaks, and the spectral ratio (SR). While the peak-to-peak time and SR features seem to be constant 

for this neuron, the peak-to-peak rapidly decreases in the first 30 minutes. 

4.2.3. Considerations for Practical Implementation  

In our previous work [6], we have demonstrated how a thresholding strategy could be useful to 

fulfill the design constraints of a fully implantable neural interface that performs instantaneous spike 

detection and sorting to cope with a limited wireless telemetry bandwidth and minimize the overall 

latency in BMI applications [9], [17], [22], [23]. We have proposed to equip the system with three 

‘operational’ modes, namely a monitoring, a compression and a sensing mode. The optimal 

thresholds for the compression and sensing modes are determined external to the implantable 

system using raw data collected during the monitor mode [9]. Here, we refine this design to only 

include the compression and sensing modes, thereby removing the need for the monitoring mode, 

which is time consuming due to the bandwidth constraints of the wireless telemetry. Figure 4.6 

demonstrates a schematic diagram of this alternative design. It features an additional block that 

determines the optimal threshold in the compression mode by continuously calculating the MSE 
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through the regularization terms indicated in Table 4.1a. Because clustering is needed before a 

sensing mode can be implemented, the optimal thresholds and classifiers for sorting are done 

externally (as in Table 4.1b) using the data collected during the compression mode. The important 

advantage of this design over the previous design is the self-evaluation capability that permits 

continuous adjustments of the optimal compression thresholds to cope with possible SNR 

degradation during long term recordings. 

The computational complexity logically becomes an important evaluation metric. Let us assume 

that a 32 channel neural recording is quantized into 8|�!� samples - which have been shown 

previously to maintain desired information [9]. Using the lifting method to implement the multilevel 

wavelet decomposition[22], 8 multipliers and 8 adders are required per sample, thus for a spike 

waveform of length � samples, 224 × � full adder operations are required for each recording 
channel, considering that an 8|�! adder requires 8 full-adders, and a 8|�! multiplier requires 20 full-

adders [24]. A similar number is required for the inverse multilevel wavelet decomposition. To apply 

the optimal thresholds and regularization terms, four 8|�! adders and four 8|�! multipliers are 

required, therefore requiring a total of 560 × � full adder operations. To estimate the MSE for a 

length of P samples, we need 1 + ´logìP¶ bytes of memory, in addition to approximately 100 fixed 

bytes of memory to store the residuals of the lifting method in the multilevel wavelet decomposition, 

the optimal thresholds and regularization terms for each recording channel [9]. It can be seen that 

the memory size scales sub-linearly - while the number of full adders scales linearly - with the 

number of samples. The perturbation of thresholds and regularization terms for every P sample is 

performed by the central controller using a linear feedback shift register (LFSR) using XOR as the 

linear function [25]. The LFSR for each threshold requires an 8|�! register and an 8|�! full adder. 
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Accepted perturbed thresholds are stored in the predetermined registers before beginning the next 

round of perturbations. 

 
Figure 4.6 Schematic diagram of the data flow in the implantable wireless system. Neural recordings 

are initially amplified and filtered in the analog front-end prior to sampling/quantization and 

transmission over the wireless channel, where the raw data is projected into the sparse 

representation with the discrete wavelet transform (DWT) block, followed by the optimal 

thresholding block, to reduce the telemetry bandwidth. This diagram also features the adaptive 

regularization and inverse DWT blocks to project back the sparse representation into the original 

representation to continuously estimate the MSE. The green arrows demonstrate the iterative 

learning that takes place by perturbing the set of thresholds and regularization terms for the 

compression mode. 

4.3. Compressive Spike Sorting Performance 

4.3.1. Spike Sorting Performance vs. SNR and Compression Rate  

We evaluated the performance of our approach for both compressing and spike sorting as a 

function of the SNR and sampling rates and compared it to the classical spike sorting. The 

compression metric is important to evaluate strategies for telemetry bandwidth reduction during 

wireless neural recording using implantable systems [17]. The compression rate was estimated as the 
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number of zero coefficients over the total number of coefficients. In the classical PCA-based spike 

sorting, the lower dimensional PCA representation can be viewed as one form of signal-dependent 

compression of the neural data. The compression rate in such case would be the percentage of 

variance accounted for using a subset of the eigenvectors over the total number of eigenvectors. 

Figure 4.7 demonstrates the average performance using two neurons, collected at different SNR 

between 0 to 5 dB. The sorting performance in (a) is expressed as the average true positive rate 

(TPR), where TPR is estimated as the number of accurately sorted spike waveforms over the total 

number of spike waveforms from each neuron. The sorting performance in (b) is expressed in terms 

of the average false positive rate (FPR), where FPR is estimated as the number of noise events over 

the total number of non-spike events that pass the detection threshold of each neuron. For the 2-

neuron mixture, we sampled all possible combinations and produced ¤112 ¦ = 55 synthetic data sets 
using spikes from the 11-neuron population recorded in one session. An FDA classifier (Figure 4.1) 

was trained given the spike trains of each neuron, and a test data set was used for calculating the 

TPR and FPR. The average TPR and FPR for our spike sorting approach are plotted as a blue trace 

in Figures 4.7a and 4.7b, respectively. We also plotted the projection of this trace on the TPR-

compression plane, SNR-compression and TPR-SNR planes for clarity. It can be seen that better 

spike sorting performance and compression rates are achieved compared to PCA-based approach. 

Unlike the classical approach, our approach is highly robust against SNR variations as measured by 

the high TPR. A decrease in SNR – as expected – results in an increase in FPR and consequently a 

decrease in the compression rate. 

4.3.2. Wavelet Basis Function vs. Sampling Rate 

The sampling rate is an important element in the selection of the wavelet basis function to 

sparsify the signals. Figure 4.8 demonstrates the effect of choosing Symlet 2 or Symlet 4 on the 
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average TPR for different SNRs as a function of the sampling rate. The sorting performance for the 

Symlet 4 basis function dominates the one of Symlet 2 as the sampling rate increases. For sampling 

rates close to Nyquist (around 15 kHz), Symlet 2 provides a temporal support close to action 

potentials, while for sampling rates around 25 kHz, Symlet 4 provides a similar support. The 

difference in performance between the two basis kernels becomes negligible at high SNRs. 

 
(a) 

Figure 4.7 (a) Average TPR of an FDA classifier trained for different SNR and compression rates. 

The compression is achieved by projecting the raw recordings using PCA. A combination of 55 

recording segments - each includes the activity of two distinct neurons - was used. The average TPR 

of our spike sorting approach is demonstrated as the nonlinear blue trace in the 3D space. The 

projection of this trace is plotted in three planes for better visibility. (b) Average FPR of the FDA 

classifier and our spike sorting approaches versus variable SNR and compression rates. 
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Figure 4.7 (continued) 

 
(b) 

4.3.3. Analysis of Real Data  

Figure 4.9a demonstrates 10 seconds out of a 27-minute neural recording at a sampling rate of 

25 kHz obtained from the rat’s somatosensory cortex during an optogenetic stimulation experiment. 

Optogenetics were used here to evoke precisely timed spikes from genetically targeted neurons, 

which helped in faithfully estimating the prior density of spiking compared to spontaneous or 

natural stimulus-driven activity. Figure 4.9b demonstrates 3D PCA feature space of all events that 

passed the detection threshold and aligned relative to their minimum point. We clustered the dataset 

into 5 classes, and illustrated the average spike waveform and its standard deviation in figure 4.8b 

[21]. The cluster colored as black illustrates putative noise events that passed the detection threshold.  

Using simulated annealing (Table 4.1a), we calculated the optimal thresholds for minimizing the 

MSE –termed “compressed mode”. After 300 iterations, we found the optimal set of thresholds that 
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provided 90% compression rate. The reconstruction using the remaining 10% of coefficients is 

demonstrated in Figure 4.9a superimposed on the original data trace for comparison. It can be seen 

that the form of spike waveforms are faithfully preserved, while the noise has been significantly 

suppressed. In the compressed mode, the simulated annealing (Table 4.1b) is used to find the 

optimal thresholds that maximize separability – labeled “sensed mode”. After 300 iterations, these 

thresholds amounted to a compression rate of more than 99%. Figure 4.10a demonstrates the 

compression rate and normalized MSE over the two learning phases, and Figure 4.10b demonstrates 

the progression of the thresholds’ values over the same phases. 

 

 

Figure 4.8 Effect of wavelet basis choice on the average TPR for variable sampling rates between 12 

and 28 kHz, and SNRs of 0, 0.5 and 1.5 dB. Every dot represents the average TPR for the data in 

Figure 4.6 and errorbars are variance. 
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(a) 

 

(b) 

Figure 4.9 (a) A 10 second demonstration of in vivo recording from the rat’s somatosensory cortex. 

The second row is a magnification of the red box illustrated in the first row. The black line 
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represents the raw neural recording, the green line represents the reconstruction in the compressed 

mode, and the blue line represents the reconstruction in the sensed mode. (b) Demonstration of all 

detected events in a 3D space obtained using PCA. Each dot represents the projection of a detected 

event in the 3D space. Dots are color coded to demonstrate 5 clusters that were obtained using the 

spike sorting algorithm explained in methods. 

 

 

Figure 4.11a demonstrates the rate-distortion tradeoff obtained using random sets of thresholds 

drawn from a uniform distribution. The learning of the thresholds for the compressed and sensed 

modes is demonstrated by the trace approximating the lower bound of the rate-distortion tradeoff. 

While the compression mode threshold is the closest to the origin, the sensed mode threshold 

achieves the highest compression (i.e., lowest rate) at highest distortion. Although the MSE has 

increased significantly as a result of the learning phase in the compressed and sensed modes, the 

degree of separability in both modes remained qualitatively comparable to the raw data separability, 

as demonstrated in Figure 4.11b. It also demonstrates quantitatively the changes in MSE and rate as 

well as the degree of separability as the training proceeds for the compressed and sensed modes. 
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(a) 

 

Figure 4.10 (a) The compression rate and MSE for the iterative simulated annealing learning. The 

first 300 iterations correspond to finding the optimal thresholds for the compressed mode in which 

the MSE is minimized. For the compressed mode, a compression rate of 90% was reached. In the 

next 300 iterations, the optimal thresholds for the sensed mode were estimated using the iterative 

learning, starting from where the compressed mode stopped. After another 300 trials, a compression 

rate of 99% was achieved. (b) Threshold variations as learning progresses for the compressed and 

sensed modes. 
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Figure 4.10 (continued) 

 

(b) 

We have compared the sorting performance of our thresholding algorithm, which we refer to as 

the compressive spike sorting (CSS), with PCA based algorithms for recording sessions of at least an 

hour long. For each session, we initially obtained the number of neurons and their firing times 

offline using [21]. Then we learned the optimal thresholds (Table 4.1b) and classifiers for the both 

CSS and PCA spike sorting algorithms. In the runtime, we had both algorithms classify the detected 

events that pass a universal threshold as one of the given neurons. Figure 4.12a demonstrates and 

compares the sorting performance of the CSS versus the PCA algorithm for a � day span, where 

initial learning happened at a certain day and the runtime happened  � − 1 days afterward on the 

same electrode. So for a 1 day span, the initial learning and runtime happen at the same day, while 

there is a day difference for the 2 day span. Figure 4.12a demonstrates the average and standard 

deviation sorting performance for the total number of 212 neurons detected over the 16 electrodes 
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and 11 days for the 1 day span. For the 2 and 3 day spans, we only report on the neurons that have 

been tracked over 2 or 3 consecutive days, which are 15 and 2 cases, respectively. While the sorting 

performance of the PCA and CSS algorithms was very close for the 1 day span, the sorting 

performance of the CSS algorithm is statistically significant  to the PCA algorithm (� < 0.001). 
Thus, the CSS algorithm could potentially be used for faithfully tracking neurons over consecutive 

days of recording. Note that the higher sorting performance for the 3 day span compared to the 1 

day span is due to typically tracking neurons that demonstrate higher SNRs in their spike 

waveforms, where the average sorting performance for 1 day span is affected by low SNR neurons 

that are not tracked over consecutive days. 

We have demonstrated the performance of compressive sorting to be comparable and in some 

cases superior to the conventional spike sorting algorithms that rely on PCA features. Although, 

PCA features inherently introduce a significant compression rate on the raw neural recordings, 

through thresholding, CSS provides additional compression due to the elimination of a large number 

of wavelet coefficients. Figure 4.12a demonstrates a schematic diagram comparing the compression 

by the two methods. Using  � principal components, the compression rate of PCA is �� − �� �⁄ , 

where � is the number of samples to faithfully represent spike waveforms as the signal of interest. 

Assuming a �-level wavelet decomposition and holding on to the largest coefficients in magnitude 

for the detail levels of 2 to � an approximation level � (� coefficients), we will obtain a similar 

compression rate. Thresholding, however, to obtain a sparse representation will set a large portion 

of these coefficients to zero. Using run length encoding (RLE), an additional compression rate can 

be obtained, that has been reported as the compression rate of the CSS algorithm. 
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(a) 

 

(b) 

Figure 4.11 (a) Rate-distortion scatter plot. Each dot represents the rate and the distortion for a 

random threshold drawn from a uniform distribution. The red trace demonstrates the same rate-
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distortion for the threshold variations for the training in the compressed and sensed modes. The 

compression thresholds are in close proximity to the origin, while the sensing thresholds are at 

extremely low rates. The normalized MSE or distortion is estimated as the �
íQ� − 
íîeï&� 
íQ�⁄ , 

where 
íQ� is the root mean square (RMS) of the raw recordings, and 
íîeï& is the RMS of the 

reconstruction signal. The normalized rate is estimated as the number of zero coefficients over total 

number of coefficients. (b) Rate, distortion and the degree of separability as learning progresses 

through the 600 iterations. The separability was calculated as the normalized inverse of classification 

errors. The error bars demonstrate the standard deviation. 
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Figure 4.12 (a) Spike sorting performance of the compressive spike sorting (CSS) vs. the 

conventional PCA sorting for neurons tracked over 1, 2 and 3 days span. The bars demonstrate the 

average sorting performance and errorbars are the standard deviation. The performance of the CSS 
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is statistically significant compared to the PCA algorithm for neurons tracked over a span of 2 or 3 

days (p < 0.001). (b) Schematic diagram for comparing the compression of spike waveforms using 

PCA vs. sparse representation. The size of the green matrix on left that includes all detected events, 

i.e. spike waveforms and noise that pass the detection threshold, is N × L, where N is the number of 

detected events and L is the number of samples in each event. Using the n principal components, 

events are projected into a n-dimensional space, therefore the projected matrix is N × n, and the 
compression rate is �N − n� N⁄ . In sparse representation using a 4-level wavelet decomposition, 

each event is projected into a 5D space, given that only the maximum coefficient survives at each 

decomposition level, thus introducing a �N − 5� N⁄  compression rate. Additional compression is 

obtained by thresholding out a large portion of these coefficients, therefore replacing them with 

zeros. Run length encoding (RLE) can provide us with an additional k �N × n�⁄  compression rate, 

where k is the number of zero coefficients. 

Figure 4.12 (continued) 
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4.4. Discussion 

The CSS algorithm directly sorts spike waveforms from the sparse representation without the 

need to reconstruct the original neural recording, yet provides comparable sorting performances to 

conventional and commercial spike sorting algorithms that rely on the PCA features. The advantage 

of mutually compressing and sorting the neural data comes from the adaptive search for optimal set 

of thresholds for the sparse representation that maintain the sorting performance. This search, 

however, is performed at two separate modes, compressed and sensing modes. Initially MSE is 

minimized in the compressed mode to provide an offline spike sorting algorithm with a faithful 

reconstruction of the neural recording that is used to estimate the number of neurons and their 

firing times. Given these information, a new set of thresholds are learned by maximizing the 

separability between the neurons in the sparse representation. We have demonstrated these two 

separate stages of learning on the rate-distortion plot in Figure 4.11a, where we have shown that at 

the expense of higher distortion, much lower rates can be achieved without compromising the 

sorting performance. This perspective to implantable data acquisition and processing systems can 

have direct implication for the future generation of BMI in which the information of several 

thousand neurons has to be transferred instantaneously to an external actuator.   

To make sure the compromise made in CSS in not reconstructing the original neural recording 

does not affect the overall sorting performance in comparison with conventional PCA spike sorting 

algorithms that heavily rely on a faithful reconstruction, we provided two different set of 

comparisons. First, we compared the CSS with PCA sorting for different SNRs and different 

compression rates. Using synthetically generated data, in which the ground truth is known, we have 

demonstrated the superior performance of the CSS especially for cases of low SNR while providing 

a compression rate far beyond the compression obtained from the PCA approach. Second, we 

compared the sorting performance of the CSS to the PCA algorithm in handling non-stationarities 
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observed in the neural data particularly over long-term recordings. We have shown using multi-

electrode multiday recordings that the CSS is more robust to the variabilities in the spike waveforms, 

especially as the span of recordings increase from an hour to over multiple days. Unlike the PCA 

algorithm that is sensitive to variations in the energy of the spike waveforms, the CSS takes into 

account the distribution of this energy over different sub-bands. This provides a valuable advantage 

for CSS over PCA sorting algorithms in tracking neurons over long-term recordings. For BMI 

systems, this implies that a neural decoder initiated using stable units provided by the CSS does not 

require everyday training. 

Key to the CSS is the ability to sparsely represent the neural waveforms using a dictionary of 

basis kernels that preserve the discriminative features of the spike waveforms. The optimal 

thresholds are estimated using a learning algorithm that minimizes the mean square error while 

maximizing separability between putative signal classes.  We evaluated the performance for variable 

SNRs, and compared it with classical spike sorting techniques. We also demonstrated the 

importance of choosing the appropriate basis kernel on the sorting performance as a function of the 

sampling rate. 

It is important to note that the compression here by our approach is measured by the number of 

zeroed coefficients over the total number of coefficients. Accordingly, more zeroed coefficients post 

thresholding result in more compression. Note that this definition should not to be confused with 

the traditional definition of compression from information theory in which the compression rate is 

measured in bits using entropy coding techniques [62]. In our case, we use run length encoding - a 

variant of entropy coding for binary sequences - to estimate the compressed output stream for the 

implantable BMI configuration (Figure 4.6) [63]. 
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It's noteworthy that the compression in our approach closely resembles the idea in the 

compressed sensing framework [64, 65]. Since the extracellular unit activity is transient in nature, 

compressed sensing can also be used to compress the signal by using a dictionary of orthogonal 

random samplers [66]. It is important, however, to note that we have replaced the random sampler 

matrix with a known dictionary extracted from multilevel wavelet decomposition based on the prior 

information we have about the general form of spike waveforms. The wavelet dictionary has also the 

advantage of requiring less memory to be implemented in an implantable BMI system compared to a 

random matrix. Changing the L0 optimization in equation (4-7) of Chapter 4 to an L1 optimization 

had minimal effect on the remainder of the CSS algorithm performance since the optimization is 

eventually approximated by maximizing the product of thresholds in equation (4-9). 

The simple, yet efficient CSS algorithm based on simple thresholding has its own tradeoffs. 

First, as mentioned before, it provides a poor reconstruction of the raw neural recording obtained 

from the sparse representation in the sensed mode. Second, like many other spike sorting 

algorithms, the CSS also depends on an offline spike sorter to provide it with the number of 

neurons and their firing times that is used to learn the optimal set of thresholds.  

An ensemble classifier was used to fuse the classification results from multiple binary classifiers 

to improve the overall performance and approximate the typical nonlinear boundary between classes 

with multiple linear classifiers. There are some theoretical and practical reasons to select an ensemble 

classifier. First, sophisticated classifiers that can detect the nonlinear boundaries between spike 

clusters are required. By integrating the classification result of multiple simple thresholding blocks, 

the performance becomes comparable to nonlinear classifiers. Second, spike sorting becomes 

challenging at low SNRs, eventually resulting in a more complex nonlinear decision boundary 

between classes. A combination of binary classifiers, however, provides a solution that can be used 

to approximate the nonlinear boundary. Third, since the coefficients obtained from the sparse 
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decomposition represent different bands of the frequency spectrum, each thresholding block will 

extract different information, which can be integrated in the ensemble classifier to increase the 

performance. Fourth, due to hardware limitations, simple binary classifiers, such as thresholds, are 

highly desirable. 

Our approach identifies the independent neural channels in the raw ensemble recordings while 

maintaining low computational complexity, satisfying the necessary power and telemetry bandwidth 

constraints of a fully implantable hardware. Unlike state-of-the-art systems, this approach reduces 

the continued reliance on an external computing site to monitor changes in signal quality over 

prolonged recording periods – a problem often encountered in BMI applications that rely on long 

term use of implantable recording electrodes. This translates into substantial savings in the 

computational, communication and human supervision costs of adjusting parameters for the 

implanted system. Consequently, we anticipate this will lead to further improvements in the 

performance and potential use of these systems in clinical applications.  
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Spike trains are known to carry important information about the response of cortical neurons to 

external stimuli that mediate perception, learning and motor processing. Spike trains, simultaneously 

recorded from neurons within a local population, exhibit variable degrees of statistical dependency. 

A large number of studies have attempted to identify the role of this dependency and whether it 

improves the encoding of a jointly represented stimulus attribute [67-71], or it simply expresses 

redundancy to that stimulus [59, 72-75]. To assess the optimality of any population code, the first 

step is to model this dependency in the population response. 

For a better understanding of the exact role of statistical dependence between the spike trains of 

cortical neurons, one has to capture this dependence by fitting the spatiotemporal patterns of neural 

activity with a statistical model. Maximum entropy models have been suggested to fit the 

simultaneously observed patterns of neuronal spike trains, although they predict the probability of 

instantaneous patterns and thereby ignoring the temporal correlations in the response. Using higher 

order Markov processes to represent the sequence of instantaneous patterns, we introduce a 

spatiotemporal maximum entropy model that takes into consideration of the temporal correlations 

5 Spatiotemporal Graphical Models for Ensemble Spike 

Train Analysis  
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as well as the spatial ones. We provide an iterative method for learning the parameters of such 

model, in which the parameters are truncated to obtain sparse graphs that represent the most 

important interactions in a population network. 

5.1. Pairwise Maximum Entropy Models 

Let us assume a population of O-simultaneously observed neuronal spike trains, in which an 

population vector, �) , represents the number of spikes observed from these spike trains at time ! in 
response to an external stimulus, �. The population vector has O elements as �) = ^��) , ⋯ , �a) `, 
where �&)  is the number of spikes fired by neuron � within time interval !. Let us also assume binary 

spike trains, where a zero represents an observation of no spikes in the observed time interval, and 

one otherwise. In response to some constantly variable stimulus � within P time bins, ��:V, we 

observe a series of nonstationary population vectors, expressed as ��:V = ^��, ⋯ , �V`. To fully 

characterize the nonstationary encoding system one has to initially describe the conditional 

distribution, ����:V|��:V�. The main challenge in estimating this distribution is the sample size. For 

a population of O neurons, the maximum number of different binary population vectors is 2a, 

though the actual number is usually smaller.  

The conditional distribution, ����:V|��:V�, tries to explain the dynamics of population 

responses given a particular stimulus, hence is used to explain the causal relationships, or effective 

connectivity, between the variables that can greatly improve our understanding of the encoding 

mechanism. However, other methods with simplifying assumptions have also been used to explain 

some of the variability observed in population responses. One is independently estimating the 

conditional distribution of neurons, also referred to as the tuning function, as a direct yet simple 
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method to understand the encoding mechanism for the entire population of neurons. The tuning 

function expresses the average firing rate of neuron � in response to different values of �, and is 
expressed as ���&|��. Under the independence assumption, the joint conditional distribution can be 

expressed as the normalized product of individual tuning functions, ��&ò��|�� = ∏ ���&|��a&A� ô⁄ , 

where ô is the normalization factor or partition function estimated as ô = ∑ ∏ ���&|��a&A�õ . The 

independence assumption can be also extended for different time intervals, therefore, the 

conditional distribution can be expressed as ����:V|��:V� = ∏ ��&ò��)|�)�V)A� ôF⁄ , where ôF  is the 
product of all P normalization factors. This representation assumes independence between all 

neuronal constituents at different times, thus ignores both the spatial and temporal correlations 

among neuronal constituents. Although the independent model is less sensitive to the sample size 

problem and is less affected by the increase in population size [76], more complex models are 

required to capture the dynamics of nonstationary population vectors. 

By including the statistical dependency among neuronal pairs, a pairwise model can be 

constructed to express the conditional distribution as, �'Q�ö��|�� = ∏ � �&, �C�&�|�$a&A� ô⁄ , where 

I��� is the set of neurons connected to neuron � and ô is the partition function. Note that the 

connection here does not necessarily indicate an anatomical connection between neurons, but rather 

a statistical dependence on each other’s neural activity. To extend the pairwise model for population 

vectors of different time intervals, ! = 1,⋯ , P, the set I��� can include any neuronal constituents 
of time intervals up to time ! that affect the activity of neuron �. The conditional distribution for 

the pairwise model can be expressed as �'Q�ö���:V|��:V� = ∏ �'Q�ö �) , �C�&�|�)$V)A� ôF⁄ . This 

model not only explains the instantaneous dependencies within a time interval, but also explains 

dependencies between neuronal constituents at different time intervals, thus including both the 

spatial and temporal correlations. In this chapter, we will address the question of finding the set of 
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parent neurons, I���, and building a spatiotemporal pairwise model that incorporates both spatial 

and temporal correlations. Out of the many approaches that can be used for fitting a conditional 

distribution, we used maximum entropy models to provide us the models with maximum 

uncertainty. 

5.1.1. Principle of Maximum Entropy 

Using the principle of maximum entropy, we will construct a pairwise model that matches the 

expectation of certain moments of neuronal constituents, ş ���: � → ℝ, with analogous empirical 

estimates obtained from the true conditional distribution of observed population vectors, ���|�� 
[77]. The empirical expectations of those certain moments is estimated as, 


ø^ş ` = 1P:ş ��)�V
)A�  

(5-1) 

where here P is the total number of observed population vectors. Now let’s assume an estimation of 

the conditional distribution, ����|��, where � are some unknown parameters of this distribution. 

The expectation of the certain moments can be estimated given ����|�� as 
ù�^ş ` = :��������|��ş ��, ��ú  

(5-2) 

where ���� is the true distribution of the stimulus. The goal is to estimate ����|�� such that the 
model and empirical expectations match, ù�^ş ` = ùø^ş `. This problem, however, is 

underdetermined, meaning that there are infinite number of distributions that conform to this 

condition. To choose among the many combinations, the principle of maximum entropy selects the 
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one that maximizes the Shannon’s measure of entropy, ���� = −∑ ���� log ����ú , as  

�∗ = maxø∈û ���� subject	to ù�^ş ` = ùø^ş ` (5-3) 

where û is set of all distributions that satisfy the condition. The solution to this determined problem 

represents the distribution with the maximum uncertainty. It has be shown that all maximum 

entropy distributions conform to the family of exponential functions, such as Gaussian, Poisson, 

and binomial distributions, and are expressed as ����|�� = exp�∑ �¸ş ���¸ � ô⁄ , where �¸ is the 

parameter associated with ş ���.  
5.1.2. Instantaneous Maximum Entropy Model 

If we define the certain moments ş ��� as the first order moments, ��) , and second order 
moments, ��)�<), within the same time interval !, the maximum entropy model can be expressed as 

����)|�� = 1ô exp9−:ℎ���)
a

�A� − 12::y�<��)�<)
a

<A�
a

�A� G (5-4) 

where ℎ� and y�< are the parameters associated with the first and second order moments, 

respectively, and ô is the partition function to ensure ∑ ����)|��ú = 1. This model is referred to as 

the instantaneous maximum entropy model, since �) is the pattern of activity only at time !. The 

conditional distribution of a sequence of population vectors for the instantaneous model can be 

expressed as the product of individual instantaneous models at different times, �����:V� =
∏ ����)�V)A� ôF⁄ . This model was shown to be effective in representing almost 90 percent of the 

variance seen in the response of a population less than 20 neurons [78, 79]. The main disadvantage 
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of this model, however, is that it ignores the temporal correlation that represents the effect of the 

history of spiking activity on the current population state. Extending the width of neural patterns 

has been proposed as a method to incorporate spiking history. It destroys, however, the information 

in precise spike timings [80]. Thus, the instantaneous maximum entropy model does not consider 

interactions between neurons at different times that are believed to play an important role in the 

encoding mechanism. 

5.1.3. Spatiotemporal Maximum Entropy Model 

Given the observed population vectors up to time !, ��:), one can estimate the probability of 

observing the population vector of time ! + 1 as ���)��|��:)�. Assuming a _)Ï-order Markov 

model, the conditional probability can be reduced to ���)��|�)?E:)�. Assuming a _)Ï-order 
Markov model, the joint density of a sequence of population vectors can be expressed as 

����:V� = �����Ê���)|�)?E:)?��V
)A�  

(5-5) 

For a first-order Markov model, the transitional probabilities can expressed as �&= =
� �) = ��&�|�)?� = ��=�$, where ��&� and ��=� are two sample population vectors. The 

transitional probabilities governing the transition between population vectors in a neural recording 

are nonsymmetrical, �&= ≠ �=&. To better demonstrate this, we constructed a toy example in which 

a population network generates one out three possible population vectors, X���, X���, and X���. 
Using a first-order Markov model, we illustrate in Figure 5.1a the transitional probabilities that 

govern the transition between the three population vectors. Let’s assume that the transitional 

probabilities are stationary. Given a particular sequence of population vectors, i.e. 
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Ú����, ����, ����, ����Û, the probability of observing this sequence can be estimated as 

� ����$���������, where � ����$ is the a priori of observing ����.  
By replacing the pairwise maximum entropy model in (5-4) in the transitional probabilities of a 

first-order Markov model in (5-5), we can express these probabilities based on the neuronal 

constituents as 

����)|�)?�� = 1ôÊÊexp y�<)?�,)�<)?���)$a
<A�

a
�A� = 1ô exp9::y�<)?�,)��)�<)?�a

<A�
a

�A� G (5-6) 

where y�<)?�,) are the transitional couplings, and ô is the partition function. By including all elements 

of the pairwise maximum entropy model, the joint distribution for the first-order Markov model can 

be expressed as 

����)?�, �)� = 1ô exp9−:ℎ�)?���)?�a
�A� − 12::y�<)?�,)?���)?��<)?�a

<A�
a

�A�
− ::y�<)?�,)��)?��<)

a
<A�

a
�A� − :ℎ�)��)

a
�A� − 12::y�<),)��)�<)

a
<A�

a
�A� G 

(5-7) 

where ℎ�) and ℎ�)?� are the individual, and y�<),), y�<),)?� and y�<)?�,)?� are the coupling terms. This 

spatiotemporal model, which we refer to as the spatiotemporal maximum entropy model, is more 

general than the representation introduced in Marre et al to account for history terms [81], but at the 

expense of increasing the number of parameters to be trained. 
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(b) 
 

Figure 5.1 (a) Representation of hypothetical instantaneous patterns, X�K� (for i = 1,2,3), generated 
by a neural. (b) The first-order Markov representation of state transfers for Fig.1. Each state can 

either transfer to itself or one of the two other states, thus generating a total of 9 transient states, 

Y�ç� (for k = 1, …9). (c) Another representation of the transient states, Y�ç�, with Y�ì� being 
unobserved. 
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Figure 5.1 (continued) 
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We simplify (5-7) as ����)� = ô?� ��� −∑ ℎF ���)� − ∑ yF�<��)�<)�,< $, where �) = ^�) , �)?�`V 
includes the �) and �)?� population vectors, ℎF � = ^ℎ�), ℎ�)?�`V is the parameters associated with the 

first order moments, yF�< = Sy�<),), y�<)?�,); y�<),)?�, y�<)?�,)?�T is the parameters associated with the second 

order moments, and P is transpose. This representation can be easily extracted for higher order 

Markov models too. Figure 5.2a and 5.2b demonstrates the model parameters y�<)?�,)?�, y�<),), and 
y�<)?�,) as blue, red and black connecting lines, respectively. 

To better understand the necessity of having both ℎ�)?� and ℎ�) or y�<)?�,)?� and y�<),), Figure 5.1b 

demonstrates all possible transitions between the three hypothetical population vectors, ����, ����, 
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different configuration in Figure 5.1c, in which ���� can only transit to ���� or ����, thus making 

the probability of observing ��ì� equal to 0. In this case, ℎ�)?� is different than ℎ�) since it is 
estimated using three ����, three ���� and two ����, while ℎ�) is estimated using three ����, two ���� 
and three ����. A similar explanation can be given for the difference between y�<)?�,)?� and y�<),) for 
the configuration in Figure 5.1c.  

 

(a)    (b) 

Figure 5.2 First-order Markov representation of pairwise maximum entropy model. The model 

parameters JKL
?�,
?�, JKL
,
, and JKL
?�,
 are demonstrated as blue, red and black connecting lines, 

respectively. 

The first-order Markov model can be simply extended for higher order Markov representations. 

For a second-order Markov representation for the maximum entropy model, we define three 
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entropy model can therefore be expressed as ���ô)� = �� exp ¤−∑ℎ� �ô�) − ��∑∑ y ��<ô�)ô<)¦ in which 

ℎ� � and y ��< are the its parameters and are defined as 

ℎ� � = �ℎ�)?�ℎ�)ℎ�)��� and y ��< = ¾y�<
)?�,)?� y�<)?�,) y�<)?�,)��y�<)?�,) y�<),) y�<),)��y�<)?�,)�� y�<),)�� y�<)��,)��À 

(5-8) 

5.1.4. Training Maximum Entropy Models 

Two iterative methods, the gradient descent [82] and the iterative scaling algorithm [79], are 

commonly used to find the unknown parameters of the spatiotemporal maximum entropy model. 

Here we will discuss how these methods were obtained in the first place, and introduce a quadratic 

estimation that learns faster compared to the gradient descent and iterative scaling algorithms. The 

objective is to estimate the model parameters such that model estimations of the probability of 

population vectors provide the maximum entropy as 

�∗ = min� ����|;� = min� :����)�log ���)�$)  
(5-9) 

Where ����|�� is the likelihood function. The model parameters are learned using an iterative 

learning approach, in which the updates for parameter _, /E, are estimated as follows. First, we 

estimate variations in the likelihood, ∆�, given the parameter updates as 

∆� = ����|� + /� − ����|�� = ::����)�/EsE��)�E) − �t] 3ôFô7 (5-10) 

where ôF = ∑ exp�∑ ��E + /E�sE��)�E �) . By applying the inequality −log��� ≥ 1 − �,∀� > 0, we 
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will find a lower bound for ∆� as 
∆� ≥ ::����)�/EsE��)�E) + 1 −:���)���� -:/EsE��)�E 8)  

(5-11) 

By applying Jensen’s inequality for a probability distribution ��x�, �∑ '�������� ≤ ∑ ���������ú , 

and defining #��� = ∑ |sE���|E , and decomposing sE��� = |sE���|�E���, where �E��� =
sign sE���$, the lower bound can be written as 

∆� ≥ ::����)�/EsE��)�E) + 1
− :���)�:|sE��)�|#��)� ��� /E�E��)�#��)�$E)  

(5-12) 

We can find the optimal parameter updates by solving �∆� ��F⁄ = 0 to have 
:����)�sE��)�) = :���)�sE��)���� /E�E��)�#��)�$)  

(5-13) 

To obtain the iterative scaling algorithm for learning the unknown parameters, we can 

approximate the right hand side of (5-13) as ∑ ���)�sE��)�) × exp�/E ∑ �E��)�#��)�) �, thus, the 
updates are estimated as 

/E = 1∑ �E��)�#��)�) �t] 3∑ ����)�sE��)�)∑ ���)�sE��)�) 7 (5-14) 

To obtain the gradient descent algorithm for learning the unknown parameters, we can 

approximate the exponential on the right hand side of (5-13) as ������ = 1 + �, thus, the updates 
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are estimated as 

/E = ∑ ����)�sE��)�) − ∑ ���)�sE��)�)∑ ���)�|sE��)�|#��)�)  
(5-15) 

Here we approximated the exponential on the right hand side of (5-13) as ������ = 1 + � +
0.5��, and thus update the unknown parameters as 

» = 2∑ ����)�|sE��)�|#��)�)∑ ���)�sE��)�#���)�)  

/E = −0.59» ± �»� − 8∑ ���)�sE��)�) − ∑ ����)�sE��)�)∑ ���)�sE��)�#���)�) G 

(5-16) 

which we refer to as the quadratic iterative learning algorithm. 

5.2. V1 Population Encoding in Response to Stimulus Grating 

We evaluated the performance of the different encoding model in predicting the activity pattern 

of cat V1 neurons in response to drifting grating stimuli, as illustrated in Figure 5.3a [83]. In drifting 

grating stimuli, a set of dark bars oriented and drifting in one out of 16 possible degrees, from 0 to 

15I 8⁄  degrees, with steps of I 8⁄ , were displayed to an anesthetized cat. A stimulus is randomly 

selected and presented for 2.5 seconds with less than 0.5 seconds of blank screen before presenting 

the next stimulus. Figure 5.3b demonstrates 9 seconds of an hour long session, in which three 

different stimuli out of 16 stimuli were randomly presented to the subject. During the blank screen, 

the spiking activity significantly reduces compared to when one of the stimulus is presented. 
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(a) 

 
(b) 

Figure 5.3 (a) Experimental setup: recording from the V1 area of an anesthetized cat in response to 

drifting grating stimulus with tetrode microwires. The bars in the image presented to the subject 

moves in forward direction. (b) The sequence of stimuli for an interval of 9 seconds, in which 

randomly selected stimuli are presented to the subject. Each stimulus is presented for approximately 

2.5 seconds, with less than 0.5 seconds of blank screen afterwards. (c) & (d) Single unit activity: the 

peristimulus time histogram (PSTH) was demonstrated for neurons 18 and 3 for two different 

stimuli, respectively [84]. Every dotted row demonstrates the spiking activity of a neuron to a trial of 

the same stimulus. The red plot is the average firing rate of that neuron over all trials and is 

represented in average spike per second. The gray bar demonstrates when the stimulus was 

presented. (e) Multiunit activity: demonstrates the spike raster plots for the neural population for 5 

seconds. Every row represents the spike train of a neuron, and each bar indicates a spike event. 
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Activity 
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Figure 5.3 (continued) 

 
(c) 

 
(d) 

 
(e) 
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5.2.1. Single Unit Analysis 

Using tetrode microwires, a population of 21 neurons was obtained using spike sorting. In a 

tetrode array, 4 wires are bundled together, thus, the spatial distribution of signal propagation can be 

used to improve the performance of spike sorting. The spike trains were sampled in 5 msec time 

intervals, and intervals that contained one or more than one spike were set as ‘1’ and ‘0’ for no spike. 

Depending on the encoding characteristics of single unit activity, these V1 neurons can be 

categorized as either movement-selective or orientation-selective neuron. Movement-selective 

neurons, as demonstrated in Figure 5.3c, are sensitive to the movement direction of the drifting 

bars. Orientation-selective neurons, on the other hand, respond to the intensity level of the bars, as 

demonstrated if Figure 5.3d. Unlike the movement-selective neurons, the activity of orientation-

selective neurons is periodic and time locked to the frequency of the drifting bars.  

Figure 5.4 demonstrates the encoding mechanism of movement-selective and orientation-

selective neurons in the V1 using a circular representation of all 16 stimuli. In Figure 5.4a, the 

preferred movement direction of a movement-selective neuron is �Í = 7I 8⁄  degrees. As a result, 

this neuron fires constantly within the 2.5 seconds interval with a higher average firing rate if the 

stimulus, �, is close to �Í . The tuning function in this case resembles the cosine tuning in motor 

encoding to preferred velocity, such that the average firing rate is directly proportional to cos�� −
�Í�. As a result, this neuron is responsive to movement directions of 3I 4⁄  and I degrees. The 

further � is from �Í , the less is the total average firing rate, demonstrated by size of the stimulus icon 

in center.  

The orientation-selective neuron demonstrated in Figure 5.4b, on the other hand, is sensitive to 

vertical oriented bars, so it will be equally responsive to the bars drifting with �� = 3I 2⁄  or I 2⁄  
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degrees. This neuron generates similar firing rates for stimuli positioned across each other with I 

degrees difference, thus it will generate higher average firing rates if � is close to �� or �� − I. The 

tuning function in this case can be expressed as cos 2�� − ���$. Out of the 21 neurons, 14 were 

orientation-selective neurons, and 7 were movement-selective neurons. The important question here 

is whether the multiunit activity of the population of 21 neurons, as demonstrated in Figure 5.3e, 

can be predicted given only the tuning functions of each neuron, or is it essential to include also the 

spatial and temporal correlations among neuronal constituents to improve the predictive power. 

5.2.2. Multiunit Analysis 

Although the encoding mechanism of neuron � can be fully characterized by its tuning function, 

���&|��, its role in the population network is not yet explained. Here, we evaluate and compare the 

performance of the independent, instantaneous maximum entropy, and spatiotemporal maximum 

entropy models in explaining the network encoding mechanism. We have looked at the performance 

of these encoding models from two perspectives. First, we evaluated the predictive power of these 

models in predicting the observation a particular sequence of population vectors for up to three 

consecutive vectors. Second, we evaluated the separability of network representations for different 

stimuli, and how this separability relates to single unit tuning functions.  

Figure 5.5 demonstrates the predictive power of the three different encoding models in 

predicting the probability of observing a sequence of population vectors, Ú����, ��<�Û. The joint 

distribution, � ����, ��<�$, can be expressed for the independent model as ��&ò ����$��&ò ��<�$, 
and for the instantaneous maximum entropy model as �@Q��&) ����$�@Q��&) ��<�$, and for the 
spatiotemporal maximum entropy model as �@Q��&) S����, ��<�T$. The quantile-quantile plot in 
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Figure 5.5a demonstrates the model estimations versus true empirical probabilities for all observed 

combinations of Ú����, ��<�Û, each demonstrated as a dot. The encoding model that provides the 

distribution of dots close to the equality line is better. In this case, the spatiotemporal model was 

better than the instantaneous model and that was better than the independent model. Figure 5.5b 

demonstrates the sum of all estimated probabilities with a similar number of ‘1’ in their population 

vectors, and the closest plot to the empirical plot determines the best model fit. 

 
(a) 

Figure 5.4 The circular representation demonstrates the 16 different stimuli in the center with the 

arrows indicating the movement direction of the drifting bars. The PSTHs of a neuron in response 
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to the 16 different stimuli are demonstrated on the outside. The size of the icon representing the 

stimulus is consistent with the overall average firing rate of that neuron, in which larger sizes 

demonstrate higher firing rates. 

Figure 5.4 (continued) 

 

 
(b) 
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(a) 

Figure 5.5 Predicting spatiotemporal patterns of activity (a) Quantile-quantile plot: the estimated 

probability of observing population vectors using different encoding models versus the true 

probability from empirical distribution. Each dot represents a combination of two population vector 

at times t and t + 1. The dotted line represents equality for the estimated and true probabilities. (b) 

Synchronous pattern estimation: the sum of the estimated probabilities of all population vectors 

with a similar firing rate is plotted versus the number of ‘1’ in the population vector. The best model 

is the one closer to the solid black line, which in this case is the first-order maximum entropy model. 
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Figure 5.6 (continued) 

 
(b) 

Figure 5.6 demonstrates the predictive power of the four different encoding models in 

estimating the probability of observing a sequence of population vectors, Ú����, ��<�, ��E�Û. The 

joint probability distribution, � ����, ��<�, ��E�$, can be expressed for the independent model as 

��&ò ����$��&ò ��<�$��&ò ��E�$, and for the instantaneous maximum entropy model as 

�@Q��&) ����$�@Q��&) ��<�$�@Q��&) ��E�$, and for the first-order spatiotemporal maximum 

entropy model as �@Q��&) S����, ��<�T$�@Q��&) S��<�, ��E�T$ �@Q��&) ��<�$Ó , and for the second-

order spatiotemporal maximum entropy model as �@Q��&) S����, ��<�, ��E�T$. Figure 5.6a 

demonstrates the quantile-quantile plot, in which the second-order spatiotemporal maximum 

entropy model was better than the first-order spatiotemporal, instantaneous and independent 
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models. Figure 5.6b demonstrates the sum of all estimated probabilities with a similar number of ‘1’ 

in their population vectors, and the closest plot to the empirical plot determines the best model fit, 

which in this case is the second-order spatiotemporal model. 

 (a) 

Figure 5.6 Predicting spatiotemporal patterns of activity (a) Quantile-quantile plot: the estimated 

probability of observing population vectors using different encoding models versus the true 

probability from empirical distribution. Each dot represents a combination of three population 

vector at times !, ! + 1, and ! + 2. The dotted line represents equality for the estimated and true 

probabilities. (b) Synchronous pattern estimation: the sum of the estimated probabilities of all 

population vectors with a similar firing rate is plotted versus the number of ‘1’ in the population 

vector. The best model is the one closer to the solid black line, which in this case is the second-order 

maximum entropy model. 
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Figure 5.6 (continued) 

 
(b) 

Another evaluation method is by comparing the separability of network representations of 

different stimuli. The network representation is obtained from the neural responses to stimulus �, 

referred to as trial of stimulus �, and are expected to be more similar for other trials of stimulus � 

and dissimilar to the other network representations. We also expect that the network representation 

obtained from trials of stimulus � is somewhat closer to network representation obtained from trials 

of stimulus � ± I, referred to as across network, and also somewhat close to network 

representation from trials of stimulus � ± I 8⁄ , referred to as adjacent networks, and far from the 

rest of the network representations, referred to as the other networks. The similarity to across and 

adjacent networks is due to the existence of orientation-selective and movement-selective neurons in 

the V1 subpopulation, respectively. 
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The network representation of the independent encoding model is obtained directly from the 

spike trains using PCA. For that, a response matrix was computed from the binary spike train by 

summing the number of spike fired within 50 msec time intervals, and was arranged as a vector. 

Using the three most significant principal components, the vectors for approximately 40 trials of 16 

different stimuli were projected into a 3D space, as demonstrated in Figure 5.7a. The level of 

separability among clusters of network representations for different stimuli was not equal 

throughout all 16 stimuli. 

Figure 5.7b demonstrates a circular representation of the Euclidean distance computed between 

the network representations of within, across, adjacent and other stimuli using boxplots. It can be 

seen that within distances are typically less than the across and adjacent distances, and they are in 

general less than the other distances. In this figure, ‘**’ and ‘***’ demonstrates that a set of distances 

is statistically less than another set with a confidence interval of � < 0.001 and � < 0.0001, 
respectively. The overall dissimilarity between different network representations is demonstrated in 

Figure 5.7c, in which the within and across are statistically less than the other networks, but no other 

conclusive argument can be made for the adjacent vs. other, and the within vs. across or adjacent for 

this independent encoding model.  
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(a) 

Figure 5.7 Independent encoding model (a) 3D projection of individual network representations of 

trials from the 16 stimuli using PCA. (b) Circular representation of the Euclidean distance between 

the network representations of one particular stimulus with within, across, adjacent and other 

network representations using boxplots. In the boxplots, the central line demonstrated as the green 

line is the median or second quartile, the edges of the box are the first and third quartiles, the 

whiskers extend to the most extreme samples that are not considered as outliers, and outliers are 

individually demonstrated as green dots. (c) The overall distances for all network representations of 

different stimuli 
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Figure 5.7 (continued) 
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(a) 
 

Figure 5.8 Spatiotemporal maximum entropy encoding model (a) Circular representation of the 

Euclidean distance between the network representations of one particular stimulus with within, 

across, adjacent and other network representations using boxplots. (b) The overall distances or 

dissimilarity measure for all network representations of different stimuli 
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Figure 5.8 (continued) 

 
(b) 

Figure 5.8a demonstrates a circular representation of the Euclidean distance computed between 

the network representations of the spatiotemporal encoding model for the network of within, 

across, adjacent and other stimuli using boxplots. It can be seen that within distances are always less 

than the across and adjacent distances, and they are also less than the other distances. The overall 

dissimilarity between different network representation is demonstrated in Figure 5.8b, in which the 

within is statistically less than the across, adjacent and other distances, the across is statistically less 

than adjacent and other distances, and finally the adjacent is statistically less than the other distances. 

Compared to the independent encoding model, the spatiotemporal maximum entropy model 

provides a much more conclusive encoding model with network representations that are not as 

much affected by noise in the neural response. 

To show the importance of accounting for temporal correlations in addition to spatial 

correlations in predicting the population vectors, we counted the number of patterns that can be 

observed in an arbitrary network of 21 neurons with different assumptions on their collective 

activity. In the independent model with no temporal or spatial correlations among the neuronal 

constituents, neurons in an infinite long session could basically produce 2�� population vectors for 
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the 21 sorted neurons, while this number grows exponentially for a sequence of two population 

vectors to 2�×��, as demonstrated by the dotted red line in Figure 5.9a. In this figure, a sequence of 

one, two, three and four population vectors are represented as patterns with 0, 1, 2 and 3, Markov 

lags, respectively.  

The counted number of different population vectors observed over an hour long session was 

only 748 individual patterns, far less than 2�� patterns estimated by the independent model, 

suggesting that neurons don’t fire independently. For the instantaneous maximum entropy model, 

the model predicts the number of a sequence of two population vectors to be 748�, demonstrated 

as the dotted green line, while the actual count is less than 7000 patterns. This inherently suggests 

using spatiotemporal maximum entropy model that include both temporal and spatial correlations 

among neuronal constituents. An important factor of this model, however, is to define the order of 

the Markov model. The solid blue line demonstrates the actual number of a sequence of three 

population vectors. The number of patterns estimated by the first-order and second-order 

spatiotemporal models are demonstrated by the dotted cyan and magenta lines, respectively. It can 

be seen that the estimates by the first-order spatiotemporal model is somewhat off the actual count, 

but the second-order spatiotemporal model seems to be much closer. This suggests that a second-

order spatiotemporal maximum entropy model is sufficient to model the patterns generated by the 

V1 cortical neurons, and higher-order Markov models seems to be redundant. This suggests that the 

effective temporal support for the history of population response is around 15 msec. 

Figure 5.9b demonstrates the average Kullback-Leibler (KL) divergence between the actual 

probability distribution of the observed population vectors in response to the 16 stimuli with the 

ones estimated using different encoding models. Errorbars demonstrate standard deviation. The KL 

divergence between the true distribution, ����, and its estimation, ����, is estimated as 
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∑ ����log����� ����⁄ �ú . The KL divergence for the spatiotemporal maximum entropy model is 

significantly less than the instantaneous maximum entropy model with � < 0.01, and less than the 
independent model with � < 0.001. This is while the instantaneous maximum entropy model does 

not provide a statistically significant improvement compared to the independent model. 

 
(a) 

Figure 5.9 (a) the actual counted number of patterns in the collective activity of the neural 

population (solid blue line), and estimated counts by the independent, instantaneous maximum 

entropy, first and second-order spatiotemporal maximum entropy models, demonstrated as the 

dotted red, green, cyan and magenta lines, respectively. (a) Average KL divergence between the true 

and the estimated distributions over 16 stimuli (error-bars are the standard deviation).  
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Figure 5.9 (continued) 

 
(b) 
 

5.3. Discussion 

We evaluated the performance of the spatiotemporal maximum entropy model in predicting the 

activity pattern of cat V1 neurons in response to drifting grating stimuli. A population of 21 neurons 

was recorded using microwires with tetrode arrays. We compared the prediction power of this 

model with the instantaneous pairwise maximum entropy model, as well as the independent model. 

We demonstrated that the extended model converges faster compared to [81], and also reduces the 

Kullback-Leibler divergence between the estimated and true distributions by 20 percent. Taken 

together, these results suggest the importance of accounting for temporal correlations in predicting 

the spatiotemporal patterns.  
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Cortical neurons have long been hypothesized to encode information about external stimuli 

using one of two encoding modalities: temporal coding or rate coding [40]. In temporal coding, a 

neuron fires a spike that is almost always time locked to the external stimulus. Rate coding, on the 

other hand, presumes that a neuron responds to a stimulus by modulating the number of spikes it 

fires above or below a baseline level during a fixed time interval. In sensory systems such as visual 

and auditory cortices, temporal codes are more pronounced [85-88] while in motor systems, rate 

codes seem to be predominantly present [18, 89, 90].  

The mapping relationship between an external stimulus � and a neural response > (whether it 

expresses a temporal code or a rate code) is typically described by the conditional density ��>|��. 
This density completely expresses the “receptive field” of a sensory neuron, or a “tuning function” 

of a motor neuron [91, 92]. It has been the standard metric of stimulus-driven neural response in 

neurophysiological experiments for many decades. Recently, correlation among neurons has 

emerged as another cortical response property that may be playing a role in encoding stimuli [72, 93-

95]. This property has naturally emerged as a result of the ability to simultaneously record the activity 

6 Hypergraph Models with Higher Order Interactions 

Better Explain the Network Dynamics 
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of an ensemble of neurons in selected brain targets while subjects carry out specific functions [3-6]. 

Not surprisingly, many important aspects of behavior-neurophysiology relationships stem from the 

collective behavior of many neuronal elements [2, 96]. The major gain over sequentially recording 

single-neuron activity is the ability to access the �)Ï-order conditional density of the observed 
population, ��>�, >�, ⋯ , >&|��, thereby providing a closer examination of the response space of the 

underlying biological system that these neurons represent. Clearly, calculation of the joint 

distribution requires knowledge of all the possible network states, which is practically impossible.  

In many cases, the variables >�, >�, ⋯ , >& exhibit variable degrees of statistical dependency [73, 
97]. Generally speaking, this statistical dependency may either result from a significant overlap in the 

receptive fields of these neurons, often referred to as response to a common input, or from some type of 

anatomical connectivity between the neurons, or from both [98-100]. To date, it is unclear whether 

this dependency is part of an efficient neural encoding mechanism that attempts to synergistically 

and cooperatively represent the stimulus in a network-wide interaction between the neuronal 

elements, or hinders this encoding mechanism if it were to redundantly express independent 

neuronal responses to that stimulus.  

Numerous information theoretic measures have been proposed to address this synergy-

redundancy question [94, 101-106]. In the previous chapter, a maximum entropy model relying on 

second-order interaction (pairwise correlation) between neurons has been shown to result in a 

strong cooperative network behavior. The principle of maximum entropy was argued to yield a data 

distribution with the maximum uncertainty among all possible distributions that could explain the 

observed data [107]. More recently, a minimum mutual information principle was argued to yield a 

tighter lower bound on the mutual information between the stimulus and the response of any system 

that explains the data [108]. However, neither approach has directly addressed the following 



119 
 

fundamental questions: how higher order interactions observed in spatiotemporal spiking patterns of 

cortical neurons contribute to actual information transfer through the system and how the joint 

distribution can be optimally expressed using knowledge of any intrinsic structure in their underlying 

network connectivity. 

In this chapter, we propose an information theoretic metric that helps assess whether a 

connection-induced dependency in neural firing is part of a synergistic population code. Specifically, 

we propose to optimally express the conditional neural response in terms of a consistent hypergraph. 

We argue that the stimulus-specific network model associated with each hypergraph attempts to 

discover how stimulus information governs the way neurons signal one another. We demonstrate 

that this hypergraph representation yields a minimum entropy distance between the conditional 

response entropy of a single trial and the “true” response entropy estimated from a concatenation of 

many trials. We also show that this approach falls under the class of maximum entropy models that 

seek to find the probability distribution that maximizes the entropy with respect to the known 

constraints. 

The chapter is organized as follows: first we will discuss the theory of the framework behind 

hypergraph models. Then, we will describe the methods we used to generate the neural data, 

followed by the obtained results. Discussion is provided about relations to previous work and 

suggestions for future work. 

6.1. Hypergraph Maximum Entropy Model 

Let’s assume we have a population of n neurons encoding stimulus S that can take one out of � 

possible values Ú��, ��, ⋯ , �'Û. These can be a set of discrete values of a continuous, time-varying 
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deterministic function, or discrete-valued parameters of a latent stochastic process. For notational 

convenience, we will denote herein by �\�	. � quantities conditioned on the presence of � and make 

the distinction clear wherever needed. The encoding dictionary is characterized by the conditional 

probability of the neural response given s, or the likelihood �\���, where � is a matrix of population 

responses, � = ^>�, >�,⋯ , >&`. Each neuron’s response is expressed in terms of the spike count in a 

fixed length time bin that is small enough to contain a binary ‘1’ (spike) or a binary ‘0’ (no spike). In 

the presence of �', we assume that the variables >�, >�, ⋯ , >& exhibit some form of stimulus-specific 

statistical dependency that can be characterized by the _)Ï-order marginal, �\�^>�, >�, ⋯ , >E`�, where 

_ is the number of neurons involved in encoding � = �', and can vary with variable �. We seek to 

express the encoding dictionary as a product of all the possible _)Ï-order conditional marginals, 

�\�E����. Given that a population of � neurons has 2& states, expressing the encoding dictionary by 
searching for the optimum product of marginals is a computationally prohibitive task. Therefore, it 

is highly desirable to reduce the search space by finding an optimum set of interactions between the 

variables >�, >�, ⋯ , >& for each value of the stimulus �.  
Shannon’s mutual information can be used to compute how much information about � is 

encoded in �. However, it depends on obtaining a good estimate of the noise entropy [52], denoted 

�\���. When correlation between the variables is present, multi-information [109] -also known as excess 

entropy [110]- can be used. It is the relative entropy of the joint density of the variables with respect 

to the product of their individual densities 

�\��� = :�\���log �\���∏ �\�>��ö�� = :�\�>��ö�
− �\��� (6-1)  
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where �\�>�� is the marginal distribution of neuron � given �, and �\�>�� represents the conditional 
entropy of neuron �. Since the joint entropy cannot exceed the sum of marginal entropies, i.e., 

∑�\�>�� ≥ �\���, the multi-information is always positive, and equality holds only when the 

responses are statistically independent. 

6.2.1. Factoring Multi-information 

Although multi-information accounts for the presence of correlation, it does so in a global 

context. It is highly desirable to quantify how much of that correlation is intrinsic to independent, 

pairwise, triplets or higher order interactions among neurons given a particular stimulus. To do this, 

the _)Ï-order connected information measure, �\�E���� [111], also known as co-occurrences [112], 

computes the distance between the entropy of the _)Ï-order and the �_ − 1�)Ï-order conditional 
densities 

�\�E���� = � �\�E?�����! − � �\�E����! (6-2)  

where �\�E���� is the _)Ï-order conditional density and is estimated as a normalized product of 

marginals up to the _)Ï-order. It can be easily shown that multi-information is the sum of all _)Ï-
order connected information terms 

�\��� = :�\�E����a
EA�  

(6-3)  

By computing the ratio of each _)Ï-order connected information to the multi-information, 

�\�E� �\Ó , the contribution of each _)Ï-order correlation in the encoding dictionary can be obtained. 
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The order of the encoding model is estimated as the maximum _ with significant connected 

information, as will be shown in the results section. 

We demonstrate the above theoretical analysis with a simple example. In Figure 6.1, we 

graphically represent the encoding of � using a population of three neurons �, m and _. Here we have 

� possible stimuli that these three neurons are encoding, where it may also represent different 

variations of parameters associated with a single time-varying stimulus. The stimulus is encoded 

independently (e.g. neuron _) and jointly (neurons � and m). Since no 3öò-order interaction is 
observed between the variables, the multi-information in this case is equal to the second-order 

connected information, �\��� = �\������, and the encoding model order for this population is 

_	 = 	2 as it fully characterizes the response properties using interactions limited to pairwise 

correlations. The later can be also measured by the synaptic efficacy [113]. The mutual information 

between the response and the stimulus is shown by the blue region in Figure 6.1, while the noise 

entropy, �\���, is shown by the red region. 

 

Figure 6.1 A stimulus entropy representation by a population of 3 neurons. H�S�, expressing the 
stimulus dictionary. The blue region is the contribution of the three neurons in encoding the 

stimulus space. H#�r� represents the noise entropy and is shown in red. While neuron k 
independently encodes the stimulus, neurons i and j encode it independently as well as jointly. 

�\�>��	 �\ ><$ 
�\�>E�	 ����	
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6.2.2. Graphical representation  

A stimulus-induced dependency between the neurons can be graphically represented using 

Markov Random Fields (MRF) [114]. Correlation can be represented in this graph, denoted $, as an 

undirected link between the neurons, or factors. In such case, the encoding dictionary is expressed 

as 

�\��� = 1ô Ê �\ >C�$C�∈%  

ô = : Ê �\ >C�$C�∈%�  

(6-4)  

where I� denotes the set of neurons connected to neuron �, and ô is a normalization factor (also 

known as the partition function).  

The edges in a Markov network structure, or cliques [115], express the role of second-order 

interactions between neurons in encoding �. A Markov network incorporating only first-order 

cliques assumes neurons to be conditionally independent. This probabilistic model is non-cooperative 

because it does not consider any stimulus-induced correlation among neurons. The encoding 

dictionary in such case is expressed as 

�\��� = 1ôÊ�\�>��&
�A�  

(6-5)  

On the other hand, when second-order cliques are present, we get the Ising model from statistical 

physics [107, 116]. This model represents a Maximum Entropy model when the density is expressed 
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as an exponential function of the weighted individual responses and pairwise responses 

�\��� = 1ô ���9:/�>�� + ��:D�<>�><��< G 

(6-6)  

The unknowns parameters /� and D�< are estimated using an iterative scaling algorithm so that the 

expected values of the individual responses, 〈>�〉, and pairwise responses, 〈>�><〉, match the 

measurable information in the experiment [79]. This information is the mean spike count within a 

fixed window (i.e. firing rates) of individual neurons and observed pairwise correlations.  

Maximum entropy models similar to (6-6) have been shown to faithfully explain the collective 

stimulus-driven network behavior of ~50-100 retinal Ganglion cells (RGCs) in isolated slices in vitro 

[79, 107, 116-118]. These neurons have well-characterized receptive fields, typically exhibit low firing 

rates, and were shown to capture ~98% of the multi-information under stimulus presence [116] 

while only account for ~88% of the multi-information in spontaneous network activity [79]. Cortical 

neurons observed in vivo, on the other hand, are morphologically very different from RGCs, exhibit 

very heterogeneous firing patterns [39], and therefore are believed to encode stimuli in a more 

complex fashion than sensory neurons observed in vitro such as RGCs [119, 120]. These neurons 

receive inputs from many cortical and subcortical areas and generate outputs through numerous 

feedback loops with optimal error-correcting capabilities that are known to play a very important 

role in optimizing the subject’s experience with the stimulus over multiple repeated trials [121, 122]. 

Therefore, their underlying complex structure results in interaction patterns that have much longer 

spatial and temporal dependence, yielding sequence lengths that are highly nonstationary.  
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6.2.3.  Cooperative Model 

Herein, we generalize the Markov structure to edges that can connect any number of vertices to 

model higher order interactions at a relatively very fine time scale (3 msec). This time scale has been 

shown to describe excess synchrony typically observed between cortical neurons in vivo [90, 123, 

124]. This yields a hypergraph $ in which every vertex expresses a marginal distribution and 

represents a cooperative model of the encoding dictionary as [125] 

�\��� = 1ô% Ê Ê �\ ¤>Co¦�o
Co⊆C�C�∈%  

(6-7)  

where ô%  is a normalization factor, and �\ ¤>Co¦ are factors defined by the set I< , which itself is a 

subset of I� . The subsets I� are the edges in the hypergraph $. The power of the marginals in 

equation (6-7), g< = ±1, is defined based on the Möbius inversion property as [126] 

g< = −1qCoq?|C�| (6-8)  

where |	. | is the cardinality of a set. The factorization in (6-7) indicates that all the marginals 

associated with the subsets of I� are represented in addition to the marginals of set I�.  

The entropy of the cooperative model can be derived from the entropy of all its factors as 

�\��� = ��' + : : g<�\ ¤>Co¦Co⊆C�C�∈%  
(6-9)  
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where the entropy ��' represents a constant bias term resulting from the partition function. An 

example is illustrated in Figure 6.2a. Here we have a hypergraph including four factors that represent 

the network structure of a population of six neurons. In this hypergraph, circles represent neurons 

and squares represent factors, respectively. Using (6-7), the encoding dictionary of the cooperative 

model represented by this hypergraph is factorized as 

�\��� = 1ô% × ������������������� × ������� ������� ������� �������
������� ������� × ������������ (6-10)  

where ��<E is short for �\ >�, >< , >E$, and every bracket represents factor sets of different orders. The 

cooperative model in this example can be further simplified to  

�\��� = 1ô%
������������������  

(6-11)  

The _)Ï-order interactions among neurons illustrated by the hypergraph are shown as ovals, 

representing the entropy space of each factor. Using (6-9), the entropy estimate of the cooperative 

model in Figure 6.2 is expressed as 

�\��� = ��' + ���� + ��� + ��� + ��� − 2�� − �� (6-12)  
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Figure 6.2 A hypergraph including four factors, representing a Markov network model of a 

population of six neurons. Neurons are illustrated as circles and factors are illustrated as squares. 

The terms H���, H��, H��, and H�� are the entropies of the marginal factors defined by the 

hypergraph. 

6.2.4. Minimum Entropy Distance 

In a typical experiment, the stimulus is presented over multiple repeated trials to assess all the 

possible system states expressed by the output spike trains. The stimulus itself can be an actual 

information-bearing signal or the output of another neural population, as typical in the layered 

structure of the cortex [127]. We therefore assume that the “true” entropy of the population given S 

is computed by concatenating a large number of repeated trials for that stimulus. Given the 

distribution of these data, we seek to find the optimal factorization that results in a model entropy 

with minimum distance to the true entropy. We refer to this as the minimum entropy distance 

(MinED) algorithm.  This algorithm yields a hypergraph, $∗, obtained by minimizing the following 
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H��
�:	$∗ ≡ min% |�Vö(î −�%| (6-13)  

where �Vö(î is the true population entropy, �%  is the entropy estimate of the population from 

single trial data.  

To initialize the search, we assume the least informative prior expressed by the independent 

model. The algorithm searches for the best _)Ï-order marginal out of all  aE$ _)Ï-order marginals 

that minimizes the entropy distance. In each step, only _)Ï-order marginal factors are accumulated 

in the hypergraph. Changes to the graph structure are allowed only when the entropy distance 

decreases. This operation is repeated until convergence occurs. The hypergraph is saved at the end 

of each iteration, and then continues to higher orders.  

The MinED algorithm can also be categorized as a maximum entropy model. One notable 

difference is that the testable information is the rate of occurrence of network states, �Vö(î, and not 
the estimates of the individual and pairwise neurons’ firing rates, 〈>�〉 and 〈>�><〉, as in [107]. 
Although we don’t have access to the true rate, we have a repertoire of network states collected over 

multiple repeated trials. Based on this testable information, (6-13) can be rewritten as 

�Vö(î − �% = :�Vö(îlog�Vö(î� − :�Vö(îlog�%�  
(6-14)  

Based on the maximum entropy principle, �%  is always less than or equal to �Vö(î, and the 
maximum �%  is reached when the MinED objective function is minimized.  
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6.2. Probabilistic Spiking Model with Synaptic Plasticity 

Pairwise Maximum entropy models, to our knowledge, have not been applied to stimulus-driven 

responses of large sized networks of cortical neurons observed in vivo. There are multiple reports in 

the literature suggesting that these models are only suitable for neural systems that are small in size 

(~ 10-20 cells) and operate below a cross over point of the model’s predictive power [128]. To gain 

some insight on whether this is the case, we sought here to simulate an encoding model with the 

following features: 

1. A relatively large size spiking network model to test the generalization capability of the 

MinED algorithm to larger systems and contrast it to maximum entropy models that 

perform well in small sized systems. 

2. Testable information limited to a small subpopulation of the entire simulated network 

model so that the true probability distribution can be faithfully approximated across many 

experiments. 

3. Spike trains at the input of the network (i.e. discrete binary representation) rather than 

continuous inputs (e.g. current injection typically used in experiments in vitro) to mimic 

cortical neurons’ input-output mapping. 

4. Biologically plausible statistical learning rule that optimizes the system’s experience with the 

stimulus by varying the network structure over multiple repeated trials. 

5. Response statistics of the population similar to those observed experimentally.   

6.1. Probabilistic Spiking Neurons 

We simulated a motor task in which a moderately large population of neurons (166 neurons) 
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encoded a 2D arm trajectory of a subject reaching from a center position to one of 8 peripheral 

targets [18]. We used an inhomogeneous Poisson model to simulate the spike train data for two 

interconnected layers of neurons. This model has been shown to fit the firing pattern of motor 

cortical neurons under a variety of motor tasks [129, 130]. In this model, the firing probability of 

each neuron at time t is expressed by the conditional mean intensity function �� !|]��!�, ℎ��!�$, 
where ]��!� describes the tuning to the movement parameters (i.e. the stimulus), and ℎ��!� denotes 
the spiking history of neuron � (to account for refractory effects) and that of other neurons 
connected to it up to time !	[34, 35] 

�� !|]��!�, ℎ��!�$ = ��� .� + ]��!� + ℎ��!�$ (6-15)  

where .� is the background rate of neuron � that represents membrane voltage fluctuations and 

ℎ��!� = : : ;�<��Δ��<�! − �Δ�@�o
=A�<∈C�

 

(6-16)  

where I� is the set of (input) neurons affecting the firing of (output) neuron �, H�< is the number of 

history time bins that relate the firing probability of neuron i to activity from parent neuron m, 
�<�! − �Δ� is the state of neuron m in bin � (takes the value of 0 or 1), Δ is the bin width. The 

parameter ;�< models the coupling between neuron � and neuron m as [131] 
;�<�!� = *0,																																																						! < ��<Δ»�<�!���� −3000! H�<⁄ $, ! ≥ ��<Δ 

(6-17)  

where »�<�!� is the strength of the coupling and can be positive or negative depending on whether 
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the connection is excitatory or inhibitory, and ��< is the synaptic latency (in bins) associated with that 

connection.  

Our model consisted of a 2-layer network as depicted in Figure 6.3a. The input layer (66 neurons) 

was non-cooperative, meaning that the term ℎ��!� was absent from the model (6-15) for these 66 

neurons. For this layer, neurons were tuned to two movement parameters: direction and end-point 

through ]��!� as 
]��!� = ¨�·�! + Î��t� 3��! + Î� − ��6� 7 − 4� ��� − ���� +  �� − ��$�ê�  

(6-18)  

where ¨� and 4� are the weights assigned to the cosine and end-point tuning terms, respectively, 

·�! + Î� is the movement speed (kept constant) to be reached after Î sec, ��! + Î� is the 
movement direction, �� is the neuron’s preferred direction [18], �� and �� are the �- and �-

components of the intended target end-point, respectively, while �� and �� are the �- and �-

components of the preferred end-point of neuron �, respectively. The parameter 6� and ê� control 
the direction and end-point tuning widths, respectively. Based on these settings, neural responses 

would appear to be correlated due to the overlap between the tuning characteristics (i.e. common 

input), and not due to actual interaction among themselves. In our model, neurons 1 to 40 were each 

cosine-tuned to a uniformly distributed preferred direction between -180° and 180° as illustrated in 

Figure 6.3b. Neurons 31 to 66 were each tuned to a preferred end-point in a 2D space divided into a 

6 × 6 grid. The center of each cell in the grid was considered as the end-point as shown in Figure 

6.3c. Accordingly, 10 neurons (neurons indexed 31 to 40) were tuned to both direction and 

endpoint. This mimicked the heterogeneous tuning characteristics frequently observed in motor 

cortex neurons recording experiments [27, 132]. 
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The cooperative layer (100 neurons), on the other hand, followed the model (6-15) with the term 

]��!� = 0. Initially, these neurons did not have any tuning preferences and were fully 

interconnected among themselves with fixed weights, with 80 excitatory neurons and 20 inhibitory 

neurons similar to the 1:4 ratio typically observed in cortex [133]. For this layer, ℎ��!�  was 

expressed as 

ℎ��!� = : : ;�<&e��Δ��<�! − �Δ�@�o
=A�<∈C�cn + : : ;�Ee ��Δ��E�! − �Δ�@�+

=A�E∈C�n
 

(6-19)  

where I�&e and I�e are the parent sets of neuron �, while ;�<&e and ;�<e  model the connections from 

non-cooperative layer and cooperative layer neurons, respectively, as expressed in (6-19). Therefore, 

the encoding of these neurons to movement parameters resulted from the random connections with 

subpopulations in the non-cooperative layer. Specifically, each cooperative layer neuron received 

excitatory connections from 4 randomly selected non-cooperative layer neurons. The synaptic 

latency ��< of the connections from the non-cooperative layer neurons was randomly selected from a 

uniform distribution between 1-3 bins, while for the cooperative layer connections, ��E was set to 1 

bin. Table 6.1 lists the values of the parameters used in (6-16) to (6-19). 

6.1. Task Learning 

We used a biologically plausible statistical learning rule to optimize the system experience with the 

task. This rule was governed by a spike timing dependent plasticity (STDP) mechanism. This 

mechanism has been shown to take place in vitro [134] and is believed to underlie cortical plasticity in 

vivo [135-137]. Specifically, under this mechanism, the connection strength between any given pair of 

interconnected neurons in the cooperative layer was allowed to naturally change if the pair was 
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“functionally correlated”. Two neurons in the cooperative layer were considered functionally 

correlated if they received connections from the same non-cooperative layer neuron with different 

synaptic latencies or from more than one non-cooperative layer neuron with overlapped tuning. This 

is illustrated in Figure 6.4a by cooperative layer neurons � and �. In this example, only the 

connection from neuron � to neuron � is expected to be strengthened as a result of learning, while 

all other connections are expected to be weakened if no overlap exists between the tuning of 

neurons A and B. The details of this learning rule are reported elsewhere [136, 138]. 

 

Table 6.1 Values of the parameters used for the model of equations (6-16), (6-17), (6-18) and (6-19). 

These parameters were fixed for all neurons in the non-cooperative and cooperative layers. AKç-��t� 
and AKç-?�t� model the weight of the excitatory and inhibitory connections, respectively, between 

cooperative layer neurons. 

Parameter Value Parameter Value 

βi log(5) H�< 40 

¨� 1.5 H�E 40 

6� 1 »�&e?�!� 8 

4� 5 »�Ee��!� 0.01 (Initial value) 

ê� 1 »�Ee?�!� -8 
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(a) 

 

(b)       (c) 

Figure 6.3 (a) A simplified version of the network structure. The non-cooperative (input) layer 

consists of 40 direction-tuned neurons and 36 end-point tuned neurons with 10 neurons tuned to 

both movement parameters. Each cooperative layer neuron receives 4 excitatory connections from 
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the non-cooperative layer. Connections within the cooperative layer are 80% excitatory and 20% 

inhibitory. (b) Sample cosine-tuning functions for 7 of the direction tuned neurons. Only 8 are 

shown out of the 40 neurons for clarity. (c) Gaussian-tuning functions for end-point tuned neurons. 

 

The model was trained with 1000 trials (trajectories) per target where the duration of each trial 

was 2 sec: 1 sec to reach the target and 1 sec to return back to the center position. Excitatory 

connections between cooperative layer neurons were the only connections allowed to change as a 

result of learning. Figure 6.4b shows sample trajectories used during task learning. Every 2 sec, one 

of the 1000 trajectories was randomly selected from which the movement direction, movement 

speed, and end-point were extracted. These movement features were then used to modulate the 

firing of non-cooperative layer neurons according to equation (6-18). Figure 6.4c shows sample 

spike raster plots obtained in one trial for two adjacent targets 1 and 8 after the training phase. It can 

be seen that non-cooperative layer neurons exhibit clear task-dependent response modulation 

reminiscent of their tuning characteristics. In contrast, cooperative layer neurons do not exhibit 

noticeable changes in their firing rates but significant synchrony seems to be present.  

Figure 6.5a shows the average change in connection strength for both functionally correlated 

and uncorrelated neurons during the learning phase. As can be seen, the strength of the connections 

between functionally correlated neurons increases above the initial strength (0.01) while those of 

uncorrelated neurons decrease substantially over multiple training sessions. Figure 6.5b shows the 

connectivity matrices of cooperative layer neurons before and after learning. Sparse connectivity is 

apparent indicating that the learning phase consolidated the task information in a relatively small 

number of connections. 
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(a)      (b) 

 

 
 

 

 
(c) 

Figure 6.4 (a) Schematic of the statistical learning rule. Neurons A and B are non-cooperative layer 

neurons that excite neurons cooperative layer neurons �, � and 
. The parameter ��E is the synaptic 
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latency associated with each connection. Assuming ��/ greater than �0/, neurons � and � were 

considered functionally correlated. Therefore, the only connection that is strengthened is � → �. 

Dashed connections indicate connections that were expected to weaken over time. (b) Sample 

trajectories used to simulate the spike trains for the 8 targets. (c) Sample raster plot of the spike 

trains generated by the model corresponding to trajectories for targets 1 (top) and 8 (bottom) for 

one trial. 

 
(a) 

 
(b) 

Figure 6.5 (a) Mean connectivity strength versus trial number for functionally correlated (blue) and 

uncorrelated (red) cooperative layer neurons. (b) Connectivity matrix for the cooperative layer 
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neurons before training (left) and after training (right). The columns represent pre-synaptic 

(transmitter) neurons while the rows represent post-synaptic (receiver) neurons. 

An example of the statistics of input and output spike trains for sample neurons during the reach 

portion of the trial are shown in Figure 6.6. Cooperative layer neuron ‘103’ receives input from 

neurons ‘8’, ‘13’, ‘24’ (direction tuned) and ‘54’ (endpoint tuned). As can be seen in Figure 6.6f, 

neuron ‘103’ modulated its firing significantly when the movement was to targets ‘5’ or ‘8’ as 

depicted by the 10 ms bin Post-stimulus Time Histograms (PSTHs) averaged across 1000 

trials/target [84]. On the other hand, for these two targets, two out of the four input neurons 

modulated their firing significantly (neurons ‘8’ and ‘13’ for target ‘5’ and neurons ‘24’ and ‘54’ for 

target ‘8’) as shown in Figure 6.6b-e. Because target ‘5’ is independently encoded by neurons ‘8’ and 

‘13’ and both excite neuron ‘103’, the response modulation of neuron ‘103’ to target ‘5’ is much 

stronger than its response modulation to targets ‘4’ and ‘6’ combined. The later targets are 

independently encoded (with similar strength) by the same two neurons ‘8’ and ‘13’, respectively. A 

similar observation can be made to the response modulation of neuron ‘103’ to target 8 and that of 

its response to targets 1 and 7 relative to neurons ‘24’ and ‘54’, respectively. 

To assess whether the correlation observed between cooperative layer neurons is an actual 

indicator of stimulus-driven interaction, we created a version of the data in which each spike was 

randomly jittered around its position over a uniform range of ^−9, 9` msec. This keeps the firing 

rate of each neuron the same (i.e. similar individual response to the common input) but destroys the 

time-dependent correlation in the patterns. For a representative population of 10 cooperative layer 

neurons (neurons ‘99’ to ‘108’), Figure 6.7a shows the probability of the number of neurons firing 

within a 10ms window for both the actual data and the jittered data. As can be seen, the probability 

of two or more neurons firing within a 10 msec window for the jittered data becomes smaller than 
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that for the actual data indicating that the temporal coordination among the neurons is important to 

maintain the spatiotemporal pattern with higher order interactions and is destroyed by jittering.  

 
 

(a) 
 

 
(b) 

Figure 6.6 (a) An example of the connectivity between one cooperative layer neuron (neuron 103) 

and four non-cooperative layer neurons (8, 13, 24 and 54). Neurons 8, 13 and 24 are direction tuned 

while neuron 54 is end-point tuned. (b), (c), (d), (e) and (f): 10 ms bin PSTHs of neurons 8, 13, 24 

and 54, and 103, respectively, for each of the 8 targets. Dashed lines represent the significance level 

computed by averaging the PSTHs of each neuron across all targets and bins. 
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Figure 6.6 (continued) 
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Figure 6.6 (continued) 
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Figure 6.7b shows the number of times each specific pattern of firing occurred in the jittered data 

versus the actual data. Each point in the figure represents one out of the 1024 possible patterns. The 

graph indicates that jittering the spike trains decreased the rate of occurrence of most of the patterns 

compared to the actual data. This confirms the observation in Figure 6.7a that higher order 

correlation in the data is more than what can be obtained from neurons acting independently. 

6.3. Experimental Results 

6.3.1. Order of the Encoding Model 

After the motor task was learned, no more changes in the connection strengths were permissible 

and the obtained network topology was kept fixed for the rest of the analysis. 1000 trajectories per 

target were subsequently presented to the network and the corresponding spike trains were 

obtained. Figure 6.8a shows sample trial data from target 1, obtained from the cooperative layer 

neurons. Target-specific trials were then concatenated into a single response matrix, r. To estimate 

the true entropy, the joint density was calculated as the rate of occurrence of distinct patterns. Figure 

6.8b shows a sample pattern from a subpopulation of 10 neurons indicated by the box in Figure 

6.8a. 
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(a) 

 
(b) 

Figure 6.7 (a) Probability of number of neurons firing within a 10 ms window for actual data 

generated from the model (blue) and a jittered version of the data (red) for cooperative layer 

neurons 99 to 108. (b) Rate of occurrence of specific firing patterns within a 3 ms window (1 bin) 

for the jittered data versus the actual data generated from the model. 
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The order of the encoding model was estimated by determining how much information is 

intrinsic to each order of interactions. This was done by estimating the _)Ï-order connected 
information in (6-2) and comparing it to the multi-information in (6-1). For a subpopulation size of 

10 neurons, the 2&ò , 3öò , and 4)Ï order connected information is illustrated in Figure 6.9. It can be 

seen that the _)Ï-order connected information for _	 > 	3 is negligible, indicating that information 

in the model was intrinsic to independent, pairwise and triplet interactions among neurons, but no 

significant higher-order interactions beyond _	 = 	3 were contributing to the encoding model. 

6.3.1. Model Consistency  

The above analysis was repeated and the underlying network model was inferred for each of the 

eight targets using the MinED algorithm. Figure 6.10a illustrate two hypergraphs inferred for sample 

targets 1 and 8 for which the spike train data from a sample trial was shown in Figure 6.4c. It can be 

seen that a considerable number of second-order interactions exists, confirming the results reported 

in the literature using in vitro data [107]. Furthermore, a considerable portion of third-order 

interactions is present. Both account for more than 99.9% of the multi-information in the 

population activity. 
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(a) 
 

 
 

 
 (b) 

Figure 6.8 (a) Sample data from 60 cooperative layer neurons generated by the model during one 

trial after task learning was completed. (b) A binary representation of the network states shown by 

the box in (a). Every state describes the activity pattern of the population in one bin. Some states are 

repeated more often than others (for e.g., the silent state 000000000 is observed in 7 out of 20 

times). Despite that we have 2n possible states, many states never occur. 
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Figure 6.9 Connected information for different orders of the cooperative model for a fixed 

subpopulation size (n = 10). The kth-order connected information for k > 3 is negligible compared 

to the 2nd and 3rd-orders. The sum of all connected information is equal to the multi-information. 

To verify that the observed factors are reminiscent of stimulus-dependent higher order 

interactions, we computed crosscorrelograms between sample pairwise neurons that were found to 

have factors in the hypergraphs. Features in the correlograms can be used to determine if serial 

excitatory or inhibitory synaptic interaction exist between biological neurons [139]. Figures 6.10b 

and 6.10c show sample crosscorrelograms for neurons pair (‘9’, ‘10’) with a bin size of 9ms 

computed from target ‘1’ and target ‘8’ trials, respectively. A single bin central peak at zero lag 

occurs in the crosscorrelogram for target ‘1’ indicating a serial excitatory interaction [100]. This is 

not observed between the two neurons for target ‘8’ data and perfectly agrees with the absence of a 

factor between the two neurons in the hypergraphs in Figure 6.10a. It is also noteworthy that the 

MinED algorithm extracted many additional pairwise factors that are not detected by the 

crosscorrelogram method. 
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(a) 
 

 
(b)      (c) 

Figure 6.10. (a) Inferred factor-graphs for sample targets ‘1’, and ‘8’, respectively. Every ellipse 

represents a neurons and the cyan and purple squares represent second and third-order factors, 

respectively. It can be seen that a considerable number of 2nd interactions are present, confirming 

experimental results in vitro. Although the number of 3rd-order factors is considerably lower than 

the number of 2nd-order factors, it constitutes a significant portion of the multi information. (b), (c) 

Crosscorrelograms for neurons ‘9’ and ‘10’ with a bin size of 9ms for target ‘1’ and target ‘8’, 

respectively. A significant peak occurs in the crosscorrelogram for target ‘1’ indicating an excitatory 

interaction between the pair that is not observed for target ‘8’. 
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Figure 6.11 Model fit for a sample subpopulation of 10 neurons for: 1- Independent model (blue), 2- 

Maximum entropy model (red), 3- MinED cooperative model (green). The true density is the 

measured rate of occurrence for distinct network states while the estimated density is the rate 

predicted by the probabilistic graphical model.  

 

Figure 6.12 The KL distance between the true and the single trial distribution of states for each 

model. It can be seen that on average the MinED cooperative model results in the smallest distance. 
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Figure 6.13 The KL-divergence for independent, maximum entropy and cooperative models as a 

function of the size of the observed population. The distance is normalized by the number of 

neurons. Error bars represent standard deviation. 

 

Figure 6.11 illustrates the model goodness of fit for the independent, Maximum Entropy and 

MinED cooperative models. Further departure from the reference line (solid) would indicate the 

data from the two models were generated from increasingly distinct distributions. According to 

Figure 6.11, the MinED model is the closest to the reference line, further demonstrating its 

superiority in capturing the intrinsic higher order interactions between the neurons. This is further 

demonstrated using the distance between the true and the estimated densities displayed in Figure 

6.12 for each of the eight targets. 

To demonstrate the consistency of the MinED cooperative model as a function of the 
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population size, Figure 6.13 shows the average normalized Kullback-Leibler (KL) distance for the 

different models as a function of the observed population size. The error for the cooperative model 

remains bounded as the number of neurons increase compared to a larger error for the independent 

and maximum entropy models. One possible explanation is that the probability of observing 

neurons with significant overlaps in their tuning characteristics increases as the population size 

increases. This means that the output correlation becomes dominated by the input correlation rather 

than local interaction between cooperative layer neurons. In such case, the maximum entropy and 

independent models tend to exhibit some redundancy in their encoding characteristics.  

Figure 6.14b demonstrates different hypergraph models obtained for the population responses 

of V1 data in response to different inputs of drifting grating stimulus (chapter 5), demonstrated in 

Figure 6.14a. Similar to the hypergraphs of the synthetic motor encoding model in Figure 6.10a, 

different inputs result in different hypergraphs. 

6.1. Discussion 

As tools for large-scale recording of neural activity in the brain continue to excel, some 

challenging questions about the nature of the brain’s complex information processing naturally arise. 

Information theory is increasingly becoming popular to address many of these questions. In this 

chapter, we mainly addressed the problem of how to discover stimulus-dependent spatiotemporal 

patterns of activity using an information theoretic approach. These patterns may indicate how 

cooperation among neurons can provide a near-optimal mechanism for encoding external stimuli. 
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(a) 

 

(b) 

Figure 6.14 (a) Two sample inputs of drifting grating stimulus (b) Hypergraph models for the 21 

neurons for the two sample inputs in (a). Red squares represent factors of second-order interactions, 

and green squares represent factors of third-order interactions. 

Using factor graphs, we have demonstrated that a network model can best fit single trial data 

when connection constraints are guided by information available from the concatenation of multiple 

trials. Generally speaking, limited data constitute a significant challenge [128], particularly for large 

populations, because the dimension of the response space grows exponentially with the number of 
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neurons. In such a case, an infinite amount of data would be needed to completely characterize the 

joint distribution. The density estimates can be severely biased when only limited data is available. 

Our approach therefore attempts to circumvent this problem by finding the graphical model that 

explains single trial data and can be simultaneously extrapolated to account for unlimited data size, if 

available.  

Using a model of motor encoding, we demonstrated that task information can be transformed 

from a non-cooperative network output with independent firing to a cooperative network 

interaction using a spike timing dependent plasticity learning rule. This biologically plausible 

mechanism accounts for the ordered set of event occurrences and therefore captures temporal 

correlations between neuronal states that are caused by delayed synaptic interactions between 

neurons. Our analysis has revealed that a substantial amount of information in the model is 

represented in 2nd-order interactions and is efficiently represented by cliques in the graph structures, 

confirming the results obtained by other groups. However, our results also demonstrate that 3rd-

order interactions are present and contribute significantly to the multi-information. These results 

were not surprising, given the model’s dependence on the variable-length history of interaction that 

contributed to the emergence of temporal patterns of network states. In addition, spatial patterns 

between neurons have emerged as a result of task learning. This is a component strongly believed to 

underlie cortical network organization [2].  

In our analysis, we have mainly focused on the development of the algorithm and therefore 

restricted our analysis to spike train data from simulated motor cortex neurons with inhomogeneous 

Poisson firing characteristics. These models generate neural responses that share a number of 

features with experimental data. First, it has been shown that cortical neurons can simultaneously 

encode multiple parameters (e.g. direction and endpoint [27]), reflecting the complex anatomical and 
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functional organization of the cortical neural circuits. Second, synaptic efficacy has been 

hypothesized to be mediated by the precise timing of the presynaptic (transmitter) neuron firing and 

that of the postsynaptic (receiver) neuron [134, 138]. It is widely accepted that synaptic modification 

plays an important role in learning and memory formation [91]. Third, neurons in our model found 

to exhibit higher order interaction were driven by discrete neuronal inputs (spike trains). For these 

reasons, we believe that our encoding model mimics to some extent a biological “information 

transform” that my take place in an actual spiking neural system. Our model, however, did not 

include an important element known to guide motor behavior: visual feedback. We have chosen to 

simulate a task (the center-out-reach task) that minimally relies on this feedback mechanism to guide 

reach movements (as opposed to, for example, encoding a task with freely moving target which 

would require continuous adaptation of motor commands). 

We also found a strong agreement between the statistics of our encoding model data and related 

models that have been applied to RGCs in vitro. Specifically, we found that 2nd-order interaction 

seem to be predominantly present, a result observed by a multitude of studies (e.g. [72, 75, 79, 94, 

107]). We also found that our biological learning rule result in network connectivity that is relatively 

sparse, in agreement with some recent experimental results during direct activation of biological 

cortical networks [140].   

As our results demonstrated, the MinED approach is superior to the maximum entropy model 

in inferring the underlying model structure, particularly for relatively large size systems. The 

maximum entropy model finds the network realization that provides the maximum entropy with 

respect to the testable information (i.e. known constraints such as firing rate and pairwise 

correlation). This limits its application to small sized networks in which the true distribution can be 

measured with a high degree of accuracy. Our MinED approach, on the other hand, was developed 
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to optimally explain single trial data with knowledge of network behavior from a concatenation of a 

large number of trials. This has the advantage of capturing information about transition between 

specific sequences of network states, a feature not accounted for by the maximum entropy model. 

We therefore expect that the MinED approach will yield superior performance in quantifying 

spatiotemporal patterns of activity that are frequently observed in cortical systems in vivo. Full 

analysis of real experimental neural data with our approach is currently underway. 

We believe this framework can be extremely useful in improving our understanding of brain 

circuits, and in developing efficient decoders for Brain Machine Interface applications [141]. Despite 

our focus on spiking neural data analysis, the framework is applicable to many other fields, for 

example, in gene regulatory networks where the collective role of multiple genes needs to be 

assessed to characterize an observed phenotype. It can also be useful in the development of sensor 

network coding strategies in which sensors optimally cooperate to encode signals from the 

surrounding to optimize their limited resources. In some sense, one can argue that natural brain 

encoding mechanisms can be extremely insightful in the design of efficient network codes. 
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In this dissertation we have discussed two main steps in analyzing neural data, spike sorting and 

spike train analysis. Although these are fundamentally separate algorithms, the latter one builds upon 

the outcome of the first one, and as a result, its success in representing graphical models for 

population encoding heavily depends on the sorting performance [142]. Falsely detected noise 

events and missed spikes basically alter the estimations of the empirical moments and the true 

entropy of the population response, and therefore can affect our estimations on the parameters of 

the spatiotemporal maximum entropy and hypergraph models.  

As discussed early in chapter 3, spike sorting is important but computationally prohibitive in 

BMI systems. As a result, not all BMI applications feature spike sorting, or simply avoid its extensive 

computations by classifying events based on their maximum amplitudes via thresholding the raw 

data. For example, implantable devices designed for transmitting wirelessly the activity of a large 

number of electrodes only transmit a small interval of action potentials that pass a detection 

threshold, and rely on each event’s maximum amplitude for sorting [143-145]. Although we have 

shown the effect of poor or lack of spike sorting on the decoding performance in Figure 3.8, some 

neural decoders rely on higher-level analysis on the encoding characteristics of detected units to 

compensate for the loss of performance [146]. Therefore, the need for spike sorting is application 

7 Concluding Remarks 
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dependent, and must be realized considering its computational cost versus the increased 

performance and reliability gained.  

Setting aside the computational cost of spike sorting algorithms, it is still a challenging job with 

respect to making a decision on the number of units recorded on an electrode and determining the 

decision boundaries that separate these units. Although, tetrodes that include four closely located 

electrodes can assist spike sorting algorithms in making a decision on the number of units given the 

spatial propagation of spike waveforms [147-149], the challenge of determining discriminative 

boarders remains. Including the encoding characteristics of units, if stationary, might help. These 

encoding characteristics can be the inter-spike interval (ISI) [150], the conditional firing rate [151], or 

the neuronal tuning function [152]. This additional information can provide reliable performances 

and can be used for tracking stable events over consecutive days, provided they don’t change as a 

result of neuroplasticity [153]. 

In this dissertation we have introduced the compressive spike sorting (CSS) to directly sort units 

in a sparse domain obtained by thresholding multilevel wavelet coefficients. We have also 

introduced an iterative learning algorithm to find the optimal set of thresholds for the sparse 

representation. CSS has three major benefits. First, while the discriminative features necessary for a 

high sorting performance are preserved, significant data compression is obtained. Second, the 

amount of computations required for sorting directly in the sparse representation is less than 

conventional spike sorting algorithms, and therefore can be efficiently implemented in low-power, 

small size electronics. Third, the sorting performance is less sensitive to low SNR recordings and can 

be used to track units over consecutive days of recording. 

For spike train analyses a high performance spike sorting was required, without its 
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computational power being an issue. Although the term ‘functional connectivity’ was used to refer 

to the graphical models fit to the conditional distribution of the population response given the 

stimulus, the connectivity here is different by all means with a physical synaptic connection between 

neurons. The graphical models have three main applications. One is in the prediction of future 

population responses given a sequence of observed neural responses. The second is in neural 

decoding using a maximum a posteriori (MAP) estimator. In this application, the likelihood function 

is factorized into marginal and pairwise distributions using the graphical model realization, thus 

providing a more reliable estimation given the limited training data. The third is in linking specific 

models to certain behavioral events. The spatiotemporal graphical models introduced in this 

dissertation have proven to be more efficient in all three applications compared to typical 

independent models, and also instantaneous maximum entropy models that don’t incorporate 

temporal correlations among neuronal constituents. 

While the probability of having a physical connection between two neurons randomly selected 

from a small localized area of the brain is very small, algorithms introduced in chapters 5 and 6 tend 

to find numerous statistical interactions among recorded neurons, i.e. the maximum entropy model 

will find a nonzero value for all unknown parameters. Although there is a small chance that this 

connectivity is related to an actual physical connection directly or indirectly through hidden neurons, 

but it is more likely that it originates from neurons responding to a common input, i.e. overlapping 

receptive fields for sensory neurons or overlapping tuning functions for motor neurons. Whatever 

the source, we are interested in limiting the number of nonzero elements of the inferred connectivity 

for the sake of model simplification and avoiding overfitting. This automatically suggests a sparse 

optimization algorithm for learning the unknown parameters by obtaining graphical models with the 

minimum number of nonzero elements [154, 155].  
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