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ABSTRACT 

COMPUTATIONAL STUDIES OF THE DNA MISMATCH RECOGNITION PROTEIN 

By 

Sean Ming-Yin Law 

The MutS DNA mismatch recognition protein was studied by using a combination of molecular 

dynamics simulations and normal mode analysis. Both methods revealed uniquely different 

structural conformations that were collectively used to characterize a new functional cycle for 

mismatch recognition.  

The DNA dynamics from the MutS simulations were also assessed. The G·T mismatch 

contained within the DNA was found to be relatively stable, whereas the 5’ adjacent base next to 

the mispaired thymine was highly dynamic. In one simulation, the 5’ adjacent base opened up 

via the major groove and stayed flipped-out for the entire duration of the 200 ns simulation. The 

energetics of base-flipping in the MutS-DNA system were examined and the relevance and 

importance of these observations were discussed. 

The development of a new path-based restraint is presented and applied to study DNA 

translocation in the Hin recombinase test system. Using multiple path-base restraints, the DNA 

was successfully translocated by one full base pair in both the forward and backward directions. 

The method for calculating the corresponding free energy profile along a single DNA 

translocation reaction coordinate was also reformulated and explained. 
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1.1  Overview 

In this dissertation the structures of the Escherichia coli (E. coli) and human DNA mismatch 

recognition proteins, MutS and MSH2-MSH6 (MutSα), respectively, are studied using modern 

computational techniques. This dissertation is composed of six chapters followed by a combined 

reference section for all chapters. Chapter 1 offers a basic introduction to the DNA mismatch 

repair process and presents some of the experimental and theoretical methods that are referenced 

within this dissertation. Chapter 2 discusses the identification of distinct MutS and MutSα 

conformational states using normal mode analysis accompanied by the structural characterization 

of a complete functional cycle for mismatch recognition. Chapters 3 and 4 describe the work 

from several 200 nanosecond (ns) molecular dynamics computer simulations of E. coli MutS. 

Chapter 3 presents an analysis of the overall protein dynamics and Chapter 4 details the proposed 

role and effects of DNA base-flipping in MutS. Chapter 5 describes the development of a novel 

path-based biasing potential that can be used for studying DNA translocation. Finally, a 

summary of the conclusions is given in Chapter 6. 

 

1.2  Replication Fidelity and Methyl-directed DNA Mismatch Repair 

In 1953, James Watson and Francis Crick presented their classical paper which accurately 

described the double helical structure of DNA (1). Because DNA serves as the genetic blueprint, 

maintaining the integrity of DNA is essential and requires mechanisms to prevent errors due to 

attack from external factors and due to infidelity during improper replication or homologous 

recombination. During DNA synthesis, the error frequency in base misincorporation alone is 

estimated to be about 10-1 – 10-2 (2-3) but this error is greatly reduced to 10-5 – 10-7 by the 
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nucleotide selectivity of DNA polymerase and the replisomal 3’5’ proofreading exonuclease 

(along with a small reduction by accessory proteins such as the single-stranded DNA-binding 

proteins (SSB)) (2-3). However, this cumulative error rate is still far too high considering that the 

human genome is made up of roughly three billion base pairs and, on average, the replication 

machinery only commits three base pair errors per replication cycle (3). Fortunately, the last line 

of defense is the DNA mismatch repair (MMR) system which is capable of increasing the 

accuracy by a factor of 103 and thereby improving the cumulative error frequency to ~10-10 (3). 

The MMR pathway is conserved from prokaryotes to eukaryotes and MMR deficiencies in 

humans have been linked to an increase risk of colorectal cancer as well as other forms of cancer 

(4).  

The methyl-directed MMR pathway in E. coli (Figure 1.1), which has been reconstituted 

from purified proteins (5), is the most well-studied bacterial mismatch repair pathway and 

therefore also serves as an excellent prototype for understanding eukaryotic mismatch repair. In 

E. coli, the MutS DNA mismatch recognition protein is responsible for scanning the DNA in 

search of short insertion/deletion loops (IDLs) and base-base mismatches resulting from 

occasional polymerization errors that have eluded proofreading (6). After binding to a mismatch, 

MutS, in the presence of ATP, recruits MutL and forms a MutS-DNA-MutL ternary complex (7-

9). Next, MutH, a protein that is bound within ~1 kb of the mismatch at a hemimethylated 

d(GATC) site located either 3’ or 5’ to the lesion and which is activated by the assembly of the 

ternary complex, gets recruited. Then, the latent endonuclease found in MutH cleaves the newly 

synthesized (unmethylated) DNA strand and not the Dam methylated parental strand (10). This 

incision acts as a point of entry for binding of SSB and for MutL-facilitated loading of DNA 

helicase II. Dependent upon the location of the nick with respect to the mismatch, removal of the 
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damaged DNA strand can occur in either direction (11-12) and is completed by either 3’5’ 

exonucleases (ExoI and ExoX) or 5’3’ exonucleases (RecJ and ExoVII) (13-15). Finally, the 

excised DNA is re-synthesized and sealed by DNA polymerase III and DNA ligase, respectively. 

For a more thorough review of DNA MMR, the reader is directed to several excellent and 

comprehensive reviews (4-5, 16-18). 

 

1.3  Molecular Structure of the DNA Mismatch Recognition Protein 

The earliest documented effort for predicting the 3-dimensional structure of the human MutS 

homolog 2 (hMSH2) DNA mismatch recognition protein was published in 1998 by de las Alas et 

al. (19). In that work, a then novel prediction-based threading method was used to identify 

structural homologs of hMSH2 and coordinates were manually assigned based on matches 

between the predicted secondary structure of hMSH2 and the secondary structure of the 

structural homologs found in the Protein Data Bank (PDB). However, two years later, two 

independent groups published the first ever high-resolution X-ray crystal structures of MutS 

from E. coli (20) and Thermus aquaticus (T. aquaticus) (21), neither of which bore any 

resemblance to the previously predicted structure. Over the years, these seminal structures have 

played an important role in improving our overall understanding of mismatch recognition. As 

suggested by their highly conserved amino acid sequences, the pair of crystal structures was 

shown to be remarkably similar (Figure 1.2A and Figure 1.2B) with each structure being made up 

of two individual homodimeric subunits that form the shape of a θ symbol (or, alternatively, a 

pair of praying hands). Each monomer consists of five structural domains, each of which is 

found to match the fold of a previously determined protein structure (21). Domain I is the DNA 
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binding domain and even though both subunits (S1 and S2) share the same sequence, only the S1 

DNA binding domain interacts directly with the mismatch via a highly conserved Phe-X-Glu 

motif (20-30) (located near the N-terminus of the protein) while the S2 subunit makes non-

specific DNA contacts. Domain II is referred to as the connector and has been implicated in 

ATP-dependent interactions with MutL (9, 31). Domain III, the core domain, is largely 

responsible for providing structural support and is poised for transmitting long-range allosteric 

signals between both ends of the large protein (21, 32). Domain IV resides at the tip of the 

protein forming a clamp around the DNA with the help of domain I and, in both structures, the 

DNA is bent by about 60° near the site of the mismatch. However, in the absence of DNA, both 

domains I and IV are found to be highly mobile (21). Finally, domain V is the location for the 

well conserved nucleotide-binding site (20-21) (Figure 1.2D) which belongs to the ATP binding 

cassette (ABC) superfamily. Biochemical studies of E. coli and T. aquaticus MutS have 

demonstrated that the two chemically identical ATPase subunits act asymmetrically, each 

showing different affinities for ADP, ATP, and non-hydrolyzable ATP analogues (33-34). This 

domain also contains a conserved helix-turn-helix (HTH) motif which is crucial for mismatch 

binding, ATPase activity, and protein dimerization (35) (see Figure 1.2D).  

 From single-molecule total internal reflection fluorescence microscopy (TIRFM), it has 

been clearly demonstrated that the DNA mismatch protein scans the DNA diffusively (in the 

presence or absence of ADP) (36) and, after recognizing a mismatch, ATP binds to MutS and 

causes the protein to dissociate from the mismatch and to form a stable clamp around the DNA 

(37-42). This is the so-called “sliding clamp” conformation. There has been an ongoing debate as 

to whether or not MutS sliding (not scanning) is dependent on the hydrolysis of ATP (as 

supported by the active translocation model) (39, 42) or whether the purpose of ATP hydrolysis 
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is to allow the instantaneous recovery of MutS back to a scanning mode (as supported by the 

molecular switch model) (38, 40). A more comprehensive discussion of these models is provided 

in the following review articles (16, 18, 43). 

 Since 2000, several more structures of E. coli MutS containing a point mutation (44), 

bound to various mismatches (45), and doubly bound with ATP (instead of ADP as in the 

original structure) (29) have been published. However, these new structures only capture small 

local changes in the protein compared to the original and it has been suggested that: 1) different 

mismatches are recognized using the same binding mode (45); and 2) the MutS structure 

observed in the various crystals is possibly a trapped intermediate that is incapable of 

hydrolyzing ATP (29). More recently, several crystal structures of the hMSH2-hMSH6 (MutSα) 

human homolog (bound to different mismatches) were determined (30) (see Figure 1.2C) and 

were found to preserve many of the structural features first identified in the prokaryotic MutS 

homolog.  

 

1.4  Investigating the Structural Dynamics of the DNA Mismatch Recognition 

Complex 

The structure and dynamics of the MutS-DNA complex (and its homologs) have been studied by 

using a wide range of experimental and theoretical techniques. As discussed above, the high-

resolution structural data from X-ray crystallography has been important for our understanding 

of the overall MutS structure, but it also provides some additional insight into the mobility of the 

protein as reflected by thermal B-factors. In principle, B-factors indicate the spread of electron 

density around a specific position in the map, and so parts of the structure that are disordered are 
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reflected by high B-factor values while low B-factors represent low mobility (46). However, the 

meaning of B-factors must be interpreted cautiously because crystal packing forces could have 

an adverse effect on the protein motions. At a much lower resolution, small angle X-ray 

scattering (SAXS) has also been helpful in identifying three different nucleotide-dependent 

conformations of Thermus thermophilus MutS (47). In that study, the size and general shape 

were measured in solution using SAXS, and it was found that the MutS structure (in the absence 

of DNA) was stretched out in the presence of ADP, more compact in the presence of ATP, and 

existed as an intermediate between the two when nucleotides were absent. While new 

observations were made using this method, the lack of atomic resolution makes it impossible to 

determine the precise nucleotides that are bound in the asymmetrical ATPases. This is an 

important point because each ATP binding site can be independently occupied by either ADP, 

ATP, or nothing at all, which means that there are a total of nine different possible nucleotide-

bound combinations to consider (two subunits and three nucleotide configurations). 

 The dynamic nature of the MutS-DNA complex has been best characterized by using 

atomic force microscopy (AFM) (48). This method utilizes a flexible probe/stylus that scans the 

contours of a surface that is deposited with protein-DNA complexes and is capable of producing 

images with nanometer (nm) resolution (48-49). AFM images showed that MutS bound to 

homoduplex DNA belonged to a single population where the DNA took on a bent conformation 

while both bent and unbent DNA conformations were observed when MutS was bound at a 

mismatch site (48). These results led to the proposition that the DNA is kinked by 60° upon 

recognition of a mismatch (i.e., as in the crystal structure) but, ultimately, the protein undergoes 

a conformational change as a result of DNA unbending (16). These ideas were later expanded 

based on single molecule fluorescence resonance energy transfer (smFRET) experiments (50). 
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Since MutS was found to be more stable at an unbent mismatch site than at a homoduplex site, it 

was hypothesized that the unbent state bound by MutS may be stabilized by flipping out one of 

the mismatched bases (16, 48, 51). Interestingly, while there has been no direct evidence of the 

mismatch base (or any other base) flipping out of the helical stack, the dynamics of the bases 

surrounding the mismatch have been probed using 2-aminopurine, a fluorescent adenine analog 

that is commonly used to study DNA base flipping, and it was found that the 5’ adjacent base 

next to the mismatch experienced enhanced dynamics when bound by MutS (52). The relevance 

of this study is discussed in more detail in Chapter 4. 

The experimental methods discussed in the above section have all been vital in 

contributing to the current understanding of the MutS-DNA complex. However, most of the 

methods described above lack the level of detail required to accurately define the different 

structural conformations expected in the MutS system. Atomic detail computer simulations are 

capable of filling this void and can play an important complementary role in clarifying 

experimental data. As well, molecular dynamics (MD) has been used extensively to investigate 

other protein-DNA complexes (53-56) and is therefore well suited for studying the MutS-DNA 

system. In the next section, some of the key computational techniques referenced in this 

dissertation are introduced. 

 

1.5  Computer Simulations 

In 1958, Kendrew et al. published the first high-resolution protein structure of myoglobin (57) 

which, to some extent, contributed to the initial view that proteins were rigid rather than dynamic 

structures (58-59). Nearly 20 years later, McCammon et al. broke new ground by being the first 
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to capture the protein dynamics of the bovine pancreatic trypsin inhibitor (BPTI) at atomic 

resolution from an 8.8 picosecond (ps) MD computer simulation (60). Since then, MD 

simulations have played a valuable role in complementing experiment by providing molecular 

level insight into the dynamical motions of individual macromolecules (59, 61). Modern MD 

simulations, which treat atoms as being the smallest particle in the system, begin with defining 

the potential energy function, ( )U R


, which is traditionally made up of bonding terms and non-

bonding terms and is written as a function of the Cartesian coordinates, R


 (61-64): 

( ) ( ) ( )

( ) ( )

2 2
0 0

21 cos 0

12 6

U R K b b Kb
bond bond
lengths angles

K n K
dihedrals impropers

q q A Bi j
Drij r rijelec vdW ij

θ θθ

φ δ ω ωφ ω

= − + −

+ + − + −  

  
  + + −      

∑ ∑

∑ ∑

∑ ∑



 (1.1) 

Bonding terms typically consist of bond lengths ( b ), bond angles (θ ), dihedral angles (φ ), and 

improper dihedral angles (ω ) (Eq. (1.1)). All constants with the subscript 0 represent 

equilibrium values and Kb , Kθ , Kφ , and Kω  denote the respective force constants. The 

dihedral angle term is modeled as a sinusoidal function where n and δ are the periodicity and 

phase shift, respectively. The non-bonding terms consist of electrostatic and van der Waals 

interactions (Eq. (1.1)) where rij  corresponds to the distance between atoms i and j. The 

electrostatic interactions are calculated between point charges qi  and q j  using a Coulombic 
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potential where D represents the effective dielectric function for the medium. The combined 

parts within the van der Waals term is often referred to as the Lennard-Jones 6-12 potential and 

accounts for the repulsion of atomic cores at short distances and for the attractive London 

dispersion forces. A more thorough explanation of these and other new or missing terms can be 

found in the following references (61-64). 

Once the potential energy function is established, a molecular dynamics simulation can 

be initiated by solving Newton’s equation of motion: 

F m ai i i=  (1.2) 

where mi  and ai  are the mass and acceleration of atom i, respectively. Fi  is the force acting on 

atom i and is computed from the gradient of the potential energy function, ( )U R


: 

( )F U Ri i= −∇


  (1.3) 

Starting with the coordinates of a high-resolution crystal structure, the standard procedure for 

running an MD simulation typically involves first minimizing the structure in order to remove 

steric clashes and to relieve local strains within the structure. Next, initial velocities are randomly 

assigned to each atom from the Maxwellian distribution starting from a low temperature, T, and 

ai  is computed from the force as described above. Then, Newton’s equation of motion (which is 

an ordinary differential equation with no analytical solution) can be solved through numerical 

integration using discrete steps in order to determine the new position of each atom, ri


, at some 

time t t+ ∆ . The Taylor expansion of the coordinate for a particular atom around time t  can be 

written as: 
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( ) ( ) 1 2
2

r t t r t v t a ti i i i+ ∆ = + ∆ + ∆ +
   

  (1.4) 

where ( )r ti
  is given and t∆  should be some short time step (typically between 1-2 fs) that is 

smaller than the period of the highest frequency motion and chosen to ensure stability in the 

potential energy between each simulation step (61, 65). Several integrators exist for continuously 

integrating Newton’s equations of motion (e.g. Verlet, leap-frog, velocity Verlet, etc.), but 

discussions of the pros and cons are beyond the scope of this dissertation and the reader is 

referred to the following resources (58, 65). Normally, to avoid creating local “hot spots” with 

high velocities, the simulation is gradually heated by applying new velocities from a 

corresponding Maxwellian distribution at a given temperature up to the target temperature. Once 

the system is fully equilibrated, the simulation is ready for its production run. The resulting 

production simulation trajectory will contain snapshots of the system collected from the full 

trajectory and any dynamic variable (e.g. angles, distances, energies, etc) can be measured and 

plotted as a function of the simulation time. More importantly, average values can also be 

calculated from the time series plots for comparison with experiment. Some of the most popular 

MD simulation programs currently available include CHARMM (63-64), AMBER (66), 

GROMOS (67), and NAMD (68). 

Since the inception of computer simulations, there have been significant advances in 

computer hardware and software. In fact, in 2010, using a specially constructed, state-of-the-art 

machine called Anton (designed for producing extensively long simulation trajectories) (69), 

Shaw et al. revisited the historical BPTI protein and became the first group ever to simulate a 

protein in explicit solvent for a full millisecond (ms) (70), nearly 100 times longer than what was 

previously possible and more than 108 times longer than the original BPTI simulation. Extending 
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the simulations from microsecond (μs) to ms time scales for much larger systems is not trivial, 

but it opens the door for studying more complex biological phenomena. In this dissertation, both 

the CHARMM (63-64) and NAMD (68) simulation programs have been used, along with the 

CHARMM27/CMAP force field (71-73), in order to study the conformational dynamics of the E. 

coli MutS protein on sub-μs time scales (see Chapter 3 and 4). 

 Often times large barriers exist between two conformational states (e.g. open and closed 

states) which may not be effectively sampled by using straight MD due to the long simulation 

times required to observe these transitions. Thus, it may be necessary to employ enhanced 

sampling techniques such as Umbrella Sampling (US) (74) or the Hamiltonian Replica Exchange 

Method (HREM) (75) in order to overcome these barriers. In US, a carefully chosen restraining 

potential (or umbrella potential), ( )Uumbrella ξ , is added to the potential energy function, 

( )U R


, in order to bias the sampling towards a particular region along the reaction coordinate of 

interest, ξ , that otherwise would be rarely visited. The resulting biased probability distribution, 

( )Pbiased ξ , can be unbiased according to: 

( ) ( ) ( )U fumbrellaP e P eunbiased biased
β ξ βξ ξ −= × ×   (1.5) 

where, 1 k TBβ =  ( kB : Boltzmann constant and T : temperature) and f  is a constant that comes 

from adding ( )Uumbrella ξ  to ( )U R


. The corresponding free energy profile (or sometimes 

referred to as the potential of mean force (PMF)), ( )wunbiased ξ , can then be obtained from: 

( ) ( )lnw k T Punbiased B unbiasedξ ξ= −   (1.6) 
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( )Uumbrella ξ  can take on any functional form but is usually chosen as a quadratic function: 

( ) ( )20U Kumbrella ξ ξ ξξ= −   (1.7) 

where Kξ  is the force constant that controls the width of the umbrella potential and 0ξ  is the 

target equilibrium value along ξ . In this case, a sufficiently large value of Kξ would lead to 

small deviations away from 0ξ  and consecutive overlapping simulations that progress 0ξ  

incrementally along ξ  between two states, where the structural output of the last simulation is 

used as input in the next simulation in a daisy chain fashion, ultimately leading to barrier 

crossing. These individually biased simulations (often called “windows”) can be easily unbiased 

according to Eq. (1.5) and a relative free energy profile (or PMF) along ξ  can be constructed 

using the Weighted Histogram Analysis Method (WHAM) (76). 

HREM is a method where multiple non-interacting copies of the same system, called 

replicas, each using a restraining potential with a different value of 0ξ  are generated and 

independently simulated for a given time. Periodically, replicas are compared with neighboring 

conditions (or neighboring values along ξ ) and may be swapped based on a specific energetic 

criteria (75) (see Figure 1.3). The probability of accepting or rejecting an exchange follows the 

Monte Carlo Metropolis criterion, W : 

( )
( ) ( )

, ; , 1 for 0;
for 0, ; , exp

W X E X Ei m j n

W X E X Ei m j n

= ∆ ≤
∆ >= −∆

  (1.8)

 



14 
 

where ( ) ( ) ( ) ( ){ }E X E X E X E Xm j n i m i n jβ    ∆ = + − +     and ( )E X  is the potential energy 

of a system for a given configuration, X . After a number of exchange cycles, the HREM 

technique essentially promotes multiple instances of barrier crossing by multiple replicas and, 

similar to US, allows accurate relative free energies to be calculated. Both the US and HREM 

methods are applied to study DNA base flipping in MutS (see Chapter 4). Also, the general lack 

of understanding about how MutS distinguishes between homoduplex and mismatch DNA as it 

scans duplex DNA has motivated the development of a novel multidimensional path-based 

restraining potential. In Chapter 5, this new umbrella potential for studying DNA translocation is 

presented along with a discussion on generating PMFs along arbitrary reaction coordinates from 

multidimensional WHAM.  

Normal mode analysis (NMA) is an effective computational method for deducing large-

amplitude conformational dynamics. Unlike MD simulations where the computational cost of 

simulating slow conformational changes in large macromolecular assemblies becomes 

prohibitive as the number of atoms within the system increases significantly, NMA extracts 

biologically relevant motions (often represented by the lowest frequency vibrational modes) by 

approximating the potential energy surface of the system as a parabolic function around the 

potential energy minimum (65, 77-78). If we let 0X  be the equilibrium configuration comprised 

of N  atoms and whose potential energy resides at a minimum, then the Taylor expansion of the 

potential energy function ( )E X  around 0X  (truncated after the quadratic term for small 

displacements) can be written as: 

( ) ( ) ( ) ( )( )
3 3 210 0 0 0

201 , 1 0

N NE EE X E X X X X X X Xi i ji i jX X Xi i ji i j

  ∂ ∂ = + − + − −   ∂ ∂ ∂   = =
∑ ∑  (1.9) 
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However, since 0X  is the minimum of the potential energy function and the potential energy 

can be defined relative to 0X , then both 
0

E
Xi

 ∂
 ∂ 

 and ( )0E X  can be set to zero and Eq. (1.9) 

reduces to: 

( ) ( )( )
3 21 0 0

2 , 1 0

N EE X X X X Xi ji jX Xi ji j

 ∂ = − −
 ∂ ∂ =

∑   (1.10) 

Thus, the potential energy surface is approximated by a harmonic function centered around the 

energy minimum and which is governed by the second derivatives in Eq. (1.10). The substitution 

of Eq. (1.10) into Newton’s equation of motion yields: 

( ) ( )F X E X= −∇   (1.11) 

which can be rearranged and expressed in matrix form as: 

2 2

1 1 1 31 1
02

2 23 3

3 1 3 3

E E
X X X XX XNdm

dt X XN NE E
X X X XN N N

 ∂ ∂ 
∂ ∂ ∂ ∂∆ ∆    

    + =    
    ∆ ∆   ∂ ∂ 

 ∂ ∂ ∂ ∂ 



   



  (1.12) 

where 0X X Xi i i∆ = −  and the 3 3N N×  matrix of second-order partial derivatives is commonly 

referred to as the Hessian. Diagonalization of the Hessian matrix produces a set of 3N 

eigenvalues and 3N eigenvectors which are directly related to the frequencies and normal modes, 

respectively. A more detailed derivation of Eq. (1.10) and a discussion of the methods for 

diagonalizing the Hessian is provided in reference (78). 
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Normally, for a system with N atoms, standard NMA is carried out in three steps: 1) the 

starting structure is extensively energy minimized using an appropriate force field; 2) The 

Hessian is calculated; and 3) The eigenvalues and eigenvectors (or normal modes) are computed 

by diagonalizing the Hessian. Of course, as with all approximations extra care must always be 

taken to make use of experimental information in order to properly pinpoint and assign the 

functionally relevant modes (79). The method of NMA is used in Chapter 2 to examine the 

biologically important motions in the human and E. coli MutS proteins. 

 In the following chapters, the results from several extensive computer simulations will be 

presented and carefully compared to experimental data. In addition, a newly developed path-

based umbrella potential used for studying DNA translocation will be proffered.  
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Figure 1.1  Schematic representation of the methyl-directed DNA mismatch repair in E. coli. 
Post-replicative DNA mismatch repair begins when MutS scans the newly synthesized DNA in 
search of base-base mismatches or insertion/deletion loops. Upon mismatch binding, additional 
downstream repair proteins (MutL, MutH, DNA helicase, exonuclease, SSB) are recruited and 
the mismatch containing strand is excised. Following, DNA polymerase III and ligase 
resynthesize the missing DNA strand and the DNA is repaired. SSB has been omitted for clarity. 
For interpretation of the references to color in this and all other figures, the reader is referred to 
the electronic version of this dissertation. 
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Figure 1.1 
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Figure 1.2  DNA mismatch recognition proteins (front and side views) bound to mismatch DNA. 
The DNA binding domains are colored red/pink, the connector domains are colored orange/pale 
orange, the core domains are colored yellow/pale yellow, the clamp domains are colored 
green/pale green, the ATPases are colored blue/pale blue, and the DNA is colored brown/tan. A) 
E. coli MutS (20). B) T. aquaticus MutS (21). C) Human MutSα (30). D) E. coli MutS dual 
ATPases bound by two ATP molecules (purple spheres) (20). The conserved helix-turn-helix is 
denoted by HTH.  
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Figure 1.2 
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Figure 1.3  Schematic representation of the Hamiltonian Replica Exchange Method. Multiple 
simulations are coupled and conditions (or replicas) are exchanged in periodic intervals 
according to a Monte Carlo Metropolis criterion in order to enhance sampling along a specific 
reaction coordinate (75). 
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Figure 1.3 
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Deciphering the Mismatch Recognition Cycle in MutS and MSH2-MSH6 
Using Normal Mode Analysis 
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2.1  Abstract 

Post-replication DNA mismatch repair is essential in maintaining the integrity of genomic 

information in prokaryotes and eukaryotes. The first step in mismatch repair is the recognition of 

base-base mismatches and insertions/deletions by bacterial MutS or eukaryotic MSH2-MSH6. 

Crystal structures of both proteins bound to mismatch DNA reveal a similar molecular 

architecture, but provide limited insight into the detailed molecular mechanism of long-range 

allostery involved in mismatch recognition and repair initiation. This study describes normal 

mode calculations of MutS and MSH2-MSH6 with and without DNA. The results reveal similar 

protein flexibility and suggest common dynamic and functional characteristics. A strongly 

correlated motion is present between the lever domain and ATPase domains, which proposes a 

pathway for long-range allostery from the N-terminal DNA binding domain to the C-terminal 

ATPase domains, as suggested from experimental studies. Detailed analysis of individual low 

frequency modes of both MutS and MSH2-MSH6 shows changes in the DNA binding domains 

coupled to the ATPase sites, which are interpreted in the context of experimental data to arrive at 

a complete molecular-level mismatch recognition cycle. Distinct conformational states are 

proposed for DNA scanning, mismatch recognition, repair initiation, and sliding along DNA 

after mismatch recognition. Hypotheses based on the results presented here form the basis for 

further experimental and computational studies. 
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2.2  Introduction 

DNA mismatch repair (MMR) pathways maintain the integrity of genomic DNA by eliminating 

errors incorporated during replication and recombination. The initial steps of DNA-mismatch 

recognition and repair initiation in the post-replication MMR pathway are mostly conserved from 

bacteria to human with MutS in prokaryotes and MutS homologs (MSH) in eukaryotes 

recognizing defective DNA and initiating repair (16-17, 80). A functional MSH protein leading 

to correct mismatch recognition and subsequent deletion is especially important in humans for 

the avoidance of cancer phenotypes (81).  

Prokaryotic MutS is comprised of monomers with identical sequence, termed S1 and S2, 

although it forms a structural heterodimer when bound to DNA (20-21). MutS is known to 

recognize base-base mismatches and short base insertions or deletions leading to their successful 

repair. In eukaryotes, at least 7 variants of MSH have been identified. They form a number of 

heterodimers, of which MSH2-MSH6 corresponds most closely to MutS (with MSH2 

corresponding to S2 and MSH6 corresponding to S1) (80). Like MutS, the MSH2-MSH6 

complex also recognizes base pair mismatches with high efficiency and single base insertions or 

deletions but does not efficiently recognize longer base insertions or deletions (16, 80).  

After successful association of MutS or MSH2-MSH6 with a mismatch, a complex is 

formed in the presence of ATP with MutL in prokaryotes (7) or MutL homologs (MLH) in 

eukaryotes (82) in order to promote downstream repair events. Crystal structures of prokaryotic 

MutS from Escherichia coli (E. coli) (20), Thermus aquaticus (21) and human MSH2-MSH6 

(30) bound to different base pair mismatches or a single thymine insertion/deletion have become 

available. The structures all show the same architecture with two main functional sites at 
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opposite ends of the dimer: a DNA binding site and an ATPase site. As evidenced by the crystal 

structures, the clamp and DNA binding domains (domains IV and I, respectively) from both 

chains (S1 and S2 of MutS or MSH6 and MSH2 of human) encircle the mismatched DNA 

(Figure 2.1). However, only the DNA-binding domain of one of the chains is in direct contact 

with the mismatch, giving rise to structural and functional asymmetry between the dimer 

moieties. Specific contacts with the mismatch base are made through a conserved ‘Phe-X-Glu’ 

motif in the DNA binding domain of chain S1 in MutS and MSH6. Insertion of this motif into 

the minor groove of the DNA is coincident with significant DNA bending (~60˚) and minor 

groove widening at and around the mismatch site compared to canonical DNA. The bent 

conformation of the DNA is further stabilized through non-specific contacts from the clamp 

domain. 

The nucleotide binding domains (domain V) reside on the opposite end of the protein 

with the ATP binding sites (ATPase sites) lying close to the dimerization interface. Biochemical 

studies have provided evidence for functional coupling between DNA scanning, mismatch 

recognition, repair initiation and ATPase activity (34, 44, 83-84), which suggests allosteric 

signaling within the MutS or MSH dimers. Each MutS ATPase domain, belonging to the ATP 

binding casette (ABC) superfamily (85), is comprised of functionally important residues from 

both chains as shown in Figure 2.1C (29). The nucleotide binding site residing in each particular 

chain consists of Walker A and Walker B loops that are important for nucleotide phosphate 

binding and phosphate catalysis, respectively. Another loop containing a conserved 

phenylalanine residue (596 in MutS, 650 in MSH2, and 1108 in MSH6) stacks with the 

nucleotide adenine ring and the cavity is completed by the signature loop of the opposite 

monomer, which has been suggested to play an important role in catalysis. Several studies 



27 
 

suggest that the ATPase activities of the two chains are strongly correlated with each other and 

that they follow a sequential, rather than a simultaneous, pattern of ATP hydrolysis (44). 

Moreover, both sites show intrinsic asymmetry in the ATPase activity with nucleotide binding 

affinities changing significantly for each ATPase site during the recognition cycle (33-34, 44, 

83-84). In free enzyme or when bound to regular DNA, the chain that contacts the DNA 

mismatch (S1 or MSH6) has a higher affinity for ATP compared to the other chain, while chain 

S2 or MSH2 binds mostly ADP (33, 84). It is further known that ATP hydrolysis is fast in 

S1/MSH6 when the protein is bound to regular DNA and that ADP release is the rate-limiting 

step (34). The ATPase site of the other chain has a much slower hydrolysis rate (84). These 

results highlight a differential behavior of the two ATPase sites when the protein is bound to 

regular DNA as depicted schematically in Figure 2.2. During scanning of regular DNA, the 

nucleotide-binding domain of chain S1/MSH6 binds ATP followed by fast hydrolysis to ADP. 

However, since exchange of ADP for ATP is not as fast as hydrolysis, ADP would be bound to 

this site for the majority of the time. At the same time, ADP is also bound predominantly to the 

other nucleotide-binding domain of chain S2/MSH2.  

Experimental data suggests that mismatch binding promotes the exchange of ADP for 

ATP while stalling ATP hydrolysis of S1/MSH6 (34, 83). The resulting prolonged ATP bound 

state at S1/MSH6 'authorizes' recognition of a mismatch by the DNA binding domain, whereas 

ATP is readily hydrolyzed when the DNA binding domain is bound to regular DNA (24). 

Furthermore, stable ATP binding by S1/MSH6 ultimately leads to reduced ADP binding affinity 

in the ATPase site of S2/MSH2. This presumably enhances the ATP binding affinity of 

S2/MSH2 (84). The dual ATP bound state is believed to trigger a conformational change to a 

sliding clamp conformation where the mismatch is released by the DNA binding domain and 
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rebinding of mismatched DNA is inhibited (83-84). Interestingly, a recent single molecule study 

on MSH2-MSH6 has demonstrated that the sliding motion along DNA after mismatch 

recognition is independent of ATP hydrolysis (36).  

While there is a general understanding of the long-range allostery of MutS and its 

homologs involved in recognition and repair initiation, the molecular-level events leading to the 

functional correlation between N-terminal DNA mismatch recognition and C-terminal nucleotide 

binding and hydrolysis have remained elusive. Further advances in this respect have been 

hindered by the fact that the available crystal structures only show the mismatch-bound state and 

do not provide information about the different nucleotide bound combinations in the two ATPase 

domains. Until now, the complex interplay between functional states of the two ATPase and 

DNA binding sites is mostly understood from biochemical kinetic studies that, on the other hand, 

fail to offer a molecular-level understanding of the process. While experiments may continue to 

reveal additional information for different functional states, conformational sampling of proteins 

can also be studied by theoretical means. Molecular dynamics simulations that often offer 

insights in this regard are not easily applicable to MutS because of the long time scales of the 

mismatch recognition process and the large system size of the MutS-DNA complex. Normal 

mode analysis (NMA) is an alternative strategy for studying large-scale conformational changes 

in biomolecules. NMA relies on a harmonic approximation of the potential energy surface 

around a minimum energy structure and the resulting lowest frequency dynamic modes often 

resemble biologically relevant functional motions (27-28). Here, we have applied NMA to study 

the conformational dynamics of MutS and its eukaryotic homolog MSH2-MSH6. The results 

suggest a new molecular-level understanding of the long-range allosteric pathway in the 

functional interplay between DNA mismatch recognition, nucleotide binding activity, and repair 
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initiation. Structural characterization of distinct conformational states along with the elucidation 

of a complete functional cycle offers possible avenues of validating the proposed cycle through 

experiments. 
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2.3  Methods 

Normal mode calculations were performed on E. coli MutS and its human homolog, MSH2-

MSH6, both in the absence of any bound nucleotides. Calculations were performed on each 

protein in the presence or absence of DNA, resulting in a total of 4 sets of normal mode 

calculations. They are referred to as MSH-DNA, MSH-free, MutS-DNA, and MutS-free for 

MSH2-MSH6 with DNA, MSH2-MSH6 without DNA, MutS with DNA, and MutS without 

DNA, respectively. Initial structures of E. coli and human protein were obtained from PDB IDs 

1E3M (20) and 2O8B (30), respectively, and missing loops were constructed using Modeller 

(86). The structures were then extensively energy minimized using the CHARMM22/CMAP 

force-field (87) and distance dependent dielectric (ε = 4). The root mean square deviation 

(RMSD) of the minimized structures with respect to the crystal structures were 2.08 Å, 2.42 Å, 

1.28 Å and 2.06 Å for MSH-DNA, MSH-free, MutS-DNA, and MutS-free, respectively. Low 

RMSD values indicate that extensive minimization in absence of explicit water or DNA does not 

lead to significant structural deviations from the crystal structure. Normal modes were calculated 

using the block-normal mode approach using the VIBRAN module in CHARMM (88-89), 

version c33a2, and with the same force field as used for minimization. Only low frequency 

modes were analyzed in both proteins as those are the most relevant for describing functional 

motions involving the entire complex. In order to calculate the similarity between individual 

modes among MutS and MSH2-MSH6, we defined the overlap index for each pair of modes (i,j) 

as: S H kik jk
k

 
 
 
 
∑  ; where k is the number of aligned residues of MutS and MSH, Sik  is the 

thk  component unit vector of thi mode of MutS and Hik  is the thk  component unit vector of 
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thj mode of MSH. Each dot product contributing to the sum is between unit vectors and can 

possess a maximum value of 1 for residue pairs moving in exactly the same direction, or a value 

of -1 for residue pairs moving in exactly the opposite direction. The value of the overlap index 

can thus reach a maximum value of 1 for an ideal case where all aligned residues of two proteins 

are moving in exactly same or opposite direction. The sequence alignment between MSH2-

MSH6 and MutS was taken from previous work (30). Molecular graphics were generated using 

PyMOL (90). 

  



32 
 

2.4  Results and Discussion 

Normal mode calculations were carried out to explore the possible conformational dynamics of 

MutS and MSH2-MSH6 from the perspective of the crystal structures. Apart from conducting 

NMA calculations on both proteins with bound DNA, we have also considered proteins without 

DNA in order to allow dynamics beyond the DNA mismatch bound form. Results from the 

analysis of MutS and MSH2-MSH6 in the presence and absence of DNA are discussed below. 

Data from 4 different sets of normal mode calculations are referred to as MSH-DNA, MSH-free, 

MutS-DNA, and MutS-free for MSH2-MSH6 with DNA, MSH2-MSH6 without DNA, MutS 

with DNA, and MutS without DNA, respectively. 

 

Flexibility of MutS and MSH2-MSH6 from Normal Modes and X-ray Data 

Root mean square fluctuations (RMSF) provide information about inherent protein flexibility. 

They can be deduced from experimental B-factors or can be calculated from normal modes (91). 

The results in Figure 2.3 (A-D) show that the RMSFs calculated from experimental B-factors are 

uniformly high due to the limited resolution of the MSH2-MSH6 crystal structure (2.75 Å) and 

do not provide significant information about relative domain fluctuations. RMSFs from B-factors 

of the MutS crystal structure (with a resolution of 2.2 Å) are still high but indicate increased 

flexibility in MutS domains I, IV and parts of III, in particular, for chain S2. On the contrary, 

RMSFs calculated from the first 10 normal modes show significant differences in the domain 

movements. MutS-free and MSH-free exhibit large flexibility in the DNA binding and clamp 

domains (I and IV) and to a lesser degree between the lever domains (III). In contrast, the 

ATPase domains (V) show comparably low structural fluctuations. Mode calculations for MutS-
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DNA and MSH-DNA provide qualitatively similar results, but with damped flexibility in the 

clamp domains and in the DNA binding domains of chain MSH6 and MutS S1. Figure 2.4 (A-D) 

show both proteins colored according to the B-factors calculated from normal mode RMSF 

values.  

The NMA-based dynamics of MutS and MSH2-MSH6 are remarkably similar between 

chains as well as between the prokaryotic and eukaryotic enzymes. MSH6 and domain I of 

MSH2 appear to be slightly more rigid compared to MutS which may be related to the functional 

specialization of MSH2-MSH6. One may speculate that MutS requires increased flexibility to 

recognize both mismatches and longer insertions/deletions in contrast to MSH2/MSH6 which 

only recognizes mismatches and single base insertions/deletions. While an absolute comparison 

of RMSF values from a small number of normal modes between proteins of different size may be 

problematic, very similar results were obtained when motions of the first 100 modes were 

accumulated (data not shown).  

Furthermore, it appears that MSH2 and MutS S2 are slightly more flexible than MSH6 

and MutS S1, respectively, with the exception of the clamp domain for MSH-DNA and MutS-

DNA systems. The increased flexibility in domain I of MSH2 or MutS S2 and decreased 

flexibility of the clamp domain compared to the other chain correspond to the structural 

asymmetry of MutS and MSH2-MSH6. Increased flexibility of domain I of MSH2/MutS S2 is 

probably due to the fact that they do not make considerable contacts with the DNA, while 

extensive DNA contacts of the clamp domains of MSH2/MutS S2 compared to the other chain 

accounts for its decreased flexibility. It was observed that the clamp domain of MSH2 and MutS 

S2 make 83 and 86 atomic contacts with the DNA, respectively, while that of MSH6 and MutS 

S1 make only 62 and 42 contacts, respectively. It was further observed that clamp and lever of 
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MutS S1 are more flexible compared to that of MSH6, which again is a result of less atomic 

contacts made by the clamp of S1 with the DNA than that of MSH6. The number of atomic 

contacts was calculated by considering protein heavy atoms around 5 Å of the DNA in the 

minimized structure of both proteins. Finally, Figure 2.4 highlights that the clamp and lever 

domains of MSH2 in MSH-DNA are slightly more flexible than the corresponding domains in 

MutS S2 of MutS-DNA. These differences are probably the result of the proteins being bound to 

DNA segments of varying lengths. MutS-DNA has a longer DNA (3 base pair steps more than 

MSH-DNA) which topologically constrains the mobility of MutS S2, giving rise to a 

comparatively rigid S2 clamp than that of MSH2. The portion of the lever domain of S2 tightly 

connected to the clamp also undergoes some degree of rigidification. The rigidification of MutS 

S2 may be more close to reality, as DNA undergoing repair in the cell is much longer than those 

observed in the crystal structures. It should also be mentioned that a substantial longer DNA can 

alter the extent of flexibility observed in the clamp of the other chain; namely S1 and MSH6. 

Hence, different level of flexibility of clamp and lever due to a much larger DNA cannot be 

directly inferred from these studies using fragmented DNA, except for the fact that an overall 

decreased flexibility of the clamps and levers will result in both chains when compared to DNA 

free systems.  

Finally, it was observed that the RMSF for protein with DNA spikes at residues 1275 to 

1281 in MSH6 and residues 663-666 in MutS S2. This is likely a manifestation of the tip effect 

(92) and is considered physically meaningless. 

 

Correlated Motions in MutS and MSH2-MSH6 
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Covariance plots averaged over the ten lowest NMA modes were calculated to examine 

correlated motions in all 4 systems under investigation. The results shown in Figure 2.5 indicate 

similar overall correlations in MutS and MSH2-MSH6 in the absence and presence of DNA. 

Furthermore, both chains of MutS and MSH2-MSH6 show similar average correlation patterns, 

with only minor variations, despite the structural asymmetry of the complex. Common to all 

chains are correlations within each domain, reflecting rigid body domain motions, like 

correlations between adjacent domains II (connector domain) and III (lever domain), between III 

and V (ATPase domain), and between I (DNA binding domain) and II. While correlations within 

the same subunit are generally positive, correlations between dimer moieties are mostly negative 

with the exception of a strong positive correlation between the two ATPase domains and the two 

clamp domains as a result of dimerization.  

The plots indicate high positive correlation between the lever domains and parts of the 

ATPase domains immediately adjacent to the lever including the ATPase binding sites. 

Experiments suggest the presence of long range allostery between the N-terminal DNA binding 

domain and the C-terminal ATPase domains, although a clear understanding of the allosteric 

pathway is missing. Strong correlations between the ATPase sites and lever domains highlight 

the propagation of signals within the two functional sites via the levers. Furthermore, the DNA 

binding domain in MSH6 and MutS S1 has a strong negative correlation with the ATPase 

domain in MSH2 and MutS S2, respectively, in particular for MSH-DNA and MutS-DNA, again 

suggesting conserved domain motions important for allostery. 
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Correspondence Between MutS and MSH2-MSH6 Modes 

The analysis of RMSFs and motional correlations indicates that MutS and MSH2-MSH6 exhibit 

similar dynamic characteristics, both in the presence and absence of DNA. Furthermore, the 

correlation analyses from the first ten modes suggests dynamic coupling between DNA binding 

and ATPase activity. In order to explore this point in more detail, the ten lowest-frequency 

modes were individually compared between the same protein, i.e., MSH-free and MSH-DNA or 

MutS-free and MutS-DNA. The same comparison was also performed between different 

proteins, i.e., MSH-free and MutS-free and MSH-DNA and MutS-DNA. Table 2.1 shows the 

overlap indices calculated between any pair of modes from 4 different systems as described in 

the methods section. An overlap index value of 1.0 means that atoms move in identical directions 

in the two modes that are compared, a value of 0.0 means that motions are entirely orthogonal or 

that atom motions have zero amplitude. While a value of 1.0 or close to it is unlikely even for 

very similar structures, visual inspection of the MutS and MSH modes indicate that the motions 

are qualitatively similar when overlap indices are at 0.6 and above and, to a lesser but still 

substantial extent, when values are between 0.5 and 0.6, especially when MutS is compared to 

MSH. Relatively low overlap indices despite visually similar motions are due to uncertainties in 

the alignment between the two proteins with a sequence identity of only 21% and 24% for MSH2 

and MSH6 (30), differences in structure, and significant overall flexibility due to the multi-

domain nature of both MutS and MSH. 

 Table 2.1 shows that the highest degree of overlap on a mode-by-mode basis exists 

between MSH-free and MSH-DNA and also between MSH-free and MutS-free systems. There is 

a lesser degree of one-to-one correspondence between MutS-free and MutS-DNA and also 

between MSH-DNA and MutS-DNA, with individual modes being reordered more significantly 
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according to frequencies in these systems. High one-to-one overlap is found between modes 1, 2, 

3, 4 of MSH-free and modes 1, 5, 3, 4 of MutS-free, between modes 1, 3, 4, 9, 10 of MSH-DNA 

and modes 2, 5, 4, 9, 10 of MutS-DNA, between modes 1, 2, 4, 5, 8, 9 of MSH-DNA and modes 

2, 3, 4, 5 and 9, 10, 7 of MSH-free, and between modes 1, 2, 3, 5 of MutS-DNA and modes 2, 5, 

3 and 9, 7 of MutS-free. It is apparent that many modes do not match on a one-to-one basis, but 

share common features with multiple modes (e.g. mode 2 of MSH-free matches modes 2, 5, and 

8 of MutS-free). It is known from previous studies that complex domain motions responsible for 

altered functional states in a large protein are often better represented as a combination of low 

frequency modes. Our studies also suggest that the low frequency modes of both MSH and MutS 

exhibit almost similar domain flexibilities, while specific protein dynamics are often seen to 

occur as a combination of multiple modes showing different degrees of mode mixing in both 

proteins. The degree of mode mixing observed in this study will likely change as a result of using 

different force fields or coarse-grained models, but low frequency normal mode space will likely 

be conserved in all normal mode analyses, provided the starting structure remains the same. 

Thus, the main aim of this study is to highlight the conserved nature of domain motions in both 

proteins, rather than highlighting any specific mode or modes responsible for the protein 

function.  

The presence of DNA alters the structural flexibility to some extent, as evident from the 

differences between modes in the presence and absence of DNA. For example, mode 1 is present 

in MSH-free and MutS-free, but not in MSH-DNA or MutS-DNA. As described in more detail 

below, the mode involves large motions of the clamp domains that are not possible in the 

presence of DNA. Visual inspection further reveals that altered motions of the clamp and DNA 

binding domains for structures in the presence and absence of DNA is a major factor in reduced 
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mode overlap indices between the two protein systems, despite otherwise similar overall motion. 

Interestingly, MSH modes are much more conserved in MSH-free and MSH-DNA systems than 

for the two systems in MutS. This suggests that protein flexibility is altered more in MutS than in 

MSH2-MSH6 through specific DNA interactions, especially near the DNA binding domain and 

clamps. This further reflects a more rigid overall structure in MSH2-MSH6 that is optimized to 

interact with mismatched DNA while MutS requires more structural flexibility to interact both 

with mismatched DNA or significantly distorted DNA structures with insertions or deletions.  

In this study, we will focus more on modes from MSH-free and MutS-free since they are 

more likely to indicate motions from the known mismatch bound crystallographic structures 

towards alternate states during DNA scanning and mismatch repair. Comparison of the modes 

between MSH-free and MutS-free indicate that modes 1, 3, 4, and 9 from both complexes 

significantly overlap and may be considered equivalent. Modes 2 and 5 overlap significantly, 

suggesting that these modes are simply reordered with respect to their frequencies. However, 

there is also overlap between modes 2 of both complexes suggesting common features in both 

modes. Otherwise, there is significant mode overlap along the diagonal for modes 7 through 9 

and additional limited off-diagonal overlap for modes 6 through 10. Overall, mode overlaps 

between MSH-DNA and MutS-DNA are lower but high overlap indices are again mostly limited 

to diagonal or near-by off-diagonal elements, with modes 1, 2, 3, 4, 5, 6, 9, and 10 of MSH-DNA 

corresponding to modes 1 and 2, 2, 5, 4, 6, 6, 9, and 10 of MutS-DNA.  

 

Low-frequency Modes in MSH2/MSH6 
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Based on our analyses, the dynamic characteristics are largely conserved between MutS and 

MSH2-MSH6, both in the presence or absence of DNA. This is not surprising but it is also not 

trivial given the structural differences between the eukaryotic and prokaryotic enzymes and the 

slightly different biological functions. In the following, we will describe the lowest frequency 

modes in more detail with a focus on the modes of MSH-free. 

The protein motion during each of the first 5 modes of MSH-free is shown in Figure 2.6. 

Close-up views of the ATPase domains of selected modes are shown in Figure 2.7. Initial visual 

inspection suggests the following general conclusions about the nature of domain motions in 

both MutS and MSH2-MSH6: 1) Most of the modes show an overall breathing motion of the 

DNA binding cavity involving the clamp and DNA binding domains. The parts of the clamp 

domains directly bound to the DNA backbone always show damped motion in proteins with 

DNA, although movements of other parts of the DNA binding cavity show a similar kind of 

breathing motion. Such an opening/closing motion of the DNA binding cavity corresponds to 

conformational transitions between a mismatch-bound state and scanning/sliding conformations 

where the interaction with DNA is presumed to be weaker. 2) Many modes show a correlation 

between opening/closing of the DNA binding cavity and alterations in the ATPase domain, in 

particular, the nucleotide-binding cleft. This finding establishes that MutS or MSH2-MSH6 is 

capable of allosteric communication between DNA binding and ATPase activity. The correlation 

between motions of the DNA binding domains and the ATPase domains varies as it may involve 

the MSH6, MSH2, or both ATPase domains in an alternating fashion. 3) A mode that affects the 

nucleotide-binding cleft in both ATPase domains in the same manner and at the same time is not 

observed in any of the 4 cases studied. This finding agrees with the experimental evidence that 
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ATPase activity in MSH2-MSH6 involves the two domains only in a sequential rather than 

simultaneous fashion (44).  

The individual modes are described in detail in the following:  

Mode 1 involves a wagging motion of the clamp domain along the direction of the DNA. 

The rotating motion around the core, apparent in the rest of the enzyme, results from a fixed 

center of mass. If the protein is aligned at domains I, II, III, and V, only the clamp domain IV 

moves in this mode. Mode 1 involves both chains to the same extent. The exact functional role of 

this mode is unclear but it may be related to the translocation of MSH2-MSH6 along DNA in the 

absence of mismatch when the clamps do not establish strong contacts with the DNA backbone. 

This mode is absent in both proteins bound to DNA mismatch, presumably due to residue 

contacts with the bent DNA.  

Mode 2 consists of a partial opening/closing motion of the DNA binding site that is less 

pronounced than in some of the other modes. The unique aspect of this mode is an alternating 

opening/closing of the nucleotide binding clefts between the MSH2 and MSH6 ATPase domains 

(see Figure 2.6). It appears likely that this mode is involved in coupling MSH6 and MSH2 

ATPase activity in a sequential fashion. As mentioned above, mode 2 in MSH-free has high 

overlap with mode 5 of MutS-free. However, this is due to similar motions in the DNA binding, 

clamp, and core domains. The alternating opening/closing of the two nucleotide binding sites is 

not present in mode 5 of MutS-free but is seen instead in mode 2 of MutS-free. An alternating 

ATPase movement correlated similarly to motions in the DNA binding cavity is also observed in 

mode 1 of MutS-DNA and MSH-DNA, suggesting that the inter-domain correlation is conserved 

in all systems. 
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Mode 3 couples opening of the DNA binding site with closing of the nucleotide binding 

cleft in MSH2. The opening of the DNA binding site is achieved by the movement of the clamp 

domains away from the DNA as well as the movement of the DNA binding domain in MSH6 out 

of the plane of the MSH2-MSH6 complex. Relative to the DNA, this motion moves domain I out 

of the DNA groove rather than along its helical axis. In the open form of this mode, most DNA 

contacts of MSH6 near the mismatch site are lost and the DNA can essentially slide freely 

relative to MSH2-MSH6. This mode is highly conserved in all other systems of MutS and MSH 

and is thus expected to play an important role in the protein’s functional cycle. An almost 

identical mode is observed for mode 2 and 3 for MSH-DNA and MutS-DNA. We note, though, 

that the overlap index between the two modes in MSH-DNA and MutS-DNA is small due to 

altered clamp movements in MutS-DNA but otherwise they show similar domain motions.  

Mode 4 is comprised mainly of a sideways motion of the clamp and part of the lever 

domains towards either the MSH2 or MSH6 side of the enzyme. This mode is asymmetric with 

respect to the overall complex. A symmetric version of this mode would result in clamp domain 

separation and lead to an open dimer where the clamp domains are far away from each other as 

proposed for the DNA-free complex from small-angle X-ray scattering (47). The symmetric 

mode is not observed, presumably due to limitations of the harmonic approximation in normal 

mode analysis.  

Mode 5 involves closing of the DNA binding cavity that is coupled with opening of the 

nucleotide binding cleft in MSH6. The closing of the DNA binding cavity is achieved primarily 

by the motion of the clamp domains directly towards the DNA. A similar overall motion is also 

found in mode 2 of MutS-free, although the coupling between opening and closing of the DNA 

binding cavity with changes in the ATPase domain of MutS S1 is more pronounced in mode 6 of 
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MutS-free. It is likely that MutS-free achieves a motion equivalent to the MSH-free mode 5 

through a combination of modes 2 and 6. A similar correlated motion between DNA binding 

cavity and ATPase domains is further observed in mode 5 of MSH-DNA and mode 4 of MutS-

DNA.  

 

Functional Cycle of MSH2-MSH6 and MutS from Normal Modes 

The crystal structures of MutS and the MSH2-MSH6 complex only show the mismatch bound 

conformation. It is clear, however, that other functional states are involved during scanning of 

regular DNA, authorization of mismatch repair, and sliding of the enzyme along DNA during 

and immediately after repair before DNA scanning is resumed. On the molecular level, these 

different states are likely reflected in altered conformations of MSH2-MSH6 and MutS. X-ray 

crystallographic approaches have not identified alternate states of MSH2-MSH6, but there is 

evidence of alternating ATP and ADP bound states from small-angle X-ray scattering (47), 

where ATP binding has resulted in more compact protein conformations. The normal mode 

analysis presented here offers first insights into the functional dynamics of MSH2-MSH6 and 

MutS beyond the known DNA-mismatch bound crystal structures. Through a combination of the 

conserved low-frequency modes in both proteins, it is possible to propose, for the first time, a 

complete functional cycle of MSH2-MSH6 and MutS that is in full agreement with experimental 

observations. The proposed molecular-level picture of the cycle is illustrated in Figure 2.8 and 

described in detail in the following: 

DNA binding: The functional cycle of MSH2-MSH6 and MutS begins with binding to 

newly replicated DNA. Experimental data suggests that DNA-free MutS is present in an open 
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form. Upon association with DNA the clamp domains are presumed to close. The asymmetric 

mode 4 indicates how the clamp domains might separate starting from the DNA-bound form 

without significantly affecting the structure of the rest of the enzyme. 

DNA scanning and mismatch recognition: Once MSH2-MSH6 or MutS is bound to 

DNA, it will begin scanning for base mismatches. According to single molecule experiments, 

MSH2-MSH6 moves along regular DNA via one-dimensional diffusion (36), while DNA 

binding kinetics indicate that the protein is not bound strongly to DNA in the absence of a 

mismatch (16, 23, 93). In contrast, MSH2-MSH6 and MutS interact closely with mismatched 

DNA in a highly bent form as evidenced by the crystal structures (20-21, 30). The formation of 

highly bent DNA is greatly facilitated by the presence of base mismatches or base 

insertions/deletions (94) and is believed to be the main feature by which mismatch DNA base 

pairing is recognized (16). The transition from scanning to mismatch recognition is therefore 

expected to involve a significant change in the DNA binding domain from a relaxed 

conformation with relatively weak protein-DNA interactions to a tightened conformation where 

the enzyme holds on to highly bent DNA. The opening/closing motion of the DNA binding 

cavity in mode 5 of MSH2-MSH6 describes such a transition in molecular detail.  

The transition from DNA scanning to mismatch recognition is coupled to the fast 

exchange of ADP to ATP and subsequent stalling of ATP hydrolysis in MSH6 according to 

kinetic experiments (34, 44, 83-84). Mode 5 couples closing of the DNA binding cavity to 

opening of the MSH6 or MutS S1 nucleotide binding cleft, and vice versa. The nucleotide 

binding cleft is sandwiched between the Walker A motif and a loop, which acts as a flap over the 

adenine moiety. This loop contains a conserved Phe residue (Phe596 in MutS, Phe650 in MSH2 

and Phe1108 in MSH6) that stacks with the adenine ring in all available crystal structures. 
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Previous studies of ATP binding in some ATPases have revealed that binding often induces 

tightening of the site that is required for ATP hydrolysis as suggested by an increase in the 

hydrophobicity of the binding pocket (95) or closing of specific loops in the presence of the 

nucleotide resulting in a tightened cavity (96). We hypothesize that an open nucleotide binding 

cleft in the MSH2-MSH6 and MutS ATPase domains encourages ATP binding but inhibits 

hydrolysis. On the contrary, closing of the ATPase cavity predominantly involves movement of 

the loop bound to the adenine ring towards the catalytic center (Walker B motif), thereby 

ensuring successful ATP catalysis. Mode 5 therefore provides a molecular level picture of how 

mismatch recognition through deformation of DNA at the mismatch site might be coupled to the 

experimentally observed changes in MSH6 ATP activity. 

In most of the crystal structures of MSH2-MSH6 and MutS, ADP or a non-hydrolyzable 

ATP analog is present in both or any one of the chains, while only one MutS structure with 

bound ATP on both chains has been reported so far (29). The difficulties of observing the protein 

with stable ATP bound MSH6/S1 may be attributed to crystal packing that does not allow the 

formation of ATPase domains that are truly catalytically inactive (29). Thus, the crystal structure 

with ATP at S1 may not be fully representative of the true non-hydrolysable state of the protein, 

but rather represent a different trapped intermediate state. 

Initiation of repair: The next step after base mismatch recognition is initiation of the 

repair process. This involves binding of MutL/MLH to MutS/MSH2-MSH6 (16-17, 80) which 

then signals further downstream events. Furthermore, kinetic studies indicate that ADP 

exchanges for ATP in the MSH2 ATPase domain subsequent to ATP binding in the MSH6 

ATPase domain (84). The sequential coupling of ATP binding to the two ATPase domains 

mirrors alternating ATP hydrolysis activity in other dimerized ATPase domains as in ABC 
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transporters (97) and can be understood in terms of the alternating opening/closing of the 

nucleotide binding clefts seen in mode 2. We hypothesize that the initially very open ATP 

binding site in MSH6 following mismatch recognition partially closes upon ATP binding which 

in turn leads to opening of the MSH2 ATP binding site according to mode 2 and subsequent 

exchange of ADP for ATP in MSH2. Mode 2 also involves structural rearrangement outside the 

ATPase domain indicating that the enzyme assumes a distinct conformation at this step of the 

functional cycle, possibly to facilitate MutL/MLH binding. 

Repair and mismatch release: Recent experiments suggest that after the initiation of 

repair, MSH2-MSH6 and MutS form a mobile clamp state that slides along the DNA in search of 

downstream repair proteins (36, 40, 83-84, 98). A transition from the mismatch bound state to a 

sliding conformation requires re-opening of the DNA binding cavity to a form that still holds the 

DNA but is not competent to rebind mismatched DNA (83). Moreover, this sliding activity is not 

powered by ATP hydrolysis. Current understanding of this transition is unclear from any 

experimental studies. We propose that the most conserved mode in both proteins, i.e., mode 3, 

describes the molecular events involved in the formation of sliding clamp conformation. In mode 

3, the DNA binding cavity is opened by the release of the clamps from the DNA coupled to a 

large motion of the DNA binding domain perpendicular to the DNA helix. As a result, intimate 

interactions with the mismatch through the DNA groove become impossible, in particular, 

interactions involving the highly conserved Phe-X-Glu motif that is known to interact 

specifically at the mismatch site (20-21, 29-30). The protein is capable of sliding along the DNA 

in this state. The release of DNA mismatch binding and sliding according to mode 3 is coupled 

to a tightening of the MSH2 ATP binding site which would facilitate eventual ATP hydrolysis in 

MSH2 and allow recovery of the DNA scanning mode. 
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Although, specific normal modes have been mentioned while describing the molecular 

events during scanning, mismatch binding and sliding clamp formation, it is likely that opening 

and closing of the DNA binding cavity is actually occurring as a result of multiple low frequency 

modes. This is even more likely as almost all of the low frequency modes studied, except mode 1 

in MSH-free and MutS-free, exhibit some kind of breathing motion of the DNA binding cavity 

involving different domain motions like that of the clamps, levers and DNA binding domain. The 

specific modes used to describe the conformational changes in the functional cycle only show the 

necessary synchronization between the opening/closing of the DNA binding cavity and the 

ATPase cleft, and are thus used to describe the experimentally observed allosteric effects.  

 

Validation Through Experiments and Further Simulation 

The results presented from normal mode calculations make a number of predictions about the 

functional dynamics of MutS and MSH2-MSH6 and the existence of additional functional states 

that have not been characterized on a molecular level to date. In particular, this study proposes 

molecular level details of long range allosteric coupling between the N-terminal DNA binding 

domains and the C-terminal ATPase sites as well as coupling between the two adjacent ATPase 

sites, which are known to exhibit a sequential pattern of action. In addition, the results presented 

here provide an atomic level characterization of distinct states in the functional cycle of MutS 

and MSH2-MSH6. A more open DNA scanning conformation is proposed and a sliding clamp 

state is predicted where the DNA binding domain is rotated out of the enzyme to result in 

structures that are significantly different from the crystal structure. These predictions should 

stimulate further experimental and computational studies to validate the predictions made here. 
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In particular, structural experiments could probe the nature of the DNA scanning and sliding 

conformations based on the predictions presented here while biochemical studies may test 

mutations that would disrupt the proposed domain movements. Furthermore, the proposed 

structures for alternate functional states can be subjected to more extensive computational studies 

to examine their stability and transitions between those states. 
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2.5  Conclusions 

Results from the normal mode calculations of MSH2-MSH6 and MutS are presented to develop 

a molecular level picture of distinct conformational states involved in their functional cycles. A 

comparison of the modes between MSH2-MSH6 and MutS reveals striking similarities, 

indicating that the two enzymes are not just structurally, but also dynamically and functionally 

equivalent on the molecular level. The most important result indicates the presence of a strong 

motional correlation between the ATPase domains and the lever domains in all low frequency 

modes analyzed, while individual modes highlight the specific nature of the correlation between 

the N-terminal DNA binding domains and the ATPase domains. This indicates that both MutS 

and MSH2-MSH6 are structurally capable of establishing long-range allostery during their 

functional cycle. Based on a detailed analysis of the lowest-frequency modes in the context of 

the available experimental data, a detailed mechanism is proposed that involves DNA scanning, 

mismatch recognition, repair initiation, and sliding of MSH2-MSH6/MutS along DNA before 

scanning is resumed.  

Normal mode calculations can provide an approximate view of biologically relevant 

dynamics in biomolecules but are limited by the theoretical nature of the methodology. The ideas 

presented here suggest a number of experiments that could validate and extend the proposed 

mechanism of DNA mismatch recognition by MSH2-MSH6 and MutS. Furthermore, the normal 

mode results can serve as starting points for additional computational studies that may 

investigate the proposed functional states and transitions between them in more detail. 
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Table 2.1  Overlap Index for a Pair of Modes, Each From Two Different Sets 

Mode 
No. 

1 2 3 4 5 6 7 8 9 10  

1 0.8 0.1 0.2 0.2 0.0 0.1 0.2 0.3 0.2 0.1 MSH-free 
(rows) vs. 
MutS-free 
(columns) 

2 0.2 0.5 0.1 0.0 0.6 0.1 0.3 0.5 0.0 0.1 
3 0.0 0.3 0.8 0.3 0.2 0.2 0.1 0.0 0.3 0.1 
4 0.2 0.1 0.2 0.6 0.3 0.5 0.3 0.3 0.2 0.1 
5 0.1 0.5 0.1 0.1 0.5 0.4 0.3 0.2 0.1 0.2 
6 0.1 0.0 0.1 0.5 0.2 0.3 0.3 0.3 0.4 0.1 
7 0.2 0.2 0.1 0.1 0.3 0.0 0.5 0.3 0.3 0.5 
8 0.3 0.2 0.1 0.1 0.0 0.4 0.5 0.5 0.5 0.0 
9 0.1 0.2 0.2 0.2 0.2 0.4 0.1 0.0 0.6 0.3 
10 0.1 0.3 0.1 0.3 0.0 0.4 0.2 0.1 0.2 0.3 
1 0.5 0.6 0.4 0.0 0.0 0.0 0.0 0.2 0.0 0.1 MSH-DNA 

(rows) vs. 
MutS-DNA 
(columns) 

2 0.3 0.5 0.4 0.1 0.1 0.2 0.1 0.3 0.1 0.2 
3 0.3 0.2 0.2 0.2 0.8 0.0 0.4 0.0 0.2 0.0 
4 0.3 0.2 0.5 0.6 0.2 0.3 0.0 0.1 0.2 0.0 
5 0.0 0.1 0.2 0.3 0.2 0.5 0.3 0.1 0.3 0.1 
6 0.3 0.2 0.0 0.2 0.3 0.5 0.0 0.1 0.2 0.4 
7 0.3 0.0 0.1 0.4 0.0 0.4 0.0 0.3 0.1 0.2 
8 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.0 0.2 0.4 
9 0.1 0.2 0.0 0.2 0.2 0.0 0.1 0.0 0.7 0.1 
10 0.1 0.0 0.2 0.1 0.1 0.2 0.4 0.4 0.1 0.6 
1 0.5 0.7 0.0 0.1 0.3 0.0 0.2 0.1 0.0 0.2 MSH-DNA 

(rows) vs. 
MSH-free 
(columns) 

2 0.1 0.0 0.9 0.1 0.2 0.0 0.2 0.2 0.1 0.2 
3 0.5 0.4 0.1 0.2 0.4 0.4 0.3 0.4 0.2 0.2 
4 0.2 0.1 0.1 0.9 0.2 0.3 0.2 0.3 0.3 0.0 
5 0.2 0.0 0.2 0.0 0.6 0.2 0.4 0.1 0.7 0.0 
6 0.2 0.2 0.2 0.1 0.0 0.4 0.3 0.0 0.2 0.2 
7 0.0 0.0 0.2 0.0 0.1 0.5 0.2 0.2 0.4 0.1 
8 0.0 0.2 0.0 0.1 0.3 0.3 0.1 0.1 0.0 0.8 
9 0.0 0.1 0.3 0.1 0.1 0.2 0.7 0.2 0.2 0.0 
10 0.0 0.0 0.1 0.0 0.2 0.4 0.2 0.4 0.1 0.1 
1 0.5 0.6 0.4 0.3 0.2 0.3 0.3 0.4 0.1 0.0 MutS-DNA 

(rows) vs. 
MutS-free 
(columns) 

2 0.4 0.3 0.2 0.3 0.6 0.1 0.2 0.4 0.1 0.2 
3 0.2 0.2 0.7 0.3 0.1 0.2 0.1 0.1 0.6 0.1 
4 0.1 0.2 0.4 0.2 0.0 0.5 0.3 0.5 0.3 0.4 
5 0.2 0.2 0.0 0.3 0.5 0.4 0.6 0.0 0.1 0.1 
6 0.3 0.1 0.2 0.5 0.1 0.1 0.2 0.3 0.0 0.2 
7 0.4 0.3 0.1 0.0 0.4 0.0 0.2 0.1 0.4 0.3 
8 0.1 0.1 0.2 0.1 0.3 0.2 0.3 0.3 0.2 0.2 
9 0.2 0.1 0.2 0.2 0.2 0.2 0.2 0.4 0.1 0.3 
10 0.2 0.2 0.2 0.1 0.1 0.2 0.0 0.1 0.3 0.3 
 

Values ≥0.5 are in bold; values ≥0.6 are also in italic. 
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Figure 2.1  Crystal structure of MSH2-MSH6 in front (A) and sideways (B) orientation. Protein 
domains are indicated in red (I, DNA binding), orange (II, connector), yellow (III, lever), green 
(IV, clamp) and blue (V, ATPase). DNA is indicated in light (base pairs) and dark (backbone) 
brown, while bound ADP molecules are magenta. Darker shades refer to MSH6; lighter shades 
refer to MSH2. Close-up view of the nucleotide-binding domain (C) highlights the Walker A 
motif in yellow, the Walker B motif in orange, and the signature loop in green.
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Figure 2.1 
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Figure 2.2  The dynamic behavior of the ATPase site in both chains are represented along an 
arbitrary horizontal time axis. Alterations among three possible nucleotide binding states 
(ADP/ATP/free) of the nucleotide binding domain are shown along the vertical axis with the 
help of curves that represent different hydrolysis pattern during functionally important phases of 
the protein. Functionally distinct states are colored as blue for scanning, pink for mismatch 
recognition and green for sliding phases. 
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Figure 2.2 
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Figure 2.3  Root mean square fluctuation (RMSF) of Cα atoms as a function of residue number 
calculated from the first 10 normal modes (red: without DNA, black: with DNA) and from 

crystallographic B-factors according to 23 8RMSF BXray π=  (blue) for MSH6 (A), MSH2 
(B), MutS S1 (C), and MutS S2 (D). Discontinuities along the blue curve are due to missing 
residues in the crystal structures. Protein domains are indicated by colored bars with red, orange, 
yellow, green, and blue for domains I, II, III, IV, and V. Chain MSH6/MutS S1 are colored with 
dark shades while MSH2/MutS S2 are indicated by light shades.
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Figure 2.3 
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Figure 2.4  Protein backbone showing thermal fluctuations color coded by B-factors calculated 
from RMSF of the first 10 modes for MSH-free (A), MSH-DNA (B), MutS-free (C), and MutS-
DNA (D). The color scale for B-factors is provided at the end of the figure.
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Figure 2.4 
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Figure 2.5  Average covariance from the first 10 modes in MSH2-MSH6 (A; upper triangle: 
MSH-free, lower triangle: MSH-DNA), and MutS (B; upper triangle: MutS-free, lower triangle: 
MutS-DNA). Protein domains in both chains are indicated by colored bars following the same 
color scheme as in Figure 2.3.
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Figure 2.5 
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Figure 2.6  Mode motions of MSH-free projected on to the minimized crystal structure for modes 
1 (A), 2 (B), 3 (C), 4 (D), and 5 (E). Motions are indicated by colored arrows in the direction of 

the mode vectors for every 6th  residue. Motions involving the clamp, DNA binding, and 
ATPase domains are shown in green, red, and blue, respectively.
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Figure 2.6 
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Figure 2.7  Close-up views of the motions in the nucleotide-binding domain of MSH-free during 
modes 2 (A), 3 (B), and 5 (C). Arrows are placed on each Cα atom in every 3 consecutive 
residues and only displacements of more than 1 Å are shown. The two chains and bound 
nucleotides follow the same color scheme as Figure 2.1C. 
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Figure 2.7 
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Figure 2.8  Schematic diagram representing distinct conformational states during the functional 
cycle of MSH2-MSH6 or MutS.
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 Figure 2.8 
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Chapter 3  

An Analysis of E. coli MutS Dynamics from Molecular Dynamics Simulations
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3.1  Abstract 

Following up on the work presented in Chapter 2, this chapter serves to complement the normal 

mode analyses by examining the larger scale structural dynamics of the Escherichia coli MutS 

from nine independent 200 ns molecular dynamics simulations. Standard techniques were 

employed to measure the flexibility of each protein residue and to monitor changes in the protein 

secondary structure. Finally, using principal component analysis, two distinct principal modes 

that are likely to be linked to important protein function were identified. The first mode, found in 

eight of the nine simulations, describes the movement of the S2 DNA binding along the DNA 

helical axis towards the S1 DNA binding domain. This mode is hypothesized to be involved in 

ATP-hydrolysis independent movement of MutS along DNA. In the second mode, unique to the 

simulation with ATP in S1 and ADP in S2, both DNA binding domains moved upwards towards 

the DNA in a concerted fashion and resembled a DNA bending mode that bends the DNA upon 

mismatch recognition. The conformational changes observed in both modes also demonstrated 

coupled motions between the S2 DNA binding domain and the distant ATPase domains. Overall, 

the results are consistent with our previously proposed functional cycle for mismatch recognition 

and builds upon the individual states characterized in Chapter 2. 

 

  



69 
 

3.2  Introduction 

In this chapter, new observations from nine independent simulations of the Eshcerichia coli 

MutS-DNA structure bound with different ADP and ATP nucleotides (Figure 3.1) are reported. 

Each system was derived from the 2.27 Å MutS-DNA crystal structure (PDBID: 1W7A) (29) 

which is bound to two ATP nucleotides. Unresolved coordinates within the structure (residues 

660-667 in the S1 monomer) were generated using the loop modeling facility in MODELLER 

(99) and since MutS is a homodimer, the S1 subunit served as a template for completing missing 

residues in the S2 subunit. After being fully solvated, each of the nine systems contained over 

165,000 atoms and was simulated for at least 200 ns using NAMD (68) along with the 

CHARMM27/CMAP all-atom force field (71-73) for a collective simulation time of 1.8 μs in the 

NPT ensemble. Each model is referenced by its nucleotide configuration using the “X:X” 

notation which corresponds to nucleotides that have been modeled into the S1 and S2 ATPases, 

respectively (Figure 3.1). For example, ADP:ATP has ADP in S1 and ATP in S2 while 

NONE:NONE contains no nucleotides in either ATPases.  

The positional fluctuation measured from each simulation showed that the protein was 

generally more flexible than in the crowded crystal structure environment, but this extra mobility 

was not derived from changes in the major protein secondary structure elements (namely, α-

helices and β-sheets). Due to the length of each simulation and complexity of the protein 

conformational dynamics, direct visualization of each trajectory only provided limited insight. 

Thus, the method of principal component analysis (PCA) was used to uncover the so-called 

“essential dynamics” within the protein (100). Similar to NMA, PCA filters out the dominant, 

functionally relevant (largest amplitude) modes from the local fluctuations in an MD simulation. 
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Applying PCA to our nine simulations, two new conformational transitions (or modes) were 

identified and found to be in good agreement with the previously proposed functional cycle for 

mismatch recognition (101). Additionally, both modes demonstrated coupled motions between 

the S2 DNA binding domain and the ATPase domains which support an allosteric signaling 

mechanism in the protein. 
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3.3  Methods 

Analyses 

The root mean square fluctuation (RMSF) and other basic distance measurements were 

calculated using CHARMM (v. c36a1) (64) and interfaced with the MMTSB Tool Set (102). 

Crystallographic B-factors were converted to RMSF values by applying the 3
28

BRMSF
π

=

relation. The protein secondary structure for each simulation snapshot was assigned for each 

monomer (S1 and S2) using the Dictionary of Secondary Structures in Proteins (DSSP) program 

(103). All molecular images were generated using PyMOL (104). 

 

Principal Component Analysis 

The essential dynamics for each simulation were ascertained via PCA (100) by first constructing 

and then diagonalizing the variance-covariance matrix of the Cα positional fluctuations. This 

produces a set of 3N eigenvalues ( iλ ) and corresponding eigenvectors ( vi


) that, collectively, 

describe the many different motions within a system. Typically, the eigenvalues are arranged in 

decreasing order such that the first vector, 1v


, has 1λ  with the largest amplitude. This first 

eigenvalue-eigenvector pair is often referred to as the first principal component (PC1) and 

represents the motions within a given simulation that has the largest average amplitude. The 

level of similarity between 1v


 from different simulations was determined by calculating the inner 

dot product which should equal 1 when the proteins are moving in exactly the same way, 0 when 

the motions are not correlated, and -1 when protein motions are anti-correlated. All nine 
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trajectories (with frames extracted from every 10 ps of simulation time) were first superimposed 

onto the same starting structure and the principal components were calculated using the program 

Wordom (v. 0.21) (105-106). One method for identifying an eigenvector 1v


 that better represents 

multiple simulations is to combine the multiple trajectories into one, analyze the combined 

trajectory using PCA, and then compare this new PC1 with those obtained from the individual 

simulations (107-108). Individual trajectories with related motions have been shown to have 

eigenvalues and eigenvectors that are similar to the combined trajectory (107-108). Thus, the 

nine trajectories were concatenated into one, analyzed as described above, and compared with 1v


 

and 1λ  from the individual simulation models. 
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3.4  Results 

Protein Secondary Structure Propensities 

The evolution of the protein secondary structure for each simulation was monitored using the 

DSSP program (103). While differences existed between the simulations (mostly attributed to 

localized changes in highly flexible loop, turn, and bend regions), the two major secondary 

structure elements, α-helices and β-sheets, remained nearly unchanged. Figure 3.2 shows the 

propensity of β-sheets and α-helices determined from each simulation and for each residue of 

each monomer. With the exception of a short β-strand located near residue 268 which lies 

unimportantly on the periphery of a larger β-sheet, all of the β-sheets that existed in the crystal 

structure remained present in all nine trajectories for nearly 100% of the simulation time (Figure 

3.2A). The minor break located between residues 750 and 760 corresponds to a flexible β-hairpin 

connecting two flanking β-strands. Differences in the β-sheet propensity between S1 and S2 are 

essentially indistinguishable. Similarly, Figure 3.2B shows that all of the α-helices that were 

present in the crystal structure remained intact in both monomers for the all of the simulations 

with the exception of two short helices near residue 480 (located at the tip of the clamp domains) 

and residue 734 (located near the base of the ATPases) both of which are unstable due to being 

solvent exposed. Visual examination of the crystal structure showed that the two helices 

positioned near residue 188 and residue 589 were originally present as an intermediate between a 

3/10-helix and an α-helix and therefore was not classified as being novel. Overall, both the S1 

and S2 monomers shared nearly identical helical propensities.  

 

Principal Component Analysis Reveals Unique Motions in the S2 DNA Binding Domain 
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Figure 3.3 shows the percent contribution of the top 20 eigenvalues, iλ , (arranged in decreasing 

order from each of the nine simulations) plotted against the eigenvector index, i  (for 20i ≤ ). In 

all of the simulations, the first eigenvector, 1v


, accounted for at least 73% or more of the 

fluctuations while 2v contributed less than 15%. Table 3.1 shows the overlap between 1v


 for the 

different simulations calculated from the inner dot product between any given pair of 

eigenvectors. The 1v


 from ATP:ATP (the same nucleotide configuration as the 1W7A crystal 

structure) had the highest average overlap of 0.74 while the 1v


 from ATP:ADP had the lowest 

overlap of 0.45 with the other eight simulations. 1v


 from the combined trajectory had the 

maximum average overlap of 0.82 meaning that, with the exception of 1v


 from ATP:ADP which 

only had an overlap of 0.58, the motions captured by this eigenvector also accurately and best 

describe the essential motions involved in each of the individual simulations. Although, 1v


from 

ADP:NONE only had an intermediate level of overlap (0.70) with PC1 from the combined 

trajectory, visual comparison of ADP:NONE showed that 1v


 and PC1 had essentially the same 

motions. Since 1v


 from ATP:ATP showed the highest overlap (0.93) with PC1 from the 

concatenated trajectory, the Cα atomic displacement for ATP:ATP that corresponds to the largest 

amplitude movement along PC1 was mapped onto the starting simulation structure in order to 

visualize the extent of the motions identified in the projection (Figure 3.4). This “porcupine plot” 

(which only displays Cα displacements greater than 3 Å) serves as a good representative for the 

conserved movement observed in eight out of the nine simulations (excluding ATP:ADP). Parts 

of the S1 DNA binding domain appear to move slightly upwards towards the DNA in the 

direction of the mismatch site while the entire S2 DNA binding domain, in a concerted motion 

with the S2 connector domain, slides under and along the DNA helical axis towards the 
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relatively stationary S1 DNA binding domain. There is also some minor movement of parts of 

the clamp domains that interact with the DNA. As well, the S1 core domain moved by a few 

Angstroms towards the center of the protein while residues in the ATPase dimer interface, which 

includes a conserved helix-turn-helix motif (see Figure 3.5), moved downwards and away from 

the base of the protein. 

 For the ATP:ADP simulation, which showed limited overlap with PC1 from the 

concatenated trajectory (Table 3.1), a similar “porcupine plot” showing the largest amplitude 

movement along its own first principal component, 1v


, was also mapped onto the starting 

simulation structure (Figure 3.6). The most unique characteristic about this mode is the 

significant upward movement of the S2 DNA binding domain towards the DNA. Additionally, 

this eigenmode showed conformational changes in the S2 connector, S1 DNA binding domain, 

clamp domains, and ATPases domains (see Figure 3.6) that were similar to the PC1 captured by 

the concatenated trajectory (which likely accounts for the 0.58 overlap in Table 3.1) but lacked 

the previously observed motions in the S1 core. 1v


 from ATP:ADP was also compared with 2v  

and 3v from the other eight simulations and did not demonstrate any significant overlap (with an 

average overlap of about 0.2 in both cases). Thus, this mode appears to be exclusive to 

ATP:ADP.  
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3.5  Discussion 

Protein Flexibility 

The Cα root mean square deviation (RMSD) for all nine trajectories was previously assessed and 

the protein was found to be quite stable for a system of this size and simulation length (109) (see 

also Figure 4.3 in Chapter 4). However, the overall RMSD is not always a good indicator of the 

local protein flexibility. Instead, the Cα RMSF calculated from a simulation is often used to 

better understand the extent of the local protein dynamics and offers a direct method for 

comparison with crystallographic B-factors (see Materials and Methods). The RMSFs derived 

from the simulations were found in general to be higher than the crystal structures (Figure 3.7). 

Normally, RMSF differences between the simulations and X-ray structures can be attributed to 

incomplete sampling due to overly short simulation lengths and is exemplified by simulated 

RMSF values that are lower than those derived from the crystal structure (46). However, 

considering that our simulations are each over 200 ns long and that they exhibit higher mobility 

on average, it is more likely that the X-ray structures are restricted from sampling alternate 

conformations due to crystal packing forces (46).  

 

α-Helix and β-Sheet Propensity 

MD simulations can often be used to successfully monitor the evolution of secondary structure 

elements (110-112). Surprisingly, the β-sheets and α-helices that were present in the crystal 

structure (Figure 3.1) were essentially maintained throughout the trajectories and the propensities 

of these dominant secondary elements were extremely high (Figure 3.2). When interpreting these 
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results, it is also important not to underestimate the CHARMM27 force field effects which has 

been shown to over-stabilize α-helices (113). Nonetheless, the conservation of the two dominant 

secondary structure elements on sub-μs time scales suggests that the mobility in the Cα atoms 

may result from domain-level conformational changes. 

 

Principal Component Analysis 

The predominant large scale motion sampled in each trajectory and in the combined trajectory 

was measured using PCA. With the exception of ATP:ADP, the overlap (dot product) measured 

between 1v


 from the combined trajectory and 1v


 from the other eight simulations was 

remarkably high (see Table 3.1) which implies that PC1 from the combined trajectory is a good 

representative of the dominant motion observed in eight of the nine simulations. Figure 3.4 

demonstrates the extent of movement from the representative ATP:ATP simulation (which 

showed the highest overlap) projected along PC1 from the combined trajectory. The largest and 

most interesting conformational change in the protein comes from the S2 DNA binding domain 

which moves under and along the local DNA helical axis towards the S1 DNA binding domain 

in a manner that resembles a mode for sliding along DNA. However, any substantial movement 

of the DNA would first require the S1 DNA binding domain to relinquish its contacts with the 

mismatched DNA. In fact, one of the modes from NMA demonstrated the transition of the MutS 

protein from a repair initiation mode to a sliding clamp conformation which involved opening of 

the DNA binding cavity and movement of the S1 DNA binding domain away from the 

mismatched DNA (101). The combination of this NMA mode followed by the movement of the 

S2 DNA binding domain as described by PC1 could very well account for the conformational 
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changes necessary for the experimentally observed ATP-hydrolysis independent movement of 

MutS along DNA after mismatch recognition (39-40). Finally, PC1 was also compared with the 

10 lowest frequency modes from our NMA findings (101) and was found to overlap most with 

the sliding clamp mode, although, the overlap was only about 0.3 (too small to suggest any 

significant relationship between the modes).  

The similarities in the conformational sampling amongst the different simulations were 

also assessed by clustering the structures based on its Cα RMSD ((109) and see also Figure 4.4 

in Chapter 4). All nine simulations were successfully grouped into six overlapping clusters, 

where one of the six clusters was visited only by ATP:ADP which suggested that the ATP:ADP 

simulation samples slightly different conformations from the other eight simulations. Analysis of 

the ATP:ADP trajectory using PCA confirmed that the first principal component from this 

simulation was unique and showed little to no overlap with the 1v


, 2v , and 3v  from the other 

eight simulations. Figure 3.6 shows the extent of movement of the protein along 1v


 from 

ATP:ADP. The most obvious difference is the large movement of the S2 DNA binding domain 

which, instead of moving along the DNA helical axis, moves upwards towards the DNA in what 

resembles a DNA bending action. Interestingly, the ATP:ADP nucleotide configuration was 

previously identified from NMA as the mismatch binding mode (101). However, no DNA 

bending mode was identified from NMA and comparison of the DNA bending mode from 

ATP:ADP with the 10 lowest frequency modes from NMA only showed a maximum overlap of 

0.1. DNA bending in MutS has been studied experimentally using atomic force microscopy (48), 

but the exact mechanism by which the protein bends the DNA is largely unknown. Thus, it is 

proposed that upon mismatch binding by the S1 DNA binding domain, the S2 DNA binding 

domain pushes upwards on the DNA and bends it as depicted in Figure 3.6.  
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In both the DNA sliding and DNA bending modes identified from PCA, the movement of 

the S2 DNA binding domain was coupled to an elongation of both ATPases (see Figure 3.4 and 

Figure 3.6). The two nucleotide binding sites and both conserved C-terminal helix-turn-helix 

motifs (HTH, residues 766-800) (20, 35) were seen moving downwards and away from the base 

of protein, thereby slightly elongating the MutS structure. We note that this elongation is largely 

dependent on the movement of the HTH motif (Figure 3.6) which has been previously 

demonstrated to attenuate ATPase activity and affect dimerization upon being disrupted (35). 

Therefore, it can be speculated that the elongation of the HTH motifs could play a role in 

modifying the distance between the ATPase dimer interface which would directly affect ATPase 

activity since ATP hydrolysis requires that the opposing dimer move closer in order to complete 

the active site. Thus, an increase in distance between the subunits (governed by the movements 

of the HTH motifs) would likely inhibit ATP hydrolysis.  
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3.6  Conclusions 

The complex nature of the of the DNA mismatch recognition cycle involves numerous 

conformational changes in the MutS protein that are dependent upon the bound nucleotides as 

well as the presence or absence of a DNA mismatch. We have investigated the dynamics of the 

MutS protein by applying the PCA method to several long simulations of the MutS-DNA 

complex. Overall, the essential dynamics of MutS derived from our nine simulations 

complements the NMA work presented in Chapter 2. The observation of coupled motions 

between the DNA binding domain and the distant ATPases strengthens the case for an allosteric 

signaling pathway within the protein. More importantly, the identification of two novel 

conformational modes, one for DNA sliding and one for DNA bending, provides new insight 

into the DNA mismatch recognition process.   
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Table 3.1  Pair-wise Overlap of the First Eigenvector From the Nine Simulations and the Combined Trajectory 

NONE:ATP ATP:ATP ADP:NONE NONE:ADP ADP:ADP ADP:ATP ATP:ADP NONE:NONE
ATP:NONE 0.78 0.78 0.53 0.67 0.70 0.76 0.28 0.91 0.88
NONE:ATP 0.83 0.63 0.71 0.71 0.73 0.41 0.77 0.89
ATP:ATP 0.68 0.83 0.77 0.70 0.52 0.79 0.93
ADP:NONE 0.62 0.45 0.45 0.52 0.50 0.70
NONE:ADP 0.68 0.59 0.63 0.70 0.86
ADP:ADP 0.67 0.50 0.75 0.86
ADP:ATP 0.46 0.75 0.82
ATP:ADP 0.31 0.58
NONE:NONE 0.90

Simulations Combined 
Trajectory
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Figure 3.1  The MutS-DNA structure (center) with the different nucleotide-bound conformations 
(surrounding).
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Figure 3.1 
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Figure 3.2  Secondary structure propensity for the S1 (red) and S2 (blue) monomers from each 
simulation. A) β-sheet propensity. B) α-helix propensity. The simulation order shown in A) is the 
same in B). The colored bar located below each plot corresponds to the five different structural 
domains and is colored according to the legend in Figure 3.1 and the broken black bars above 
each plot corresponds to the same type of secondary structure elements that were present in the 
crystal structure.  
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Figure 3.2 
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Figure 3.3  The percent contribution of the first 20 eigenvectors for each of the nine simulations.  
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Figure 3.3 



88 
 

Figure 3.4  Schematic “Porcupine plot” for the ATP:ATP simulation projected onto the first 
principal component (PC1) of the combined trajectory and mapped onto the starting simulation 
structure. Each cone points in the direction of motion and the length of the cone represents the 
amplitude of the fluctuation for each Cα atom. For clarity, the cones are colored according to the 
different structural domains and only motions larger than 3 Å are displayed.  
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Figure 3.4 
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Figure 3.5  MutS ATPase domain with the S1 and S2 subunits colored in dark and light blue, 
respectively. The conserved helix-turn-helix is colored red and pink for the S1 and S2 subunits, 
respectively. 
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Figure 3.5 
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Figure 3.6  Schematic “Porcupine plot” for the ATP:ADP simulation showing its own first 
principal component mapped onto the starting simulation structure. Each cone points in the 
direction of motion and the length of the cone represents the amplitude of the fluctuation for each 
Cα atom. For clarity, the cones are colored according to the different structural domains and only 
motions larger than 3 Å are displayed. 
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Figure 3.6 
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Figure 3.7 The RMSF for the S1 and S2 monomers calculated from the nine MD simulations and 
from the 1W7A and 1E3M crystal structures. The colored bar located below each panel 
corresponds to the five different structural domains and is colored according to the legend in 
Figure 3.1. 
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Figure 3.7 
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Base-Flipping Mechanism in Post-Mismatch Recognition by MutS 

 

Sean M. Law and Michael Feig 
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4.1  Abstract 

DNA mismatch recognition and repair is vital for preserving the fidelity of the genome. 

Conserved across prokaryotes and eukaryotes, MutS is the primary protein that is responsible for 

recognizing a variety of DNA mismatches. From molecular dynamics simulations of the 

Escherichia coli MutS-DNA complex, we describe significant conformational dynamics in the 

DNA surrounding a G·T mismatch that involves weakening of the base pair hydrogen bonding in 

the base pair adjacent to the mismatch and, in one simulation, complete base opening via the 

major groove. The energetics of base flipping was further examined with Hamiltonian replica 

exchange free energy calculations revealing a stable flipped-out state with an initial barrier on 

the order of about 2 kcal/mol. Furthermore, we observe changes in the local DNA structure as 

well as in the MutS structure that appear to be correlated with base flipping. Our results suggest a 

role of base flipping as part of the repair initiation mechanism, most likely leading to sliding 

clamp formation.   
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4.2  Introduction 

The integrity of the genome is safeguarded from replication errors by an evolutionarily 

conserved DNA mismatch repair (MMR) pathway. MMR in E.coli begins with the mismatch 

recognition protein, MutS, scanning the DNA for base-base mismatches and small 

insertion/deletion loops (6). Upon mismatch recognition, MutL binds to MutS followed by 

further downstream repair events to ultimately restore the parental genotype (7, 10-12, 39-40, 

114-115). Defects in the MMR pathway lead to replication and recombination errors and have 

been linked to hereditary non-polyposis colorectal cancer in humans (116) and are likely to play 

a role in other types of cancer as well (117). 

Crystal structures of prokaryotic MutS and one of its human homologs, MSH2-MSH6, 

bound to various DNA mismatches, have provided mechanistic insight into the mismatch 

recognition process (20-21, 24, 29-30, 44-45, 118-120). Heteroduplex DNA bound to MutS 

(Figure 4.1A) is bent by about 45°-60° towards the major groove at the site of the mismatch. 

Mismatch specific contacts are made by a conserved F36-X-E38 motif (Figure 4.1B). The F36, 

first identified in cross-linking studies (26), forms an aromatic ring stack on the 3’ side of the 

mismatched base. Mutation of F36 abolishes mismatch binding in vitro and is associated with 

defective MMR in vivo (22, 121-122). 

The intrusion of a Phe residue into the duplex stack resembles intercalating residues 

commonly found in other DNA repair systems such as DNA glycosylases, T4 endonuclease V, 

and DNA demethylases, all of which involve a base-flipping mechanism (123-124). A similar 

base-flipping mechanism has also been proposed for MutS (16, 25, 30, 48, 51) but direct 

evidence has been lacking to date.  
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A recent FRET study has indicated that the MutS-DNA complex may involve transient 

intermediate states and exhibit more dynamics than suggested by the crystal structures (50). 

More detailed insight into the dynamics of the MutS-DNA complex during mismatch recognition 

is difficult to obtain with biochemical experiments but can be gained from computer simulations. 

Previous computational studies of MutS and homologs include normal mode analysis (101) and 

limited molecular dynamics (MD) simulations (32, 125-126). Here, we present results from sub-

microsecond MD simulations of the MutS-DNA complex to focus on the details of the post-

mismatch recognition process. In particular, we describe the observation of spontaneous base-

flipping of the base adjacent to the mismatch site when bound to MutS. Quantitative aspects of 

the base opening transition were additionally analyzed with the Hamiltonian replica exchange 

method (HREM) (75). Our results suggest that flipping of the base adjacent to the mismatch is 

energetically likely in the MutS-DNA complex. Furthermore, it appears that base-flipping may 

be coupled to conformational changes in the protein suggesting a mechanistic role during repair 

initiation by MutS.   
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4.3  Materials and Methods 

Simulated Systems and Molecular Dynamics Protocol 

MD simulations of E. coli MutS in complex with DNA containing a G·T mismatch were carried 

out with explicit solvent. The starting conformation of the MutS-DNA complex was taken from 

the crystal structure 1W7A (29). Missing residues 660-667 in the S1 (mismatch binding) 

monomer were completed using the loop modeling (127) function in MODELLER, version 9 

(99). Visual comparison of the model with a recent crystal structure of MutS where the 

disordered loop was resolved (120) showed no appreciable differences. Missing residues in the 

homodimeric S2 subunit were modeled after the S1 chain. Histidine ionization states were 

predicted using PROPKA3.1 (128) and confirmed visually based on the local protein 

environment. Nine simulations were carried out with all possible combinations of bound ATP, 

bound ADP, or no nucleotide at either the S1 or S2 ATPase domain. Positioning of the 

nucleotides was based on resolved nucleotides in the 1E3M (20) and 1W7A (29) crystal 

structures. The “X:X” notation is used here to denote which nucleotides are bound to the S1 and 

S2 subunits, respectively (e.g. ATP:ADP means that ATP is bound to S1 and ADP is bound to 

S2 while NONE:NONE is free of nucleotides). In addition to the wild-type system, simulations 

of an S1-F36A mutant with four different nucleotide combinations (ADP:NONE, ADP:ADP, 

ADP:ATP, NONE:NONE) were also carried out (see below).  

Each structure was solvated using the TIP3P water model (129) and electrically 

neutralized with sodium ions. The total dimension of each system was approximately 155 Å x 

117 Å x 94 Å and contained more than 165,000 atoms. The particle-mesh Ewald method (130) 

was employed to account for electrostatic interactions. The direct electrostatic sum and Lennard-
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Jones (LJ) interactions were truncated at 10 Å with a switching function becoming effective at 

8.5 Å and a non-bonded list cutoff at 12.5 Å. The all-atom CHARMM27/CMAP force field was 

used for all calculations (71-73) and chosen because it has been extensively validated in many 

other simulations of protein-nucleic acid simulations (54-55, 131), including simulations 

describing base flipping (132). 

 

Minimization, Equilibration, and MD Protocol 

Initial minimization involved 50 steps with the steepest descent method (SD) followed by 10,000 

steps of adopted basis Newton-Raphson minimization. During the minimization, a 10 

kcal/mol/Å2 harmonic restraint was applied to all solute heavy atoms. Following minimization, 

each structure was gradually heated to 300 K and equilibrated in the NVT ensemble through 

three consecutive stages: (1) 1.4 ns of MD were carried out during which the solute was 

restrained as described above but water and ions were allowed to move freely; (2) solute 

restraints were released gradually over a period of 100 ps; (3) unrestrained MD over 6.4 ns was 

carried out to further equilibrate the system. All minimization and equilibration steps were 

carried out using the CHARMM program (64), version c35a1 in conjunction with the MMTSB 

Tool Set (102). After the initial equilibration phase, each of the nine simulations was then 

continued for another 200 ns using the NAMD simulation program, version 2.6 (68). The 

unrestrained NAMD simulations were carried out in the NPT ensemble that was maintained 

using a Langevin thermostat and barostat with a friction coefficient of 5 ps-1 and a 2 fs 

integration time step was used in conjunction with SETTLE (133) to holonomically constrain 

bonds involving hydrogen atoms. 
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F36A Mutant Set Up and Simulations 

Fully equilibrated structures from four wild type simulations (ADP:NONE, ADP:ADP, 

ADP:ATP, and NONE:NONE) were taken and the S1-Phe36 residue was mutated to an alanine 

residue using the MMTSB Tool Set (102). These mutated structures were subjected to the solute 

restraint protocol described above followed by a gradual release of the restraints and then 

equilibrated for an additional 10 ns (completely free of restraints). Each of the F36A mutant 

simulations was simulated for a total of 60 ns by using an identical production simulation 

protocol as described above. 

 

Water Residence Time 

The residence time of water molecules located within 4 Å of the G10 base was calculated by 

using a coordinate correlation function which has been previously used to assess solvent and ion 

residence times (134-135). Briefly, the water correlation function, ( )C tα , is written as: 

( ) ( ) ( )1 1 ', ' ; *,0,,1 ' 0

N t twater total
C t p t t t tiN N t twater i totali t
α α

α

−
= +

−= =
∑ ∑

  (4.1)
 

where ( )', ' ; *,p t t t tiα +  is a binary function that is set to 0 unless water molecule i  is found 

within the predefined area α between time 't and 't t+ . To ignore waters that escape and quickly 

rebind, the rebinding time *t  was set to 1 ps. The binary function is then accumulated across the 

total simulation time ttotal and divided by the number of times ( )0,,N t ti totalα −  water 
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molecule i  is found within the confines of α. Finally, Nwater  corresponds to the total number of 

water molecules that participate in the residence time calculation. Depending on the overall 

sampling, water residence times may be fit to a bi-exponential decay function or, in some cases, 

a tri-exponential function. Alternatively, by taking the natural logarithm of the water correlation 

function the residence times can be easily obtained by calculating the inverse slope of portions of 

( )( )ln C tα  that can be fit to a linear curve.  

 

Solvent-Accessible Surface Area 

Analysis of the solvent-accessible surface area for the H1’ atom in the DNA minor groove of 

bases near the mismatch site was obtained from the COOR SURF command in CHARMM using 

a 1.4 Å probe radius (which represents a single water molecule). Solvent-accessible surface areas 

were then calculated with and without MutS. The reported change in accessibility upon MutS 

binding, referred to as ∆SASA, is the difference between these two values. 

 

Hamiltonian Replica Exchange Simulations and Free Energy Calculations 

To investigate the energetics of base-flipping, umbrella sampling simulations were carried out. A 

harmonic biasing potential was applied to enhance base-flipping and to obtain sufficient 

statistical sampling for estimating the free energy profile associated with base-flipping. The 

reaction coordinate used for the biasing potential is a pseudodihedral angle introduced earlier 

(136). The pseudodihedral is based on the following four heavy atom sites: 1) Center of mass 

(COM) of the G9, T22, C11, and G20 bases (flanking the base of interest, C21); 2) the T22 
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phosphate; 3) the C21 phosphate; and 4) the COM of the C21 base (Figure 4.2A). While other 

reaction coordinates have been utilized in the past to study base flipping (132, 137-139), this 

pseudodihedral angle definition provides an improvement over previous methods (136) and has 

been shown to produce results that are in good agreement with experiment (140). The biasing 

potential was applied using the miscellaneous mean field potential (MMFP) module (141) of 

CHARMM and has the following form: 

( ) ( )2
2
kiwi iθ θ θ= −

  (4.2)
 

where ki  is the force constant set to 100 kcal/mol/rad2, θ  is the pseudodihedral angle, and iθ  is 

the target value for the ith window. A total range of 0 to 162.5° was covered in 2.5° increments 

to result in 66 windows. Instead of conventional umbrella sampling, we used HHREM (75) with 

66 replicas corresponding to the umbrella windows to enhance sampling efficiency further. 

These simulations involved the entire E. coli MutS-DNA complex in explicit solvent. They were 

carried out by using CHARMM (64) in conjunction with the MMTSB Tool Set (102). Starting 

structures for different replicas were taken from one of the unbiased simulations where base-

flipping was observed spontaneously. Each starting structure was initially subjected to 200 ps of 

equilibration with the biasing potential of a given replica. Each replica was then simulated for 

10.5 ns (for a total simulation time of 693 ns for all 66 replicas). Exchanges between neighboring 

replicas were attempted every 1 ps. 23-37% of the exchanges were successful. 

 

Analysis 
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Most of the analysis was carried out with the MMTSB Tool Set and CHARMM, version c35a1 

based on the 200 ns production time for the unbiased simulations. Protein RMSD values were 

calculated using Cα atoms. The DNA RMSD was calculated by using all heavy atoms, omitting 

the ultimate and penultimate bases. 1-D potentials of mean force (PMFs) were generated from 

the replica exchange simulation using WHAM (76) after discarding the first 5 ns as equilibration. 

2-D PMFs along additional degrees of freedom were estimated from the HREM simulations 

(also with the first 5 ns removed as equilibration) using standard WHAM under the assumption 

that all other degrees of freedom orthogonal to the pseudodihedral angle are thoroughly sampled 

(142). All structural figures were generated using PyMOL (104).   
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4.4  Results and Discussion 

A series of nine 200 ns MD simulations of MutS in complex with a G·T mismatch containing 

DNA were analyzed with a primary focus on MutS-DNA interactions and the dynamics of 

mismatch DNA when bound to MutS. The simulations differed in the nucleotide(s) bound in the 

ATPase sites since the simulations were initially set to study the effect of different nucleotides 

on the MutS structure. During the course of the simulations reported here we did not see 

significant structural perturbations that could be correlated with the type of nucleotide bound to 

the ATPase domain. In fact, we found that the MutS-DNA complex sampled similar 

conformations in all nine simulations. The Cα RMSDs were all within 3-4 Å relative to the X-

ray structure (Figure 4.3). Furthermore, clustering analysis shows that structures from all 

simulations fall into closely related conformations, with overlapping sampling of conformations 

belonging to the four largest clusters (Figure 4.4). This suggests that different nucleotides bound 

in the ATPase domain do not dramatically affect the overall MutS structure on the sub-µs time 

scales covered here. Consequently, the simulations discussed here are treated as nine 

independent simulations of essentially the same system providing a total of 1.8 µs of sampling of 

the MutS-DNA complex. 

 

Dynamics of DNA and Base-flipping in the MutS-DNA complex 

Overall, the DNA bound to MutS maintained its bent structure in all simulations as indicated by 

a heavy-atom RMSD of 1-4 Å (Figure 4.3). However, a more detailed analysis of base pair 

hydrogen bonding revealed significant base dynamics in the vicinity of the mismatch. More 

specifically, the G/C(-1) base pair adjacent to the mismatch site on the 5’-side of the thymine of 
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the G·T base pair lost Watson-Crick hydrogen bonding in most of the simulations (Figure 4.5A). 

The X/Y(±N) notation is used here to denote the X/Y base pair relative to the thymine of the G∙T 

mismatch (see Table 4.1). The G·T mismatch remained stable in all but one of the simulations. 

In that simulation (NONE:ADP) a new N3-O6 hydrogen bond was formed within the same base 

pair due to shearing of the G·T base pair. The next-neighbor A/T(+1) and C/G(-2) base pairs 

stably maintained standard hydrogen bonding in all simulations (Figure 4.5A).  

The instability of the G/C(-1) base pair was unexpected and involved the loss of N1–N3 

hydrogen bonding and at least partial opening of the C21 base into the major groove. In one of 

the simulations (NONE:NONE) all of the G/C(-1) hydrogen bonds were lost within the first 10 

ns and the base subsequently flipped out into the major groove where it remained for the rest of 

the simulation. This observation appears to be in conflict with previous NMR and MD studies 

where significant instability of G·T pairs over canonical base pairs has been established (143-

144). However, these studies were not conducted in the presence of MutS and therefore do not 

account for the severe bend in the DNA caused by interactions with the protein (20-21, 48). The 

bending leads to significant distortions of the grooves near the mismatch site. In particular, the 

major groove width is reduced to only 13 Å at the G·T mismatch but increased to 18 Å at the 

G/C(-1) base pair (see Figure 4.6) compared to the major groove width of canonical B-DNA at 

around 17 Å (145). The narrow major groove at the G·T pair effectively prevents base opening 

while the wider major groove at the G/C(-1) base pair is more favorable for base opening. 

To test a possible role of F36 in stabilizing mismatch base pairing and promoting G/C(-1) 

base flipping we ran four additional 60 ns simulations of a S1-F36A mutant. We find that 

mismatch base pairing is stably maintained without F36 (see Figure 4.5B) although the T22 base 

reorients with different glycosyl rotation angles (see Figure 4.7A-B). Interestingly, we again 
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observed spontaneous base opening of the G/C(-1) base pair in one of the simulations 

(ADP:NONE:F36A) in a very similar manner as in the NONE:NONE simulation (see Figure 

4.5B). These results suggest that F36 does not play a significant role in either stabilizing 

mismatch base pairing or promoting base opening of the C/G(-1) base pair.  

Progression of the base-flipping process was quantified with the help of a pseudodihedral 

angle, θ, (see Methods section) with negative values as the base opens into the major groove (see 

Figure 4.8A). Figure 4.9 shows snapshots of key time points during the base opening process. 

Initially, G/C(-1) was perfectly base paired (θ ≈ 0). The base then rapidly lost base pair hydrogen 

bonds and stacking interactions to reach a semi-open state (θ = -40°) that was stable for a few ns. 

Further opening led to another intermediate state that was stabilized by hydrogen bonding 

interactions to the DNA backbone (θ = -81°). This state also persisted for a few ns. Eventually, 

the C21 base opened entirely at about 10 ns from the beginning of the production phase of the 

simulation. The base was briefly fully exposed to the solvent environment (θ = -130°) but then 

began to interact with the DNA backbone of the opposing strand (θ = -120°). This conformation 

persisted from t ≈ 20 ns to t ≈ 120 ns. During the remainder of the simulation, C21 moved back 

towards various semi-open states but without re-forming a fully stacked configuration. C21 base 

flipping was associated with a change in the C21 backbone ζ torsion angle from around -150° to 

150° (see Figure 4.8B, Figure 4.10B, and Figure 4.11A) as generally expected for DNA base 

flipping (146). Otherwise, the DNA structure remained largely unaffected by the opening of the 

C21 base on the time scale of our simulations.  

Our observation of spontaneous base-flipping in DNA complexed to MutS provides new 

molecular-level evidence for the previously proposed idea that base-flipping may play a role in 

mismatch recognition (16, 25, 30, 48, 51). In order to gain more quantitative insight we also 
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carried out an HREM simulation of the NONE:NONE MutS-DNA complex where sampling 

along the base-flipping reaction coordinate was enhanced with a total 10.5 ns of simulation time 

for each replica. The main result is a PMF free energy profile along the base-flipping reaction 

coordinate (see Figure 4.10A). The PMF has a prominent minimum near 0° for the fully base 

paired state and a second minimum at around -105° corresponding to the flipped-out state. The 

two states are estimated to be separated by a 2 kcal/mol energy barrier. To examine the 

convergence of the PMF we compared it to PMFs with a shorter simulation lengths (7.5 

ns/replica and 9 ns/replica) and found negligible change between the 9.5 ns/replica and 10.5 

ns/replica PMFs (Figure 4.12). Based on the variation of the PMF over time we roughly estimate 

the uncertainty to be between 0.1-0.5 kcal/mol. Thus, the HREM simulation confirms the 

existence of a favorable, flipped-out state. Based on the PMF we calculate that the G/C(-1) base 

pair is intact (θ ≥ -20°) for 69% of the time but the C21 is flipped-out to varying degrees during 

the remaining 31% with an estimated uncertainty of 5-10% based on the uncertainty of the PMF. 

The observed 2 kcal/mol barrier suggests conformational transitions on ns time scales. 

This is in apparent contradiction with the rarity of full base opening/closing events in the 

unbiased simulations. In the replica exchange simulations, complete base opening/closing was 

also never observed for any individual replica although significant sampling overlap from many 

replicas at each pseudodihedral value (see Figure 4.13) suggests that the PMF presented in 

Figure 4.10A is realistic. This suggests the presence of significantly higher kinetic barriers in 

orthogonal degrees of freedom not captured by the projection onto the C21 pseudodihedral angle. 

One source for such barriers is likely the torsional dynamics of the ζ backbone dihedral with a 

barrier height estimated to be larger than 5 kcal/mol in previous simulations of base opening 

(147). Another source for slow base opening/closing kinetics appears to be the presence of long-
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lived water molecules at the constrained protein-DNA interface (Figure 4.14A-B). An analysis of 

residence times of water molecules located within 4 Å of the G10 base from the NONE:NONE 

simulation found that waters located on the major groove side and within the cavity left by the 

flipped out C21 base had residence times up to 500 ps (compared to about 50 ps of surface-

bound waters, see Figure 4.14C-D) while waters that managed to enter the cramped minor 

groove side essentially become trapped near the N2, N3, and N9 atoms of the G10 base with 

even longer residence times in the ns range (Figure 4.14E-F). The presence of these long-lived 

water molecules likely hinders base closing which cannot be accomplished unless these waters 

are displaced. This would explain why C21 never fully restacked in the NONE:NONE 

simulation despite the ζ torsion reverting back to the -150° range near the end of the simulation.  

Our results suggest that base opening may occur on sub-µs time scales since it was 

observed spontaneously in two of our simulations. Most likely, base opening kinetics are 

dominated by the kinetic barrier for ζ backbone dihedral transitions. Base closing, on the other 

hand, appears to involve much longer time scales due to obstruction by long-lived water 

molecules. This would imply that the flipped-out state may be kinetically stabilized for a long 

time despite being thermodynamically slightly less favorable than the fully stacked state 

according to our analysis.  

  

Opening of the 5’ Adjacent Base Next to the Mismatch is in Agreement with Experiment 

Direct structural evidence for DNA base-flipping in the MutS-DNA complex is lacking, but there 

is indirect experimental evidence for at least partial opening of the 5’ adjacent base next to the 

mismatch: Prior to the discovery of the MutS structure, chemical footprinting was used to 



111 
 

uncover the interactions between Thermus aquaticus MutS and the DNA minor groove (148). 

MutS-bound DNA with a G·T mismatch was found to be protected on the 3’ side of the lesion, 

but not on the 5’ side of the mismatched thymine where the -4, -2, and -1 positions were 

hyperreactive to oxidative attack. This was attributed to widening of the minor groove when the 

crystal structure became available (21). To further understand these data, we analyzed the effect 

of MutS on solvent-accessibility of H1’ (the hydrogen attached to the C1’ attack site located in 

the minor groove) from our simulations. We found that without base flipping (in ATP:NONE), 

access to the -4 base is fully maintained, access to the -2 base is partially hindered, but the -1 

base is largely occluded (Figure 4.15). Base flipping (in NONE:NONE), on the other hand, fully 

exposes the -1 base so that all three bases become vulnerable to oxidative attack as indicated by 

experiment. 

In a more recent study, 2-AP, a fluorescent adenine analogue often used to probe DNA 

base-flipping, was incorporated into various positions next to a G·T mismatch (52). It was found 

that the mean fluorescence lifetime increased when the mismatch was bound by MutS. 

Furthermore, the level of increase in the observed mean fluorescence lifetime was significantly 

higher when the probe was placed on the 5’ side of the mismatch as compared to other positions. 

This increase was attributed to an increased amplitude of the longest lifetime component, which 

could be explained by an increased fraction of extrahelical states. Interestingly, the relative 

population with the increased fluorescence lifetime, calculated by summing up the fractional 

amplitude of the two longest lifetimes, was estimated to be ~31% (52), the same percentage as 

the fraction of flipped-out conformations in our HREM simulation. While we believe that a 

qualitative comparison with the experiment is meaningful, the surprisingly good quantitative 

agreement is likely fortuitous because of uncertainties in both the experimental and 
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computational results as well as differences between experiment and simulation. In the 

experimental results each reported lifetime results from numerous conformers with comparable 

quenching rates. Furthermore, the experimental study describes opening of an A/T (or 2-AP/T) 

base pair that is known to have different base opening rates than G/C base pairs (144) as in the 

MutS-DNA complex studied here. 

 

Changes in MutS as a Result of Base-flipping 

Experiments suggest that initial mismatch recognition is followed by several changes in MutS. 

First, biochemical data indicate altered activity of the ATPase domain as a result of mismatch 

recognition where ADP is exchanged for ATP and hydrolysis is stalled (8, 24, 84, 149-150). 

Second, the affinity for MutS-MutL complex formation is increased. Third, a transition to a 

sliding clamp formation has been suggested to allow MutS to leave the mismatch site after initial 

recognition so that DNA repair can take place (39-40, 84, 98). Thus, if base-flipping plays a role 

in post-mismatch recognition, sliding clamp formation, and/or initiation of repair, one would 

expect that there are correlated changes in the MutS structure either in the DNA binding 

domains, the core and connector domains where MutL is proposed to bind (31), or in the ATPase 

domains. In our simulations we identified changes in the DNA binding domains of both chains, 

local rearrangements in the ATPase domains, but no significant changes in the core and 

connector domains of MutS correlated with base flipping.  

DNA binding domain motions were characterized by a local coordinate system: X 

corresponds to motion along the DNA helical axis, Y to motion perpendicular to the helical axis 

towards the tips of the clamp domains, and Z to motion across the S1-S2 dimer interface (see 
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Figure 4.16A). The S1 DNA binding domain (S1-D1), which interacts specifically with the DNA 

mismatch, showed a significant shift by, on average, 1-1.5 Å along X in the simulation where the 

base is flipped out (Figure 4.8C) compared to all of the other simulations where the base did not 

flip out (Figure 4.16C-E). Motion of S1 along Y and Z was not correlated with base flipping 

(Figure 4.17A-B). Due to the bent shape of the DNA, this motion effectively moves the domain 

away from the DNA (see Figure 4.16B). The S2 DNA binding domain shows a significant shift 

along Z, laterally away from the DNA towards the S1 core and a moderate shift along X and Y 

(Figure 4.16F-H). As a result of the motion of the S2 domain, MutS-DNA interactions are also 

reduced (Figure 4.16B) and these motions appear to be closely coupled to base flipping (Figure 

4.8D-F). Additional analysis based on data from the HREM simulations confirms a strong 

correlation between base flipping and the motion of S2 along X, Y, and Z (see Figure 4.10D-F) 

and to a lesser extent for S1 along X (see Figure 4.10C) but not along Y or Z (Figure 4.17C-D). 

An apparent correlation between motion of the DNA binding domain and base flipping points at 

a possible connection with sliding clamp formation which is assumed to involve reduced MutS-

DNA interactions.  

Functional coupling between mismatch recognition and ATPase activity requires 

allosteric signaling over 90 Å from the DNA binding domains to the ATPase domains (see 

Figure 4.1A). Based on the MutS structure it appears that such communication would involve the 

core and connector domains which provide the structural connection. In fact, there is a string of 

highly conserved residues from the DNA-binding to the ATPase domains (Figure 4.18). In our 

simulations we did not observe motions along this pathway that could be uniquely attributed to 

base flipping but we did identify changes in the ATPase domain itself in the vicinity of the S1 

nucleotide binding pocket that appear to be correlated to base-flipping. 
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Ser668, a conserved residue in MutS homologs, was previously implicated in ATP 

hydrolysis (29, 120, 151). Crystal structures suggest that Ser668 in the S2 monomer may move 

closer to the opposing S1 nucleotide binding site by ~5 Å to take part in ATP hydrolysis (29, 

120) (Figure 4.19A). While the exact mechanism is unclear, it has been postulated that S2 

Ser668, located at the end of an α-helix, could convey the positive charge generated from the 

helix dipole to the γ phosphate to assist with catalysis of the hydrolysis reaction (29, 120). For 

this structural rearrangement to occur, Asn616, situated in the P-loop (Figure 4.19A), has to 

move away from the dimer interface to allow Ser668 to complete the active site (29). Significant 

reduction in ATPase activity following mutation of either Asn616 or Ser668 supports such a 

mechanism (29, 151).  

In our simulations, we found that the S2 Ser668 to S1 Asn616 distance, the backbone 

conformation of Asn616 in the S1 monomer, and the ability to form a salt bridge between 

Glu594 of the S1 monomer and Arg667 of the S2 monomer are all correlated with base flipping. 

Changes in the backbone of Asn616 were measured by the Ψ (N-Cα-C-N) torsion angle. Figure 

4.8G shows a significant decrease in the Ser668 to Asn616 Cα-Cα distance from about 9 Å to 5 

Å upon base flipping which may promote nucleotide hydrolysis as indicated by the biochemical 

data. As shown in Figure 4.8H, the Asn616 Ψ angle changes from 125° to -30° at the same time 

as the base flips out and, as a result, allows Ser668 to approach the S1 active site. A correlation 

with base flipping is confirmed from the HREM data where base opening appears to limit the 

Cα-Cα distance between Ser668 and Asn616 to 6-8 Å instead of 6-12 Å when the base is fully 

stacked (Figure 4.10G). Similarly, base flipping seems to broaden the conformational sampling 

of the Asn616 Ψ value to the full range from -50 to 180 degrees while only extended 

conformations are observed for fully base-stacked DNA (see Figure 4.10H). 
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Repositioning of S1 Asn616 also allows the S2 Arg667 side chain to relocate and form a 

salt bridge with S1 Glu594 (Figure 4.8I and Figure 4.19B). The interaction between these two 

residues further stabilizes the S2 signature loop in which Ser668 resides (see Figure 4.8J) and 

Arg667 is also positioned to hydrogen bond with the ribose of adenosine (Figure 4.19B). Based 

on these results, we speculate that base flipping may promote (or restore) the ability to hydrolyze 

ATP in the S1 binding site. However, there remains uncertainty about the exact mechanism of 

how variations in MutS-DNA interactions are communicated to the distant ATPase domain.  

Known crystal structures of MutS are very similar with either ATP (29) or ADP bound in 

the ATPase domains (20). This suggests that they more likely represent the post-mismatch 

recognition state where ATP hydrolysis is stalled and MutS is poised for sliding clamp 

formation. The simulation results suggest that this structure may promote base flipping in DNA 

which in turn seems to initiate sliding clamp formation. The correlated changes in the ATPase 

domain suggest a connection to ATPase activity. The coincidence of apparent changes in the 

ATPase domain and DNA binding domain as a result of base flipping would be consistent with a 

previously suggested role of ATP hydrolysis during sliding clamp formation (39, 41). However, 

this idea is inconsistent with a hydrolysis-independent model for sliding clamp formation that is 

supported by other studies (40, 84).  
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4.5  Conclusions 

Sub-µs computer simulations were used to report direct structural evidence for DNA base-

flipping in the large MutS-DNA system. The instability in DNA base pairing was found to be 

specific for the 5’ adjacent base pair instead of the mismatch. This is in contrast to previous 

hypotheses, but appears to be in good agreement with experimental data. Energetic analysis of 

the base-flipping process confirmed the existence of a stable flipped-out state in the presence of 

MutS and revealed an estimated 2-2.5 kcal/mol activation energy barrier for base flipping. 

Kinetic rates for base flipping were estimated to be in the µs range due to slow DNA backbone 

and water rearrangements. Further analysis of changes in the MutS structure suggests that base 

flipping leads to motions of the DNA-binding domains away from the DNA and more subtle 

changes in the ATPase domain.  

Taken together, our simulations suggest that base flipping may be the key step that allows 

MutS to transition from the post-mismatch recognition complex to the sliding clamp formation. 

We hope that our results will motivate further computational and experimental studies to better 

understand the mechanistic details of DNA mismatch repair initiation by MutS. 
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Table 4.1  DNA Sequence Used in All MutS Simulations* 

  G/- 
(-9) 

 T/A 
(-8) 

 G/C 
(-7) 

 A/T 
(-6) 

 C/G 
(-5) 

 C/G 
(-4) 

 A/T 
(-3) 

 C/G 
(-2) 

 G/C 
(-1) 

   A/T 
(+1) 

 C/G 
(+2) 

 C/G 
(+3) 

 G/C 
(+4) 

 T/A 
(+5) 

 C/G 
(+6) 

 G/C 
(+7) 

 A/T 
(+8) 

  

                                       
3’…  G18  T17  G16  A15  C14  C13  A12  C11  G10  G9  A8  C7  C6  G5  T4  C3  G2  A1  …5’ 

                                       
5’…  ---  A14  C15  T16  G17  G18  T19  G20  C21  T22  T23  G24  G25  C26  A27  G28  C29  T30  …3’ 
 

* The DNA sequence is identical to the crystal structure found in reference (29) and the G∙T mismatch is shown in bold. 
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Figure 4.1  X-ray crystal structure of E. coli MutS (20). (A) MutS is colored with respect to its 
DNA binding domains (red/pink), connector domains (orange or pale orange), core domains 
(yellow or pale yellow), clamp domains (green or pale green), and ATPase domains (blue or pale 
blue). The DNA is colored in beige (bases) and brown (backbone). Bound nucleotides are 
omitted for clarity. (B) A conserved F36-Xaa-E38 motif interacts with the G∙T mismatch through 
the DNA minor groove. The protein is colored in green, the mismatch in pink, and the G/C(-1) 
base pair with the 5’ adjacent base C21 in yellow. The bifurcated base pair hydrogen bond in the 
G∙T mismatch and hydrogen bonding between E38 and T22 are shown as black dotted lines. 
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Figure 4.1 
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Figure 4.2  Pseudodihedral angle definition (see Methods). 
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Figure 4.2 
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Figure 4.3  Cα protein RMSD (red) and heavy atom DNA RMSD (black) for each of the nine 
simulation models calculated with respect to a common starting structure. Refer to Methods for 
the notation used to describe each simulation model. 
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Figure 4.3 
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Figure 4.4  K-means clustering (implemented in the MMTSB Tool Set (102)) of the nine 
simulations using a 2.5 Å radius (large gray overlapping circles). Structures were extracted at 
every 1 ns of production simulation and clustered based on the Cα RMSD. The area of each 
cluster (six colored circles) is proportional to the number of structures in that cluster and the 
individual colored slices show the contribution of structures from the nine different simulations. 
The colored edges correspond to the sampling of each simulation and the length of the edge is 
proportional to the Cα RMSD between any two connected cluster centers. The largest Cα RMSD 
of 2.3 Å was between cluster 2 and cluster 4. 
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Figure 4.4 
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Figure 4.5  DNA base pair hydrogen bonding for C/G(-2), G/C(-1), G∙T mismatch, and A/T(+1) 
base pairs from N3-N1 (C/G base pairs), N1-N3 (A/T base pairs), and N1-O4 (G∙T mismatch) 
distance time series in each simulation are described here. Typical hydrogen bond distances of 3 
Å are shown as blue dotted lines. (A) Wild type simulations with different nucleotide 
combinations. (B) F36A mutant simulations. 
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Figure 4.5 
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Figure 4.6  Comparison of the G·T and G/C(-1) major groove widths from the unbiased 
NONE:NONE simulation. The solid blue line corresponds to a canonical major groove width of 
17 Å estimated from the B-DNA crystal structure 1BNA (145). Major groove widths were 
calculated using the 3DNA program v2.0 (152). 
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Figure 4.6 
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Figure 4.7  Comparison of T22 glycosyl rotation angle, χ, from the unbiased wild type and F36A 
mutant simulations. 
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Figure 4.7 
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Figure 4.8  Correlation of C21 base-flipping in NONE:NONE simulation with various structural 
quantities (see Methods for definitions): (A) Pseudodihedral angle. (B) C21 backbone ζ torsion 
angle. (C) Movement of the S1 DNA binding domain (S1-D1) along X. (D) Movement of S2-D1 
along X. (E) Movement of S2-D1 along Y. (F) Movement of S2-D1 along Z. (G) S2 Ser668 to 
S1 Asn616 Cα-Cα distance. (H) S1 Asn616 Ψ backbone torsion angle. (I) Salt bridge distance 
between S2 Arg667 and S1 Glu594 measured between heavy atoms. A distance of 3 Å 
corresponding to hydrogen bonding is shown as a blue line. (J) Cα-RMSD of the S2 signature 
loop. 
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Figure 4.8 
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Figure 4.9  Snapshots from the NONE:NONE simulation of base flipping progress viewed from 
the major groove. Protein, water, and additional DNA are omitted for clarity. The G∙T is colored 
in pink, G/C(-1) in yellow, and C/G(-2) in grey. The red arrow indicates C21. 
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Figure 4.9 
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Figure 4.10  Free energy profiles from the HREM simulation: (A) Free energy of base flipping 
(10.5 ns/replica). (B) C21 backbone ζ torsion angle vs. base flipping. (C) Movement of S1-D1 
along X vs. base flipping. (D) Movement of S2-D1 along X vs. base flipping. (E) Movement of 
S2-D1 along Y vs. base flipping. (F) Movement of S2-D1 along Z vs. base flipping. (G) S2 
Ser668 to S1 Arg616 Cα-Cα distance vs. base flipping. (H) S1 Arg616 Ψ backbone torsion angle 
vs. base flipping. 
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Figure 4.10 
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Figure 4.11  Comparison of the C21 backbone ζ torsion angle from the (A) unbiased wild type 
and (B) F36A mutant simulations.
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Figure 4.11 
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Figure 4.12  Free energy profiles from the same HREM simulation but generated from different 
length simulations. The PMF from Figure 4.10A is included here for comparison (red). 
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Figure 4.12 
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Figure 4.13  HREM sampling overlap. Thick red bars correspond to the range of equilibrium 
pseudodihedral angles, iθ , prescribed by a given harmonic potential, while thin black lines 
correspond to the actual range of pseudodihedral angles, θ , that is sampled by each replica (see 
Methods). 
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Figure 4.13 
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Figure 4.14  Water residence time calculations from the NONE:NONE simulation (see Methods). 
(A)-(B) Diagram depicting the water molecules that have entered into the minor groove side as a 
result of C21 base flipping. The S1 DNA binding domain is shown as a gray surface, the G/C(-1) 
base pair is colored yellow, the G·T mismatch is colored in magenta, the rest of the DNA is 
colored in brown (in (B) only), and water molecules located within 4 Å of the G10 base are 
colored as orange, blue, and green spheres (only waters within a 4 Å radius of the G10 base are 
used for the residence time calculation). Additional waters within 6 Å of the G10 base are 
colored in red and were included to illustrate the crowded environment. For clarity, only protein 
atoms within a 10 Å radius of the G10 base are shown. The white arrow points to the narrow 6 Å 
wide channel that is created when C21 is flipped out. Orange spheres correspond to fast moving 
waters with residence times less than 500 ps while green and blue spheres correspond to trapped 
waters with long residence times in the 1-10 ns range. (C)-(D) Water residence times for water 
molecules on the surface of the protein (away from the DNA) (C) before and (D) after C21 base 
flipping (note that the time is in picoseconds). (E)-(F) Water residence times for water molecules 
located within 4 Å of the G10 base (E) before and (F) after C21 base flipping. The black lines in 
(C)-(F) correspond to the inverse slope used to calculate the accompanying residence time. 
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Figure 4.14 



147 
 

Figure 4.15  Solvent-accessible surface area (SASA) calculations from NONE:NONE and 
ATP:NONE simulations. Each plot show the time series for the change in solvent-accessible 
surface area (ΔSASA) of the H1’ atom (bound to C1’ on the minor groove side) upon binding to 
MutS. Results from the NONE:NONE simulation (top), where the base is flipped out after 10 ns, 
are compared with the ATP:NONE simulation (bottom), where the base remains stacked. 
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Figure 4.15 
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Figure 4.16  Protein domain motions. (A) Side and back view of the starting MutS-DNA 
complex along with the three orthogonal vectors, X, Y, and Z, used to describe the protein 
domain motions. The S1 DNA binding domain is red, the S2 DNA binding domain is pink, the 
DNA is brown, and the rest of the protein is colored white. Vector X is identical to the DNA 
helical axis, vector Y points upwards towards the phosphorous of cytosine 7, and vector Z is 
perpendicular to X and Y and points towards the S1 core domain. (B) Side and back view of the 
S1 and S2 DNA binding domains bound to DNA after ~200 ns of simulation time. The final 
simulation structure is colored in green and the orientation of the starting structure is identical to 
(A). (C)-(H) Comparison of the range of motion along the three orthogonal axes X, Y, and Z 
between trajectories with and without base flipping. The trajectory where base flipping is 
observed is colored in black and the remaining eight trajectories where no base flipping is 
observed is collectively colored in red. Movement of the S1 DNA binding domain is shown in 
(C) – (E) while movement of the S2 DNA binding domain is shown in (F) – (H). 
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Figure 4.16 



151 
 

Figure 4.16 (Cont’d) 
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Figure 4.17  S1 DNA binding domain movement from unbiased and HREM (NONE:NONE) 
simulations along Y and Z directions. (A) Movement of the S1 DNA binding domain (S1-D1) 
along Y. (B) Movement of S1-D1 along Z. (C) Free energy profile of the movement of S1-D1 
along Y with respect to the base opening angle. (D) Free energy profile of the movement of S1-
D1 along Z with respect to the base opening angle. 
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Figure 4.17 
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Figure 4.18  Allosteric signaling from the DNA binding domain to the ATPase domains. A 
structure-based sequence alignment was used (30) to map highly conserved residues onto the 
NONE:NONE model. The protein is shown as white ribbons and is in the same orientation as the 
full length structure found in Figure 4.1A. The conserved residues are highlighted as red spheres 
for the S1 monomer only. The same residues are conserved in the S2 monomer as well. DNA, 
water, and nucleotides have been omitted for clarity. 
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Figure 4.18 
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Figure 4.19  Visualization of the effects of base flipping on the ATPase domains. The S1 and S2 
monomers are colored in blue and white, respectively. Ser668 is colored green, Asn616 is 
colored pink, Arg667 is colored cyan, Glu594 is colored yellow, and ATP is colored magenta. 
(A) Starting simulation structure modeled from the 1W7A crystal structure. ATP is modeled in 
for reference but is absent in the base-flipping simulation. (B) A post-base-flipping conformation 
from the base-flipped trajectory showing the Asn616 Ψ angle reorientation, salt bridge formation 
between Arg667 and Glu594, and stabilization of Ser668 and the S2 signature loop. 
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Figure 4.19 
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5.1  Introduction 

Protein-nucleic acid interactions are involved in many biological processes, including DNA 

replication, transcription, translation, DNA repair, DNA degradation, DNA packaging and 

homologous recombination. In many of these processes, translocation of proteins along double-

stranded DNA plays a central role. Experimental investigations of protein-DNA translocation 

over the past decade include studies of helicases (153-158), FtsK DNA translocase (159-161), 

and the Zif268 zinc-finger protein (162). Computational studies have provided additional insight 

into the mechanisms of protein-DNA translocation and serve as a platform for developing new 

hypotheses (163-164). One such example is the observation of spontaneous forward and 

backward translocation of nucleic acid in the RNA polymerase II system during sub-

microsecond MD simulations (53). While these results have extended the understanding of the 

eukaryotic transcription process, such findings are rare because translocation more commonly 

occurs on millisecond-second time scales.  

Millisecond time scales and beyond remain largely inaccessible with conventional constant-

temperature MD simulations but can be studied with enhanced sampling methods such as 

umbrella sampling. Such methods aid in overcoming kinetic barriers by biasing sampling along a 

suitable reaction coordinate. The choice of the reaction coordinate is often straightforward and 

may consist of an intramolecular distance, a torsional angle, or root mean square deviations 

(RMSD) from a given target structure. Protein-nucleic translocation, however, is more difficult 

to describe with a simple reaction coordinate since the underlying dynamics is often complex 

with both rotation and translation. Further complications arise when the nucleic acid is deformed 

during interactions with a protein.  
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In an earlier investigation using a so-called “path-search algorithm”, Ishida examined the free 

energy for branch migration in a RuvA-Holliday junction DNA complex by employing the 

umbrella sampling method (165). In their study, 68 harmonic biasing potentials were applied to 

64 individual phosphorus atoms in addition to four other center-of-mass restraints (applied to 

four central bases) located in the heart of the Holliday junction. In each umbrella window, the 68 

independent reaction coordinates were biased along a specific direction vector towards a target 

position, ultimately resulting in branch migration by a single base position. However, this 

procedure assumes that each phosphorus atom must migrate towards the exact position of the 

next target phosphorus atom and this method is limited to branch migration by only one base. 

More recently, Golosov et al. used targeted molecular dynamics (TMD) along with a more 

sophisticated reaction coordinate in order to study the translocation step in DNA replication by 

DNA polymerase I (166). However, the complex coordinate chosen to characterize the DNA 

motion is specific for DNA polymerase I and cannot be easily generalized to other nucleic acid 

translocation systems. 

 In the current study, we introduce a generalized path-based restraint that can be used in 

umbrella sampling simulations to enhance the sampling of a system (or a subset of the system) 

along any specific 3-dimensional path. For nucleic acid translocation, individual paths for each 

strand are pre-defined and the movement of each nucleotide is biased via its center-of-mass 

projection onto its corresponding path towards a target location relative to the path. The use of a 

center-of-mass projection allows the entire nucleotide to freely sample different conformations 

while maintaining an overall motion that runs parallel to the translocation path. We have tested 

our path-based restraint on the Hin recombinase protein-DNA complex (167) by translocating 

the DNA both in the forward and backward directions using umbrella sampling. The resulting 
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motion clearly follows a screw-like movement of the DNA that would be difficult to capture 

with general umbrella sampling potentials.  

In the following, the theoretical basis of umbrella sampling is reviewed briefly, the proposed 

new biasing function for translocation is introduced, and a sample application is described. 
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5.2  Methods 

Umbrella sampling 

The time scale associated with transitions between two states depends on the kinetic barrier 

separating the two states. The rate of conformational transitions can be accelerated effectively by 

flattening the barrier. This idea is exploited in umbrella sampling where a biasing potential 

( )Uumbrella ξ  along a reaction coordinate ξ  is applied (168). Simulations are then carried out 

with a biased energy function 

( ) ( ) ( )N NE r E r Ubiased unbiased umbrella ξ= +   (5.1) 

The resulting sampling can be reweighted to obtain the potential of mean force (PMF) as a 

function of ξ  according to: 

( ) ( ) ( )w U w fumbrella biasedξ ξ ξ= − + +  (5.2) 

where the biased free energy, ( )wbiased ξ , is obtained from the sampling probability function 

( )pbiased ξ  in the biased simulation as 

( ) ( )lnw kT pbiased biasedξ ξ= −  (5.3)  

and f  is a constant (with respect to ξ) and defined according to  

( )
( )

NE rbiased Ne drfe
NE runbiased Ne dr

β
β

β

−
− =

−

∫

∫

 (5.4)  
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The choice of reaction coordinate is key to successful application of the umbrella sampling 

method. Ideally, progress along the reaction coordinate would coincide closely with the 

minimum energy transition path between the two states with minimal sampling of low-energy 

states in orthogonal directions. Then, the umbrella sampling method can effectively guide the 

transition between two states over significant kinetic barriers.  

In practice, the use of a single umbrella is often not sufficient to study transitions in more 

complex systems (i.e. DNA translocation). Instead, a series of i  simulations is carried out with 

biasing functions ( ),Uumbrella i ξ  that progress along the reaction coordinate in a stepwise 

fashion with sampling limited to overlapping ranges ofξ . As a result, piecewise PMFs ( )wi ξ are 

obtained from each simulation which subsequently need to be combined into a total PMF ( )w ξ

along the entire range of ξ . The combination of multiple PMFs into a single PMF along the 

entire transition path is possible with the weighted histogram analysis method (WHAM) (169) or 

the more recently introduced multi-state Bennett acceptance ratio method (MBAR) (170). 
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Path-Based Restraint Potential 

 An arbitrary 3-dimensional path is represented by a set of P points that are connected via 

1P −  piece-wise smooth cubic spline equations, ( )S tq q  ( )1, , 1q P= − . [ ]0,1tq ∈  describes 

interpolated positions on the thq  spline piece between spline points ( )0Sq and ( ) ( )1 01S Sq q= + . 

Based on the piece-wise tq  values, a continuous reaction coordinate ξ is introduced as 

q tqξ = + with positions on the entire path given as ( )S ξ so that, for example, 

( )( 1.5) 0.51S S tqξ = = =  and ( )( 14.92) 0.9214S S tqξ = = = .  

A path-based restraint potential can then be defined by comparing the projection of the 

center of mass (COM) of a set of atoms onto such a path with a given reference value according 

to: 

( ) ( )2U Kumbrella oξ ξ ξ= −    (5.5) 

where K  is the force constant in units of kcal/mol (since ξ  has arbitrary units), ξ  is the 

instantaneous COM projection in the moving system, and oξ  is the target value at which the 

umbrella potential becomes zero. Because only the projection onto the path is restrained the 

system is free to explore conformational space orthogonal to the path thereby allowing, for 

example, a protein-nucleic acid complex to respond structurally when the protein translocates 

along the nucleic acid. 
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If multiple COMs are projected onto different parts of the path and the biasing potential 

is used to advance the entire structure along the path (as in protein-nucleic acid translocation) it 

is more convenient to use ξ  and oξ  values relative to initial values from a reference structure 

rather than absolute values. It then becomes possible to advance multiple points along different 

sections of a given path with a single target value. In that case the biasing potential becomes:  

( ) ( )2, ,1 ,
1

M
U Kumbrella M initial oξ ξ ξ ξ ξα α α

α
= − −

=
∑  (5.6) 

where ξα  and ,initialξα correspond to the moving and initial COM projections for the thα  set 

of atoms, respectively, and 0ξ is the relative change of all COM projections from their initial 

values. 

We will now discuss how to obtainξ , the projection of an atom or center of mass (COM) 

of a set of atoms onto a given path. A projection onto a line is defined as the closest point on the 

path from a given reference point. In the most general case this involves an analytically 

intractable quintic equation with potentially multiple solutions. In order to simplify the problem, 

we approximate the path at ξ  by a secant vector that passes through the points ( )S oξ ξ+ ∆  and 

( )S oξ ξ− ∆ . Because of the umbrella potential, sampling of ξ is assumed to be sufficiently close 

to oξ for the approximation of a locally linear path to be reasonable. In order to obtain a good 

approximation of the part of the path sampled with a given umbrella potential, we choose 

1 / Kξ∆ = . The projection of a given COM onto the linear path can then be solved analytically 

with a unique solution. If ξ is not close to oξ or if it is unknown, such as at the beginning of a 
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simulation, tangent vectors are first defined from the P-1 spline points and subsequently used to 

find the closest spline segment and to obtain an initial estimate of the projection, guessξ . Then a 

refined estimate is obtained as above by using the secant vector that passes through the points at 

( )guessξ ξ+ ∆  and ( )guessξ ξ− ∆ . To ensure that a closer point does not exist in the two 

neighboring spline pieces, we also project the COM onto the neighboring splines using the same 

protocol. From our experience, this two-step approach for determining an initial value of ξ  is 

sufficiently robust.  

The path-based restraint potential was implemented in CHARMM (v. c36a4). 

 

Generalized Weighted Histogram Analysis Method  

Calculation of unbiased PMFs from umbrella sampling simulations (74) is commonly addressed 

using WHAM (169) (171-173). WHAM is often applied to obtain a PMF for the (single) reaction 

coordinate that is used during umbrella sampling but an extension of WHAM to multi-

dimensional umbrella potentials or to the calculation of PMFs for other reaction coordinates than 

the one(s) used in the umbrella potential is not so straightforward. In the case of a multi-

dimensional biasing potential with M  coordinates 1 Mξ ξ one obtains: 

( ) ( ) ( ),...,1, , , ,1 1
U fumbrella Mp e p eunbiased M biased M

β ξ ξ βξ ξ ξ ξ −=   (5.7) 
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The PMF for a different reaction coordinate η  is formally given according to: 

( ) ( )( ) ( )

( )( ) ( ) ( )

( )

' , , , ,1 1 1

,...,1' , , , ,1 1 1

p p d dunbiased M unbiased M M
fe

Uumbrella Me p d dM biased M M
fe

η δ η η ξ ξ ξ ξ ξ ξ

β

β ξ ξδ η η ξ ξ ξ ξ ξ ξ

β η

= −

−= ×

−

−≡ Ξ

∫

∫

  

  

 

(5.8) 

( )punbiased η  can be obtained numerically by first constructing the M-dimensional histogram 

for ( ), ,1punbiased Mξ ξ  according to Eq. (5.7) and then accumulating all of the elements 

where ( ), ,1 Mη ξ ξ  falls into a given bin in a one-dimensional histogram from N  umbrella 

windows: 

( ) ( ) ( )1
,..., ,..., ,1, , 1, ,1 1

1 11

N NM
p punbiased j unbiased i M i i M i j jM M

i iM
η ξ ξ η ξ ξ η η η = ∈ + ∆ 

= =
∑ ∑

 

(5.9) 

where min jjη η η= + ∆  and , ,min ji j i iξ ξ ξ= + ∆  with histogram bin widths η∆  and iξ∆ . In 

practice, the explicit construction of the M-dimensional histogram is not desirable for large 

numbers of M  because of computer memory limitations and because the limited length of 

typical simulations does not generate sufficient sampling for conventional multidimensional 

WHAM to converge. Instead, the histogram for ( )punbiased η  can be accumulated on the fly 

without explicitly constructing the M -dimensional histogram. The combination of Eq. (5.7) and 

(5.9) gives: 
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( )

( ) ( )1     ,...,1, ,1 , , ,1, ,1
1 11

punbiased j
fe

N NM Uumbrella i M iMe pbiased i M i j jM
i iM

η

β

β ξ ξ
ξ ξ η η η η

=

− × 
 
  ∈ + ∆  

= = 
∑ ∑ 

 

 (5.10) 

Since ( ),...,1, ,1pbiased i M iMξ ξ  is obtained from the simulation as the fraction of samples 

where all of the variables 1 Mξ ξ fall into a particular bin in the M-dimensional histogram, 

( )punbiased η  can be calculated by directly accumulating ( ),...,1Uumbrella Meβ ξ ξ  from each 

simulation frame into the bin where ( ),..., ,1 M j jη ξ ξ η η η ∈ + ∆  : 

( ) ( ) ( ), ,1 , , ,1
1

nfe Uumbrella Mp eunbiased j M j jn i

β β ξ ξη η ξ ξ η η η
−

 = ∈ + ∆ 
=
∑ 

  (5.11) 

with the summation now running over the n  samples from the simulation. Eq. (5.11) applies to 

any number of variables iξ  and is therefore valid in general for any biasing term 

( )NU rumbrella and any reaction coordinate ( )Nrη . 

 In order to obtain the relative free energy shifts, fk , between k  overlapping umbrella 

windows, an iterative approach is used in the WHAM formalism. This step is independent of the 

reaction coordinate used to calculate the PMF from ( )punbiased η  and therefore the standard 

WHAM formalism can be applied: 
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( )

( )
( )

, ,, 1
, ,1 , 1

, ,, 11
1

UN umbrella k Mn ef ike d d pM biased i M
U fN umbrella j M ji n ejj

β ξ ξ
β ξ ξ ξ ξ

β ξ ξ

−
− =

 − −=  
=

∑∫
∑



 



  

(5.12) 

where the umbrella potential depends on the variables 1 Mξ ξ . The integral is solved 

numerically through discrete summation. For a small number of variables iξ  ( 4)M <  Eq. (5.12) 

could be used directly, but for the more general case it is again desirable to avoid the explicit 

construction of the multi-dimensional histogram and instead accumulate the right side of Eq. 

(5.12) on the fly. This is accomplished by expressing Eq. (5.12) as: 

( )
( )

, ,, 1, , , ,
1

, ,, 1, , , ,1 1
1

UnN umbrella k i l M i li efke M
U fumbrella j i l M i l jNi l n ejj

β ξ ξ
β ξ ξ

β ξ ξ

−
− = ∆ ∆

 − −= =  
=

∑∑
∑







 (5.13) 

where for each sample l of simulation i with a total of ni  samples, the umbrella potential 

variables 1, , , ,i l M i lξ ξ  are determined and then used to calculate 

( , , ), 1, , , ,Uumbrella k i l M i lξ ξ and 
( , , ), 1, , , ,

1
U fN umbrella j i l M i l jn ejj

β ξ ξ − − 
=∑



 (for a 

more detailed derivation of Eq. (5.13) see references (170, 174)). Once the fk  values are 

determined, the PMF along η  can be calculated according to Eq. (5.11). 

 

Simulation of Hin-recombinase translocation 
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As a test system we chose DNA translocation in the Hin-recombinase complex due to its small 

size and high-resolution (2.3 Å) crystallographic data for the structure of the Hin 52-mer peptide 

bound to a 14 base pair DNA oligomer (16). All crystallographic waters and unpaired bases 

located at the DNA ends were removed from the crystal structure (PDBID: 1HCR). This initial 

structure was used as the reference for defining two paths for the two strands of the DNA 

backbone along which DNA is translocated. More specifically, the phosphorous atoms from 

residues 4-15 on strand 1 and phosphorous atoms from residues 18-29 on strand 2 are used as the 

spline points for the first and second paths, respectively. The restraint potential was then applied 

to the projection onto the respective path of the center of mass of the heavy atoms of residues 5-

13 (strand 1) and residues 19-27 (strand 2) with a total of 18 independent reaction coordinates 

(for 9 bases on each strand). We define forward translocation as the movement of the biased 

DNA nucleotides from their initial reference position towards the A15/T17 base pair (or towards 

the protein C-terminus) and backward translocation as the movement of the biased DNA 

nucleotides towards the G3/C29 base pair (or towards the protein N-terminus) (see Table 5.1 and 

Figure 5.1C).  

Umbrella sampling of the forward and backward translocation process was achieved by 

increasing/decreasing oξ  from +/-0.05 to +/-1.3 in 0.025 increments (resulting in a total of 52 

windows in each direction) with final structures from each umbrella used as the input for the next 

window. Initially, 300 ps simulations with a force constant of K= 200 kcal/mol were carried out 

at each value of oξ . The final structures at each value of oξ  were then simulated with a reduced 

force constant of K=100 kcal/mol for 1 ns per window (after 80 ps of additional equilibration). A 

high force constant was chosen initially to obtain starting structures close to the target oξ  values 
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but production simulations were run with a lower force constant to improve sampling overlap 

between adjacent windows.  

All simulations were conducted in implicit solvent using the GBMV method in CHARMM 

(175-176) and the default parameters as specified in the MMTSB Tool Set along with the 

following GBMV parameters: 12,  0.650Sβ = − =  (177). In addition, atomic radii developed for 

nucleic acids by Banavali and Roux were used instead of the standard van der Waals radii (178). 

All simulations were performed using the program CHARMM (version c36a4c) (64) along with 

the CHARMM27/CMAP force field (71-72) for proteins and nucleic acids and in combination 

with the MMTSB Tool Set (102). A force switching function, made effective at 15 Å and 

truncated at 17 Å, was used in the calculation of non-bonded interactions with the cutoff for list 

generation set at 20 Å. Langevin dynamics was applied to all heavy atoms with a 10 ps-1 friction 

coefficient (179). SHAKE (180) was used to constrain bond lengths involving hydrogen atoms 

along with a 1.5 fs integration time step. The starting structure was subjected to energy 

minimization followed by a gradual heating from 100-300 K over the course of 60 ps. The final 

structure was then utilized as the initial input for umbrella sampling as described above.  

The energetics of DNA translocation is described by a single reaction coordinate, 

( ), ,1 18η ξ ξ  that is derived from the individual 18 projection reaction coordinates as follows: 

( )

18

1, ,1 18 18

i
i

ξ

η ξ ξ ==

∑
   (5.14) 
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Therefore, η  can be viewed as the average translocation of the individual bases. While η  

depends on iξ  in this case, any other reaction coordinate η could be chosen as well. The free 

energy profile for forward and backward translocation along η  was calculated by using the 

generalized WHAM method described above for the data from the 1 ns production sampling for 

each of the 2x52 umbrellas.   
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5.3  Results 

DNA Translocation 

Umbrella sampling with the new path-based biasing potential was applied in simulations of DNA 

translocation in the Hin-recombinase system. During both the forward ( )0to >  and backward 

translocation ( )0to <  processes, both the protein and the DNA remained stable. Final snapshots 

from selected windows are shown in Figure 5.1. During the umbrella sampling simulations the 

DNA followed the pre-defined path dictated by its DNA backbone and moved in a screw-like 

fashion in either direction while largely retaining its internal structure. However, some degree of 

local distortion was observed, especially during forward translocation. Moreover, fraying of the 

A15/T17 base pair (in which no biasing potential was applied) was observed during forward 

translocation.  

 

Free Energy Profile for DNA Translocation 

Figure 5.2 shows the PMF for DNA translocation as a function of the average translocation 

reaction coordinate, ( ), ,1 18η ξ ξ  (see Eq. (5.14)). A minimum is located near 0η =  which 

corresponds to the native binding state. Translocation away from this state by 0.5η ≈ ±  

(approximately equivalent to translocation by one-half base pairs) causes a free energy increase 

by about 10 kcal/mol and 12.5 kcal/mol in the backward and forward directions, respectively. 

Movement of the DNA by a full base pair resulted in further increases in the relative free energy 

to about 30 kcal/mol for 1.0η ≈ −  and about 60 kcal/mol for 1.0η ≈ + . Overall, the PMF shows 
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that backward translocation is favored over forward translocation, but DNA movement in 

general is highly unfavorable in this system. 
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5.4  Discussion 

This work describes the development of a new path-based restraint that can be used in umbrella 

sampling or Hamiltonian replica exchange simulations of more complex conformational 

transitions that cannot be easily captured with simple geometric reaction coordinates. In 

particular, the path-based potential is useful for the simulation of nucleic acid translocation. A 

first application involves a small protein-DNA system, Hin-recombinase bound to its target 

sequence, which has been previously studied in a different context using short MD simulations 

(181-182). As a result of the biasing potential, the DNA follows a screw-like movement in both 

directions by one full base pair rather than just direct translational motion. The umbrella 

sampling results show that the protein can stay bound to the DNA and is capable of forming new 

interactions during the translocation process.   

Based on the free energy profile obtained from our simulations, backward movement 

appears to be favored vs. forward movement but in both directions DNA translocation appears to 

be highly unfavorable in this system. This suggests that Hin-recombinase does not scan DNA to 

find its target sequence. This finding is consistent with the experimental observation that Hin-

recombinase binds specifically only to its target DNA base sequence (167).  

Our approach for enhancing sampling along a given path provides greater flexibility in 

biased simulations of conformational dynamics than established biased sampling methods since 

it supports more complex motions than what can be generally described with simple geometric 

coordinates and provides better control of the entire transition path than RMSD-based restraints. 

The path-based biasing potential is also less restrictive than RMSD-based restraints because only 

the projection of selected atoms onto a given path is restrained and the system is free to move in 
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orthogonal degrees of freedom. While the application of the path-based restraint potential is 

illustrated here for the case of DNA translocation it is applicable in a wide variety of contexts. 

Other cases where such a potential could be applied may involve protein folding, DNA base 

flipping, or the passage of molecules through channels or nanopores.  
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5.5  Conclusion 

DNA translocation is a complex event that plays a fundamental role in cell division, gene 

transcription, and mismatch recognition. Computational methods offer alternative efforts for 

studying this essential process. The work presented here overcomes some of the disadvantages of 

previous methods and provides a more intuitive approach for examining DNA translocation. As 

well, a free energy profile was calculated using a generalized WHAM and showed significantly 

high barriers associated with DNA translocation. Finally, unlike unrestrained systems, we 

cautiously remind the reader that adding additional restraints to a simulation can be helpful 

answering complex biological questions but extra care is needed when interpreting the validity of 

the results. 
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Table 5.1  DNA Sequence Used in All Hin Recombinase Simulations* 

5’… G3 T4 T5 T6 T7 T8 G9 A10 T11 A12 A13 G14 A15 …3’ 

3’… C29 A28 A27 A26 A25 A24 C23 T22 A21 T20 T19 C18 T17 …5’ 

 

*The DNA sequence is identical to the crystal structure found in reference (167) with the exception that unpaired terminal bases are 

omitted. 
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Figure 5.1  Snapshots from forward and backward DNA translocation in Hin-recombinase. The 
reference protein structure is white and the protein structure resulting from DNA translocation is 
colored in dark grey in all snapshots. Each base pair is colored independently of the others in 
order to track the translocation process with respect to the reference structure. A) Forward 
translocation by one full base step. B) Forward translocation by half of a base step. C) The 
reference protein-DNA structure. D) Backward translocation by half of a base step. E) Backward 
translocation by a full base step. 
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Figure 5.1 
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Figure 5.2  Free energy profile for DNA translocation. 
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Figure 5.2 
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Chapter 6  

Conclusions and Perspectives 
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6.1  Conclusions and Perspectives 

MutS and MSH2-MSH6 Conformational Dynamics 

Following the crystallization of the first two prokaryotic MutS structures in 2000 (20-21), 

understanding the protein structure-function relationship became a major focus in the field of 

DNA mismatch repair. From a number of biochemical studies, it was suggested that MutS takes 

on various conformational states depending on the type of DNA (homoduplex vs. heteroduplex) 

that it is bound to and the presence or absence of different ATP/ADP nucleotides. However, 

almost all of the high resolution X-ray structures of MutS to date are bound to a mismatch and 

appear virtually identical even when bound by different nucleotides (20, 29) or different 

mismatches (45). Thus, the current picture of the MutS conformational dynamics has been 

largely influenced by the limited number of available crystal structures. Over the past decade, a 

number of new methods such as AFM (183), FRET (50), and deuterium exchange mass 

spectrometry (31, 184) have been used to investigate the DNA mismatch repair process but none 

of the these methods offer sufficient resolution to accurately describe the various MutS 

conformational states. In contrast, computational approaches have proven in the past to be able 

reveal alternative conformational states beyond the crystal structure and they also provide 

important molecular-level details that can serve as an excellent complement to experiments.  

The work described in Chapters 2 and 3 were aimed at improving the relatively static 

picture of MutS conformational dynamics and to help create a detailed mechanism for DNA 

mismatch recognition that incorporates both experimental as well as structural data. In Chapter 2, 

four distinct conformational states (characterized as either a DNA binding mode, DNA scanning 

and mismatch mode, a repair initiation mode, or a sliding clamp formation mode) were identified 



185 
 

from NMA and found to be conserved across the different MutS and MSH2-MSH6 systems. 

These results suggest that the prokaryotic and eukaryotic proteins are not only structurally alike 

but share considerable similarities in their overall dynamics. Additionally, correlated movements 

between the DNA binding domains and the ATPase domains were found in several of the 

biologically relevant modes which support the idea of a long-range allosteric signaling pathway 

between the distant domains. From these observations, a detailed functional cycle for mismatch 

recognition was established based on the conserved low-frequency modes and available 

experimental data. Extending the work from Chapter 2, Chapter 3 examined the protein essential 

dynamics from nine sub-μs long MD simulations of the E. coli MutS-DNA system using 

principal component analysis. The PCA results contributed two additional conformational states 

(a DNA sliding mode that follows sliding clamp formation and a DNA bending mode) to the 

functional mechanism. These modes also demonstrated similar motional coupling between the 

DNA binding cavity and the distant ATPases as well as between adjacent ATPases. 

 Altogether the proposed mechanism has improved our understanding of the MutS 

conformational dynamics and provides a framework for developing a more comprehensive 

picture of the mismatch recognition cycle. Future work should focus on validating each step of 

the functional cycle, possibly by introducing new mutations in the protein that would prevent the 

transition between the different conformational states. Also, the role of MutL within the 

mismatch recognition cycle is still rather unclear and warrants further attention.  

 

Does MutS Employ a DNA Base-flipping Mechanism? 
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Since 2003, it has been repeatedly speculated that the MutS protein binds to the mismatch, bends 

the DNA, and uses a base-flipping mechanism to flip out one of the mismatched bases (16, 25, 

30, 48, 51). This proposition is not necessarily surprising when considering the fact that MutS is 

a DNA repair protein that inserts a conserved residue (phenylalanine) into the DNA minor 

groove much like to several other DNA repair systems (DNA demethylases, DNA glycosylases, 

and T4 endonuclease V) which employ the same technique in order to promote base opening 

(123-124). Thus, it is reasonable to believe that MutS may also utilize a similar base-flipping 

mechanism during post-mismatch recognition. However, direct evidence for a base-flipping 

mechanism has been lacking to date. In Chapter 4, the DNA dynamics surrounding a G·T 

mismatch were analyzed. The mismatch base pair, which forms a bifurcated hydrogen bond in 

the crystal structure, was found to be more stable than expected but the 5’ adjacent base next to 

the mismatched thymine was observed to be much more dynamic and, in one case, the 5’ 

adjacent base flipped out of the helical stack via the major groove. To the best of our knowledge, 

this is the first reported case of spontaneous DNA base-flipping from an unbiased protein-DNA 

MD simulation. The direct visualization of the base-flipping process is significant not only for 

the MutS system but also in general for the study of protein-DNA interactions. In other DNA 

repair systems, the damaged base is often flipped and then removed. However, it is not clear why 

the 5’ adjacent base is flipped out rather than the mismatch itself. This may have to do with the 

fact that the mismatch is stabilized through its interactions with the conserved phenylalanine. A 

flipped out base could serve as an amplification of the mismatch recognition signal and possibly 

play a role in DNA unbending (48).   

To further validate these observations, it may be possible to use a disulphide cross-

linking strategy (124), where the 5’ adjacent base is replaced by a disulphide-modified cytosine 
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and an appropriate residue in the DNA binding domain is mutated to cysteine, to capture the base 

in its open state. However special care is required to ensure that the disulphide-modified cytosine 

is not recognized as a mismatch by MutS and that the engineered cysteine residue does not affect 

the general protein function. It may also be interesting to see from future MD simulations 

whether or not the 5’ adjacent base still experiences enhanced dynamics when the mismatch is 

replaced by a normal Watson-Crick base pair. 

 

Homoduplex vs. Heteroduplex DNA 

The affinity of MutS for heteroduplex DNA is well understood but exactly how the protein 

differentiates between damaged and undamaged DNA is still largely unclear (16). A hypothetical 

model for DNA scanning describes the free energy landscape as a rugged terrain with deep 

minima that correspond to locations along the DNA that are highly flexible due to the presence 

of a mismatch (36). However, brute force simulations are not useful for studying DNA 

translocation because MutS has been shown to move along DNA at a rate (2 ms/base) that is well 

beyond the time scales currently available by straight MD. Instead, alternative enhanced 

sampling techniques such as umbrella sampling (74) are required. Chapter 5 details the 

development of a new path-based restraint, its successful application to drive the forward and 

backward translocation of DNA in the Hin recombinase test system, and the determination of the 

corresponding free energy profile along an intuitive translocation reaction coordinate from the 

biased simulations. Future application of these same techniques to study DNA translocation in 

the MutS-DNA system would greatly improve the current understanding of how the protein 

distinguishes between mismatch DNA and homoduplex DNA. For example, instead of only 
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looking at DNA translocation starting from a mismatch-bound state, it may be interesting to 

replace the mismatch with a regular base pair and then translocate this DNA through MutS. 

Since MutS is known to bind tightly to a mismatch then the free energy barrier for moving the 

mismatch away from this low energy state would be high. However, one would expect the free 

energy barrier to be relatively flat when translocating along homoduplex DNA. Furthermore, 

since MutS also bends the DNA upon mismatch binding, it may also be interesting to measure 

DNA bending as a function of DNA translocation.  

 

Future Directions 

The body of work presented in this dissertation has provided new insight into the MutS DNA 

mismatch repair protein. One of the main challenges of studying MutS (and its homologs) using 

computer simulation methods is the large size of the protein which has limited the 

conformational sampling to sub-μs time scales. Recent experimental studies have demonstrated 

the importance of understanding the interactions between MutS and the downstream repair 

protein, MutL, (9, 31) as well as MutS tetramerization effects on longer length mismatch-

containing DNA (185). However, examining these larger complicated systems using all-atom 

MD simulations would be prohibitive from a computational standpoint. One possible solution is 

to decrease the overall resolution of the system by using a coarse-graining method whereby each 

protein or nucleic acid residue is represented by one or more coarse-grained particles (depending 

on the level of accuracy required). This kind of approach has been explored in our group through 

the development of an accurate coarse-graining model for protein-nucleic acids systems, 
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PRIMO/PRIMONA (186), and would be most suitable for the future investigation of multi-

protein MutS-DNA complexes. 
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