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ABSTRACT

IMPACT OF WIND GENERATION ON GRID FREQUENCY STABILITY

By

Nga Nguyen

The integration of renewable energy sources into power systems has gathered significant mo-

mentum globally because of its unlimited supply and environmental benefits. Within the portfolio

of renewable energy, wind power has been experiencing a steadily increasing growth. Despite its

well known benefits, wind power poses several challenges in grid integration. The inherent inter-

mittent and non-dispatchable features of wind power not only inject additional fluctuations to the

already variable nature of frequency deviation, they also decrease frequency stability and reliability

by reducing the inertia and the regulation capability. To ensure the system security, the integration

of wind power must be limited and the wind generation has to operate in the condition that enables

wind generator to support the frequency control. As a result, the reliability of wind power must

be re-estimated based on the wind power that can be accepted by the system, instead of the total

wind production. This research examines the impacts of wind generation on system inertia and the

regulation capability as well as the effect on tie-line flows and area control error. The effect of wind

power on frequency regulation capability at different penetration levels is also investigated. The

mathematical and simulation model to determine maximum wind power penetration level, given

a frequency deviation limit, is developed. Based on the proposed mathematical model of wind

penetration limit, the negative impact of wind on system reliability is examined. An improved

method to coordinate the energy storage with the existing system to improve the wind-integrated

system reliability while maintaining the system frequency security is also proposed. An approach

to assist the integration of wind power with grid-scale virtual energy storage will be developed and

examined. This thesis discusses the pertinent background and state of the art, and describes the

proposed approaches and the results obtained.
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Chapter 1

Introduction

With technological and economic growth, the need for energy has been on the rise worldwide.

At present, the energy industry in the world relies heavily on coal, oil and natural gas. These

fossil fuels come from finite resources which are gradually dwindling. Moreover, fossil fuels also

cause environmental damage. In order to deal with these issues, renewable energy is being used

to replace conventional sources of energy around the world. In contrast to fossil fuels, renewable

energy resources are constantly replenished and their impact on the environment is considered

to be less adverse. Another advantage of renewable energy resources is that unlike traditional

sources of energy, renewable energy resources can exist over diverse geographical areas. The rapid

growth of renewable energy is driven by the increasingly competitive cost of renewable energy,

dedicated policy initiatives, environmental concerns, and the need for access to modern energy. As

reported in [1], renewable energy provided 19.2% of global energy consumption in 2014, and kept

growing in 2015. The global investment in new renewable power capacity was more than double

the investment in new coal- and natural gas-fired power generation capacity in recent years [1].

With growing public awareness, promoting renewable sources is strongly supported. Around

30 nations already have more than 20% of energy supply being generated from renewable energy

sources and this contribution is projected to continue to grow strongly in the coming years [2].

According to [3], renewable energy is expected to provide 40% of total electricity in the US by
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2030, and half of that comes from wind power. In 2015, wind power was the leading source of

new power generating capacity in the US [2]. Wind farms have been growing steadily throughout

the US both in turbine size and in wind farm capacity. Furthermore, the cost of wind generators

has decreased dramatically over the past decade. These have promoted wind power as a promising

renewable energy technology.

1.1 Motivation and Challenges

Although rapid deployment of wind power results in pollution mitigation and economic benefits,

the application of wind power into power system has been confronted with a host of technical and

economical problems. The integration of wind power can negatively affect the stability and relia-

bility of a power system if there are not enough appropriate measures to deal with the intermittency

and low or zero inertia that characterize this resource. One of these undesirable effects is frequency

disturbance. In normal operation, as system frequency deviation must be maintained within a spec-

ified range, a minimum inertial frequency response is vital for frequency stability. Therefore, by

contributing to a reduction of the system’s inertia response, high wind power penetration level

can endanger the stable and reliable operation of the system. Once wind power sources are con-

nected to the main grid and replace conventional generators, they will cause a larger and faster

frequency deviation. If the main grid does not have sufficient regulation capability, frequency

deviation might direct to load shedding or even cause the whole system to collapse. The North

American Electric Reliability Corporation (NERC) as well as Electric Reliability Council of Texas

(ERCOT) and Western Interconnect (WECC) have all reported a reduction in frequency response

due to an increase of variable generation [4–8]. HydroQuébec TransÉnergie (HQT) is dealing

with this problem by requiring their wind power plants to be equipped with an inertia emulation

system [9]. Therefore, it is important to investigate not only the effects of different wind power

penetration levels on frequency regulation capability of power systems but also the maximum ac-

ceptable level of wind power that can be integrated into the grid. Due to the limit of integrated

2



wind power, the system reliability have to be re-evaluated to ensure the system security. As the

result of the negative impacts of wind power on the grid, more advanced operating approaches to

increase the wind penetration should be developed.

1.2 Contributions

The contributions of the work presented here can be summarized as follows:

• Modeling the effect of wind integration on the system frequency response characteristic.

• Modeling the effect of wind integration on the area control error (ACE) and on tie line

interchanges in an interconnected system.

• Providing guidance on the wind penetration limit given a frequency deviation limit.

• Developing a mathematical model of wind power penetration limit based on frequency de-

viation using sensitivity analysis.

• Investigating the impacts of stochasticity and low inertia of wind on system reliability.

• Proposing an advanced method to coordinate the energy storage with the existing system

to improve the wind-integrated system reliability while maintaining the system frequency

security.

• Proposing an approach to utilize the “virtual energy storage” to increase the wind power

penetration.

1.3 Organization of the Thesis

This thesis is organized as follows:

3



Chapter 2 examines the effects of intermittent and non-dispatchable features of wind power

on the system frequency stability. The impacts of wind power on the inertia, frequency regula-

tion constant, tie-line flows, and area control error are included. Some guidance on determining

maximum wind power penetration level given a frequency deviation limit is presented.

Chapter 3 presents a method to estimate the maximum level of variable energy resources that

can be integrated into the grid based on the frequency security constraint. The method described

uses the approximation of the frequency deviation extremum based on the sensitivity analysis.

Chapter 4 presents a new method to evaluate the reliability of a power system with high pen-

etration of wind generation, considering the impact of not only the intermittence but also the low

inertia characteristic of wind power.

Chapter 5 proposes an advanced method to coordinate energy storage with an existing wind-

integrated system to improve its reliability while maintaining system frequency security.

Chapter 6 presents a novel approach called “grid scale virtual energy storage”, which addresses

the challenges of the renewable energy in the power system at no cost. Reducing the reserve re-

quirement, regulation capacity, transmission limit, and wear and tear on power system by func-

tioning as normal energy storage, the grid scale virtual energy storage support greater penetration

of renewable energy into the grid.

Chapter 7 provides concluding remarks and possible future work.
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Chapter 2

Effects of Wind Power Penetration on

System Frequency Regulation

2.1 Introduction

The substantial growth of technology and economy makes the need for energy on the rise world-

wide. Because of the concerns about the reduction of fossil fuel reserve and the impact on the

environment, renewable energy (RE) becomes an attractive resource in energy industry. RE is ex-

pected to provide 40% of total electricity in the US by 2030, and half of that comes from wind

power [3]. However, the application of wind power has been confronted with a host of technical

and economical problems. The integration of wind power can negatively affect the frequency sta-

bility of a power system because of the intermittency and low or zero inertia [10,11] characteristics.

In normal operation, the system must maintain a minimum amount of inertia to ensure the system

frequency deviation within a safe limit. Hence, high wind power penetration level with low or zero

inertia can endanger the stable operation of the system by causing a larger and faster frequency

deviation. This phenomenon is undesirable because a large frequency deviation might direct to

The content of this chapter has been reproduced with permission from Nga Nguyen and Joydeep Mitra, An Anal-
ysis of the Effects and Dependency of Wind Power Penetration on System Frequency Regulation, IEEE Transactions
on Sustainable Energy, vol. 7, no. 1, pp. 354–363, Jan. 2016.
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load shedding or even cause the whole system to collapse. Hence, it is important to investigate the

impacts of wind power penetration on frequency regulation capability of power systems.

While examining the undesirable influence of wind power on the load frequency control (LFC)

of power system, previous works mostly consider wind power output uncertainty (i.e. intermit-

tency) and inertia reduction [6, 12–21], reserve requirement [22]. In [20] and [22], the effect of

wind power on equivalent regulation constant was also investigated. Besides, several works have

made an effort to identify the maximum penetration level of wind power based on thermal limit [23]

or constraint on frequency deviation [24, 25]. The work presented in this chapter extends the prior

art by adding the following contributions:

• Modeling the effect of wind integration on the system frequency response characteristic (β).

• Modeling the effect of wind integration on the area control error (ACE) and on tie line

interchanges in an interconnected system.

• Providing guidance to the limit on wind penetration for a given limit on frequency deviation.

The load frequency control and the mathematical modeling of one control area in the presence

of wind power are presented in the next section. The basis to define the limitation of wind pene-

tration to the grid is also included. A simulation model and result are presented in section 2.3 to

verify the computation obtained from the mathematical model. In this section, some observations

and recommendations are also included to clarify the salient aspects of the contribution.

2.2 Mathematical LFC Modeling in the Presence of Wind

2.2.1 Load Frequency Control

The main objective of LFC is to return frequency excursion to the nominal value whenever a mis-

match between generation and demand appears. Frequency disturbance is immediately inhibited

by inertia, governor action, load and other damping mechanisms. Motor loads resist disturbance
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by adjusting their speed in direct proportion to frequency deviation while governor regulates gen-

erator output by changing prime mover input. These actions are attributed to the furthest frequency

deviation point and a part of frequency recovery duration. They stabilize system frequency rather

than restore frequency to its nominal value. To remove the remaining frequency error, it is required

to have the Automatic Generation Control (AGC) change the generator set point.

When wind generators are installed into the main grid and replace conventional generators, the

governor response will be less effective due to the decline of inertia and of ability to regulate the

generation output of the entire system. As a result, the frequency deviates at a larger magnitude

and the recovery is prolonged. These effects are considered in the mathematical model in the next

sub-section.

2.2.2 LFC Mechanism of One Control Area in the Presence of Wind Power

Traditionally, mechanical power, which is created from rotational energy, is fed to the conven-

tional generator via turbine to produce electrical power. Once an imbalance occurs between input

and output, rotor speed will experience a deviation. The governor plays the role of sensing the

disturbance that causes unbalance and sends a control signal to recover frequency by adjusting

the turbine input. The combination of governor, turbine, rotating mass and load damping control

model is represented in the load frequency control model as shown in Fig. 2.1 [26]. The distur-

bance caused by wind power is captured in the control model by ∆PL(s) based on the assumption

that wind power is considered to be a negative load. In Fig. 2.1, the notations used are as follows:

∆PC = supplementary control action

K(s) = LFC controller

K(s) =
K

s

∆Pwind = disturbance caused by wind power

∆Pload = non-frequency-sensitive load change

∆PL = disturbance
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Figure 2.1: Control area i in an interconnected system in the presence of wind power.

∆PL = ∆Pload −∆Pwind (2.1)

Tij = synchronizing torque coefficient

H = equivalent inertia constant

∆f = frequency deviation

D = load damping constant

TGki(s) = turbine-governor transfer function

∆Ptie,i = tie-line power exchange between area i and other areas [26]

∆Ptie,i =
N∑
j=1
j 6=i

∆Ptie,ij =
2π

s
(
N∑
j=1
j 6=i

Tij∆fi −
N∑
j=1
j 6=i

Tji∆fj) (2.2)

Bi = frequency bias factor which is calculated as below [27]:

Bi = βi =
1

Ri
+Di (2.3)

Although the nature of wind power is intermittent, fixed-speed wind turbines can sometimes

contribute to LFC by its spinning inertia [28–30]. On the other hand, variable speed wind turbines
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cannot provide spinning inertia because they are decoupled from the grid by power electronic

converters. The reason for this decoupling is the control system of variable speed wind turbines

operates to apply a restraining torque to the rotor following the predetermined torque - rotor speed

curve [31]. However, with improved control strategies, some variable speed wind turbines such as

DFIG turbines are able to provide partial inertia to support the grid by performing some operations

similar to these in conventional generators [20,32–39]. As stated in [40–42], wind turbine can also

have a droop characteristic with speed up/down averaging control. In another point of view, the

application of synchronverters [38] can make wind generators mimic the behavior of synchronous

generators. However, the wind inertia is limited by the available output of wind generators and

the type of wind turbines. Once wind generators gradually replace conventional generators, the

total inertia of the system decreases while the equivalent regulation constant increases. This effect

yields a reduction of the area frequency response characteristic. Assuming that the fraction of

inertia that wind power contributes to the grid is rw (which is determined based on wind generation

output [43]), the fraction of conventional generation inertia that is reduced in the presence of wind

is rr, the new inertia constant of the system can be calculated as follows:

Hnew,i = Hold,i(1 + rw − rr) (2.4)

The term rw includes both the actual inertia provided by fixed-speed wind turbines as well as any

artificial inertia that may be synthetically emulated at other wind turbines. It should also be noted

that rr is not always the fraction of wind power that takes the place of conventional power. The

following example will illustrate the difference between these two definitions (power replacement

and inertia replacement):

Consider a small power system with three conventional generators of 50 MW output and 0.02

pu.s inertia each. Assuming that the system has a total output of 150 MW, let us consider three

possibilities as below:

• If the total integrated wind power is 40 MW (which is smaller than output of one conven-
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tional generator) and constitutes approximately 26.7% total power, the total power output of

the conventional generators will reduce. However, the total inertia constant of the integrated

system does not change because none of the conventional generators is decommitted.

• If the total integrated wind power is 50 MW (which equals to the output of one conventional

generator) and constitutes approximately 33.3% total power, both the total power output of

the conventional generators and the total inertia of the integrated system reduce because

one of the conventional generators will be completely decommitted. The inertia constant

reduction in this case equals 0.02 pu.s. The fraction of replaced power and the fraction of

inertia reduction are the same.

• If the total integrated wind power is 60 MW (which is larger than the output of one con-

ventional generator) and constitutes 40% total power, both the total power output of the

conventional generators and the total inertia of the integrated system reduce. However, the

inertia constant reduction in this case equals 0.02 pu.s which is approximately 33.3% total

inertia.

Besides the change in the inertia constant, the equivalent regulation constant is also modified:

Rnew,i =
Rold,i

1 + rw − rr
(2.5)

Because of the change in equivalent regulation constant, the new area frequency response charac-

teristic is determined as follows:

βnew,i = Bnew,i =
1

Rold,i
(1 + rw − rr) +Di (2.6)

The change in R and β leads to the variation in the area control error in the interconnected system:

ACEnew,i = ∆Ptie,i + βnew,i∆fi (2.7)
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While investigating the effect of wind power on interconnected systems, three types of conven-

tional turbine will be considered in LFC model: non-reheat turbine, reheat turbine and gas turbine.

The dynamic models of turbine-governor systems for these three generators are shown in Fig. 2.2,

Fig. 2.3 [27] and Fig. 2.4 [44, 45].

Governor Non-reheat turbine

1

1
g
T s+

1

1 tT s+

t
P∆

Figure 2.2: Block diagram of governor with non-reheat turbine.

Governor Reheat steam turbine

1

1 gT s+

1

1 tT s+

1

1

HF RH

RH

F T s

T s

+

+

tP∆RH
P∆

Figure 2.3: Block diagram of governor with reheat steam turbine.

Governor Turbine

1

1 gT s+

1

1 vT s+

tP∆
1 mW− ∑

1

1 fT s+

mW
Valve 

positioner
Fuel system

gP∆ vP∆ fW
2 ( )f f ff a W b= −

+

+

Figure 2.4: A simplified block diagram of single-shaft gas turbine.

In Fig. 2.2, Fig. 2.3 and Fig. 2.4, the notations used are as follows:

Tg = speed governor time constant

Tt = steam turbine time constant

TRH = time constant of reheater

FHP = fraction of turbine power generated by HP unit

∆PRH = intermediate (reheat) power signal

∆Pv = intermediate valve positioner signal
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Tv = valve positioner time constant

Tf = gas fuel time constant

Wm = minimum fuel flow

Wf = fuel flow

af , bf = gas turbine constant

The state-space of LFC dynamic model for control area i that includes m reheat steam turbine

generators in the presence of wind power can be presented as follows:

ẋi = Âixi + B̂iui + Ĉini (2.8)

yi = D̂ixi (2.9)

where

xi =
[
∆fi ∆Pti ∆Pgi ∆Ptie,i ∆PRHi

]T
∆Pti = [∆Pt1i ∆Pt2i · · · ∆Ptmi]

∆Pgi = [∆Pg1i ∆Pg2i · · · ∆Pgmi]

∆PRHi = [∆PRH1i ∆PRH2i · · · ∆PRHmi]

yi = [∆fi ACEi]
T

ui = [∆PC1i
∆PC2i

. . . ∆PCmi
]T

ni = [∆PLi

N∑
j=1
j 6=i

Tji∆fj ]T
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For simplicity, matrices Âi, B̂i, Ĉi and D̂i of a control area with one reheat steam turbine can

be expressed as shown in (2.10):

Âi =



−Di
2Hi

1
2Hi

0 −1
2Hi

0

0 −1
TRHi

FHPiTRHi
TtiTRHi

0
Tti−FHPiTRHi

TtiTRHi
−1

RiTgi
0 −1

Tgi
0 0

2π
∑N
j=1
j 6=i

Tij 0 0 0 0

0 0 1
Tti

0 −1
Tti


(2.10)

B̂i = (0 0
1

Tgi
0 0)T

Ĉi =


−1
2Hi

0 0 0 0

0 0 0 −2π 0


T

D̂i =

 1 0 0 0 0

βi 0 0 1 0


In case of non-reheat turbine, the state variables are similar to those in reheat turbine except that the

entries corresponding to ∆PRH are omitted and the entries corresponding to ∆Pt are modified.

The state-space of the gas turbine is different from that of the reheat and non-reheat turbines and
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is shown as follows:

xi = [∆fi ∆Pgi ∆Ptie,i ∆Pvi Wfi]
T

∆Pgi = [∆Pg1i ∆Pg2i · · · ∆Pgmi]

∆Pv = [∆Pv1i ∆Pv2i · · · ∆Pvmi]

Wfi = [Wf1i Wf2i · · · Wfmi]

yi = [∆fi ACEi]
T

ui = [∆PC1i
∆PC2i

· · · ∆PCmi
]T

ni = [∆PLi

N∑
j=1
j 6=i

Tji∆fj bfi Wmi]
T
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Matrices Âi, B̂i, Ĉi and D̂i of a control area with one gas turbine are provided as follows:

Âi =



−Di
2Hi

0 −1
2Hi

0
afi
2Hi

−1
RiTgi

−1
Tgi

0 0 0

2π
∑N
j=1
j 6=i

Tij 0 0 0 0

0
1−Wmi
Tvi

0 −1
Tvi

0

0 0 0 1
Tfi

−1
Tfi


B̂i = [0

1

Tgi
0 0 0]T

Ĉi =



−1
2Hi

0 0 0 0

0 0 −2π 0 0

−afi
2Hi

0 0 0 0

0 0 0 1
Tvi

0



T

D̂i =

 1 0 0 0 0

βi 0 1 0 0


As is evident from Fig. 2.1, the frequency deviation can be expressed as follows:

∆fi(s) =

∑m
k=1 TGki(s)∆PCki(s)−∆Ptie,i(s)−∆PL,i(s)

2Hnew,is+Di +

∑m
k=1 TGki(s)

Rnew,i

(2.11)

Using the final value theorem to get the steady state value of the frequency deviation ∆fiss:

∆fiss = lim
s→0

s∆fi(s) = lim
s→0

s.(

∑m
k=1 TGki(s)∆PCki(s)−∆Ptie,i(s)−∆PL,i(s)

2Hnew,is+Di +

∑m
k=1 TGki(s)

Rnew,i

)

(2.12)
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Following the assumption that ∆Ptie,i(s) approaches zero at steady state [26] and the system has

enough reserve to match the disturbance ∆PCi = ∆PLi, equation (2.12) gives the result:

∆fiss = 0 (2.13)

However, the frequency deviates farther from the scheduled value and the recovery duration is

lengthened. Due to the change in frequency, the power flow on the tie line increases, which is a

negative impact on each area. This can be inferred easily from equation (2.2).

When a stand-alone system is considered, power exchange in the tie-line between control areas

does not exist and ∆Ptie,i(s) vanishes in equation (2.11).

From the above analysis, the maximum excursion of frequency can be identified. As a conse-

quence, it is possible to evaluate the wind penetration limit. The maximum excursion is compared

with the safe range of frequency deviation ±0.2 Hz [46] to define how much wind power should

be integrated into the main grid. Based on the theoretical examination in this section, a simula-

tion model is implemented in the following section in order to verify the effect of wind power on

frequency deviation, tie-line power flow, and area control error.

2.3 Simulation and Results

For the purpose of illustrating the aforementioned influence of integrating wind power into power

system, the Matlab/Simulink model of the system explained in section 2.2 is developed. Three

scenarios are evaluated, as described below. These scenarios examine the behavior of a single

area, the interaction of two interconnected areas, and the impact of gas turbines that are being

increasingly deployed to provide ramping capability. The test cases are constructed as follows:

• All generators in one area are chosen to be the same type and combined into one single unit.

• Only area 1 includes wind power.

• Load disturbance is simulated by a 0.04 pu step function.
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• Only area 1 is subjected to a load disturbance in order to observe the assistance of area 2 to

area 1.

• Wind penetration level will be adjusted with different values of inertia reduction: 0%, 10%,

20%, 30%, 40%, 50% and 60%.

• The effects of wind power on LFC with and without considering the change in frequency

response characteristic and equivalent regulation constant will be compared.

Scenario 1: A stand-alone control area.

The simulation model of a stand-alone control area (area 1) is presented in Fig. 2.5. The

parameters of the study system are derived from [26] and reported in Table 2.1. These parameters

are the typical parameters for a small system and converted to per unit. Using initial values in

Table 2.1 and applying equations (2.4), (2.5) and (2.6), simulation parameters are calculated and

shown in Table 2.2.
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Figure 2.5: A stand-alone control area with non-reheat turbine unit.

Table 2.1: Simulation parameters of a stand-alone control area for scenario 1

K D (pu/Hz) 2H (pu.s) R (Hz/pu) Tg(s) Tt(s) B (pu/Hz) Tij (pu/Hz)
−0.3 0.015 0.1667 3.00 0.08 0.4 0.3483 0.2

Scenario 2: Two interconnected control areas.

In this scenario, parameters of control area 1 are kept the same as those in the first scenario. Pa-

rameters of area 2 are derived from [47] and reported in Table 2.3. The load disturbance is applied
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Table 2.2: Simulation parameters for a stand-alone control area with wind effect on β and R

Inertia
K D (pu/Hz) 2H (pu.s) R (Hz/pu) Tg(s) Tt(s) B (pu/Hz) Tij (pu/Hz)

reduction (%)
0 −0.3 0.015 0.1667 3.00 0.08 0.4 0.3483 0.2
10 −0.3 0.015 0.1500 3.333 0.08 0.4 0.315 0.2
20 −0.3 0.015 0.1334 3.75 0.08 0.4 0.2817 0.2
30 −0.3 0.015 0.1167 4.286 0.08 0.4 0.2483 0.2
40 −0.3 0.015 0.1000 5 0.08 0.4 0.215 0.2
50 −0.3 0.015 0.0834 6 0.08 0.4 0.1817 0.2
60 −0.3 0.015 0.0667 7.5 0.08 0.4 0.1483 0.2

only to area 1 to examine the mutual frequency assistance between the areas in an interconnected

system and the change of ACE due to the adjusted R and β. The simulation model of the two

interconnected control areas is presented in Fig. 2.6.
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Figure 2.6: Simulation model of two interconnected control areas.

Scenario 3: A stand-alone control area with a combination of a gas turbine and a non-reheat

turbine.

This scenario is similar to Scenario 1 except that it includes a gas turbine. This helps illustrate

the impact of gas turbines, which are being increasingly integrated in systems with wind generation
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Table 2.3: Simulation parameters of control area 2 for scenario 2

K D (pu/Hz) 2H (pu.s) R (Hz/pu) Tg(s) Tt(s) B (pu/Hz) Tij (pu/Hz) TRH (s) FHP

−0.4 0.008 0.167 2.4 0.08 0.3 0.42 0.087 10 0.5

to provide ramping capability. Without boiler and gas is burned to run the turbine, gas plants are

easy to operate. They are efficient in following rapid and frequent changes in the system, hence

supports wind integration. The parameters of the non-reheat turbine are kept the same as those in

the first scenario. The parameters of the gas turbine are derived from [44] and reported in Table

2.4. Ramp rate limits are applied for all turbines with a higher ramp rate limit for the gas turbine.

In particular, the ramp rate limit for the non-reheat turbine (RRnr) is 0.029 while the ramp rate

limit for the gas turbine (RRg) is varied from 0.045 to 0.062 in order to observe the impact of the

gas turbine. Due to the presence of wind, the 10% and 30% reduction of inertia are applied. The

simulation model of this scenario is presented in Fig. 2.7.

Table 2.4: Simulation parameters of a gas turbine for scenario 3

K D(pu/Hz) Tg(s) Tv(s) Tf (s) Wm af bf

−0.3 0.015 0.05 0.05 0.4 0.23 1.3 0.23

In the first two scenarios, the simulation is implemented with and without the effect of wind on

the frequency response characteristic and equivalent regulation constant to compare the differences

between them. Frequency deviation obtained from scenario 1 and 2 with different wind penetration

levels are shown in Figures 2.8, 2.10, 2.12 and 2.16. The rate of change of frequency (ROCOF)

is presented in Fig. 2.9, Fig. 2.11, Fig. 2.13 and Fig. 2.17. Also, the power flows in the tie lines

and the ACE in scenario 2 are illustrated in Fig. 2.14, Fig. 2.15 and Fig. 2.18, Fig. 2.19. The

frequency deviations obtained from the third scenario are shown in Figures 2.20 and 2.21.

From the simulation results, several observations can be made:

1. The more wind power is integrated into the system, the larger the frequency deviation that

occurs in case of disturbance. The reason is that when a greater amount of wind power
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Figure 2.7: Simulation model of a control area including a gas turbine and a non-reheat turbine.

Figure 2.8: Scenario 1: Frequency deviations in the stand-alone control area 1 without considering
the effect of wind on β and R.

substitutes conventional generators, a larger reduction in total system inertia and a higher

increase in equivalent regulation constant occur. This leads to a deeper decrease in area

frequency response characteristic. As a result, frequency deviates farther from the scheduled

value. This is evident in Fig. 2.10 and Fig. 2.16: the largest frequency deviation increases

from 0.14 Hz to 0.32 Hz (in the first scenario) and from 0.075 Hz to 0.125 Hz (in the second

scenario) while inertia reduction augments from 0% to 60%. It is also obvious that if the

effect of wind on frequency response characteristic and equivalent regulation constant is

taken into account, frequency deviation gets worse value. From Fig. 2.8 to Fig. 2.16, these

values fall into the range 0.14 to 0.32 Hz (in the first scenario) and 0.075 to 0.125 Hz (in

the second scenario) instead of 0.14 to 0.22 Hz (in the first scenario) and 0.075 to 0.115 (in

the second scenario) if these effects are not considered. In addition to the farther variation
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Figure 2.9: Scenario 1: ROCOF in the stand-alone control area 1 without considering the effect of
wind on β and R.

Figure 2.10: Scenario 1: Frequency deviations in the stand-alone control area 1 considering the
effect of wind on β and R.

Figure 2.11: Scenario 1: ROCOF in the stand-alone control area 1 considering the effect of wind
on β and R.
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Figure 2.12: Scenario 2: Frequency deviations of area 1 in an interconnected system without
considering the effect of wind on β and R.

Figure 2.13: Scenario 2: ROCOF of area 1 in an interconnected system without considering the
effect of wind on β and R.

Figure 2.14: Scenario 2: The tie-line power flow of area 1 in an interconnected system without
considering the effect of wind on β and R.
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Figure 2.15: Scenario 2: Area control error of area 1 in the interconnected system without consid-
ering the effect of wind on β and R.

Figure 2.16: Scenario 2: Frequency deviations of area 1 in an interconnected system considering
the effect of wind on β and R.

Figure 2.17: Scenario 2: ROCOF of area 1 in an interconnected system considering the effect of
wind on β and R.
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Figure 2.18: Scenario 2: The tie-line power flow of area 1 in an interconnected system considering
the effect of wind on β and R.

Figure 2.19: Scenario 2: Area control error of area 1 in the interconnected system considering the
effect of wind on β and R.

Figure 2.20: Scenario 3: Frequency deviations in the stand-alone control area considering the
effect of gas turbine with 10% inertia reduction.
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Figure 2.21: Scenario 3: Frequency deviations in the stand-alone control area considering the
effect of gas turbine with 30% inertia reduction.

in the frequency, the rate of change of frequency as shown in Fig. 2.9, Fig. 2.11, Fig. 2.13

and Fig. 2.17 proves that the duration of frequency recovery has been extended due to the

effect (the derivatives of frequency with respect to time change more slowly). Besides, the

more wind power is integrated, the lower the ROCOF is. These changes can cause serious

consequences if the system employs protective df/dt relays.

2. In an interconnected system, control areas are able to assist each other when the system is

subject to disturbances. In simulation results, assistance from area 2 to area 1 has prevented

frequency deviation from growing up. Frequency deviation is much smaller in the second

scenario (0.075 to 0.125 Hz falling range) compared to the first scenario (0.14 to 0.32 Hz)

as shown in Figures 2.10 and 2.16. For this reason, it is recommended that control areas

collaborate to get the most benefit when wind generation is integrated into power system.

3. Following the increase of penetration levels, the tie-line power flow and the area control error

get larger absolute values and longer time to recede as shown in Fig. 2.14, Fig. 2.15, Fig.

2.18 and Fig. 2.19. These are negative consequences due to the effect of wind power on β

and on frequency which have been discussed in the foregoing section.

4. From the first two scenarios, by combining the mathematical model, the maximum pre-
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dictable load disturbance, frequency stability standard, and simulation results, it is possible

to estimate the penetration limit of wind generation into the main grid. This idea is illus-

trated in the simulation that has been presented: if the safe range of frequency deviation

is ±0.2 Hz [46], and if maximum predicted load disturbance is 0.04 pu, the penetration of

wind power in a stand-alone control area should not be higher than the level that creates

30% reduction in inertia. This level can be higher than 30% of total generator inertia in the

area if it has strong interconnections with neighboring control areas. However, planning and

operation processes should take the following into account.

(a) The effect of tie-line loading and congestion.

(b) The effect of inadvertent islanding.

(c) The proportion of inertia and regulating capability to the total system load.

5. Depending on the relationship between the ramp rate limits of two types of turbine, the gas

turbine shows different impacts on frequency deviation. This is shown in Figures 2.20 and

2.21. If the ramp rate limit of the gas turbine is high (0.062), the system with gas turbine

recovers faster. When this value decreases to 0.045, the system with gas turbine recovers

slower. In the first case, the gas turbine benefits the frequency recovering speed clearly.

However, the gas turbine makes the frequency nadir worse in both cases. This is consistent

with the results reported in [48–50]. It is clear that while gas turbines benefit systems with

wind generation through ramping capability, they are generally detrimental to frequency

regulation.

2.4 Conclusion

In this chapter, the effect of wind power on load frequency control has been presented and exam-

ined at different penetration levels. The mathematical model and simulation results indicate that

wind power leads to reduction in not only the overall system inertia but also frequency response
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characteristic due to an increase of regulation constant. As a consequence, the frequency devia-

tion, the tie-line power flow and the area control error increase. This contribution of this research

addresses a factor that is often overlooked when investigating load frequency control in the pres-

ence of wind generation. The analysis also provides guidelines toward estimating the allowable

level of wind generation based on the configuration of system, maximum load disturbance and safe

range of frequency excursion. The analyses presented here provide important information to the

grid operator when considering wind power integration while ensuring the system stability. In the

illustrations reported here, the control areas include gas turbine, reheat and non-reheat turbines. It

is not difficult to extend this approach to include hydraulic turbine to more appropriately model the

frequency response.
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Chapter 3

Estimation of Penetration Limit of Wind

Power Based on Frequency Deviation

3.1 Introduction

Over the last decade, regulatory, environmental, and technological forces have brought about a

dramatic increase in the deployment of variable energy resources (VER) world-wide. As the costs

associated with VER continues to decrease, VER is becoming both economically and environ-

mentally competitive with conventional energy sources. VER has advantages of abundant supply,

on-site generation and no greenhouse gases. Consequently, VER is considered by many to be a

very promising source of energy in the future; some even estimate that VER penetration in the US

will reach 40% by 2030 [3]. However, despite these advantages, the integration of most variable

energy resources involves significant challenges, particularly on account of their variability and the

fact that most of them possess little or no effective rotational inertia.

To ensure the stability and reliability of the power system, the balance between the demand and

supply must be maintained. This balance is implemented through load frequency control (LFC).

The content of this chapter has been reproduced with permission from Nga Nguyen, Saleh Almasabi and Joydeep
Mitra, Estimation of Penetration Limit of Variable Resources Based on Frequency Deviation, North American Power
Symposium 47th, IEEE, pp. 1–6, Oct. 2015.
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However, with high levels of VER, this objective becomes more difficult due to the inability to

handle the fluctuations of both demand and supply. Moreover, the replacement of conventional

generators with VER decreases the inertia of the system and increases the equivalent regulation

constant, causing a higher variance in frequency. Accordingly, the high frequency deviation could

trigger the under-frequency load shedding and protective df/dt relay. Hence, the maximum fre-

quency deviation (frequency nadir point) plays an important role in defining system stability and

reliability. In normal operation, the quality of power supplied must satisfy several conditions as

required by the balancing authority. One of these conditions is the limit of frequency deviation or

security constraint. To keep the frequency deviation in a safe limit, the penetration level of VER

must be restricted.

To define the maximum penetration of VER, some previous works proposed ideas based on the

stability power quality criteria: system minimum reserve requirement, the network congestions,

voltage stability, system capacity, frequency stability, thermal violations [23, 51–58], transient

stability limit and frequency security constraint [21, 59–62], harmonic limit considerations [63],

wind-thermal coordination scheduling [64]. However, none of them provide a general mathemati-

cal formulation to estimate the maximum penetration level of VER for a multi-machine system. To

further improve the previous work, this chapter presents a mathematical formulation for the maxi-

mum penetration of VER based on the frequency deviation limit. A mathematical model to define

the maximum frequency deviation in the presence of VER is developed. Approximation based on

sensitivity analysis is then used to estimate the change of frequency nadir due to the change of

VER penetration. From the approximation results, the VER integration limit will be defined based

on the frequency security.

The remainder of this chapter is organized as follows. Section 3.2 explains the mathematical

model of the load frequency control and maximum frequency deviation. The maximum frequency

deviation in the presence of VER and the formulation of maximum penetration of VER based on

frequency security are included in Section 3.3. The calculation and simulation results, as well as

the comparison and conclusion, are covered in Sections 3.4 and 3.5, respectively.
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3.2 Load Frequency Control of Multi-machine System

3.2.1 Load Frequency Control

During normal operation, the balance between the power supplied and consumed is maintained

by load frequency control (LFC). When there is a mismatch between load and generation, the fre-

quency of the system experiences a disturbance. LFC restores the system frequency to its nominal

value via four stages [64]: inertial, primary, secondary and tertiary response. In the first stage, load

and other damping mechanisms restrain the deviation of frequency in the first few seconds after

the disturbance. In the second stage, governor action prevents frequency from further deviation by

changing the prime mover input. These two stages are attributed to the maximum frequency de-

viation and part of the frequency recovery duration. The third stage employs reserves to bring the

frequency back to its nominal value by the Automatic Generation Control (AGC) and the last stage

reschedules system reserves to prepare for the future mismatch. Since the scope of this chapter is

frequency security, which is related to maximum frequency deviation, the first two stages will be

the main interest.

3.2.2 The Mathematical Model of Frequency Deviation and Nadir Point for

the Multi-machine System

To analyze the effects of VER on frequency nadir, it is necessary to understand the mathematical

model of the system frequency. Fig. 3.1 is the model of LFC for the multi-machine system pro-

posed in [25, 65]. This model is derived based on the sensitivity of the frequency deviation to the

governor parameters for the low-order LFC model proposed in [66] using linear curve-fitting. The

sensitivity of the maximum frequency deviation to governor parameters in [25] is shown in Table

3.1 and will be used later in this chapter.

The sensitivity results show that the frequency nadir is highly sensitive to regulation constant

R and fraction of total power generated by the HP turbine FH . Conversely, the sensitivity of

frequency nadir to the governor time constant TR, inertia H and load damping D is low. However,
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Figure 3.1: Multi-machine LFC model

Table 3.1: Sensitivity of frequency nadir to governor parameters

Parameters K TR H FH D R

Min 0.8 4 3 0.1 0 0.03
Max 1.2 11 9 0.35 2 0.08

Sensitivity 0.49 -0.01 0.03 1.35 0.05 -9.14

the time of frequency nadir is strongly sensitive to inertia. From these results, it is assumed in [25]

that all of the values of governor time constant for the system governors are identical without losing

sufficient accuracy.

Using LFC for the multi-machine system model and assuming that load disturbance is a step

function, the frequency deviation can be shown in following equation [25]:

∆f =

∆PL
s

D + 2Hs+
∑m
i=1

Ki(1+FiTRs)
Ri(1+TRs)

(3.1)

With identical values of TR for all the system governors, equation (3.1) can be written as [25]:

∆f =
∆PL

2HTRs

1 + TRs

s2 + 2ζωns+ ω2
n

(3.2)

31



where

ωn =

√
1

2HT
(D +RT ) (3.3)

ζ =
1

2

2H + TR(D + FT )√
2HTR(D +RT )

(3.4)

FT =
m∑
i=1

KiFi
Ri

(3.5)

RT =
m∑
i=1

Ki
Ri

(3.6)

From equation (3.2), the frequency deviation can be expressed as a combination of two terms:

∆f =
∆PL

2HTRs

1

s2 + 2ζωns+ ω2
n

+
∆PL

2H(s2 + 2ζωns+ ω2
n)

(3.7)

Taking the inverse Laplace transform, the time-domain of frequency deviation can be given as:

∆f =
∆PL

2HTRω
2
n

(1− 1√
1− ζ2

e−ζωnt cos(ωn

√
1− ζ2t− φ))

+
∆PL

2Hωn

√
1− ζ2

e−ζωnt sin(ωn

√
1− ζ2t) (3.8)

where

φ = tan−1(
ζ√

1− ζ2
) (3.9)

At the frequency nadir, the derivative of frequency deviation equals zero. Hence, the time of

frequency nadir and frequency nadir can be derived as [25]:

tmax =
1

ωn

√
1− ζ2

tan−1(
ωn

√
1− ζ2

ζωn − 1/T
) (3.10)

∆fmax =
∆P

RT +D
(1 + e−ζωntmax

√
TR(RT − FT )

2H
) (3.11)
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From above analysis, the equation of maximum penetration of VER is constructed in the following

section.

3.3 The Limit of VER Penetration based on Frequency Secu-

rity

As indicated in equation (3.11), frequency nadir is a function of inertia and the equivalent reg-

ulation constant, which is changed in the presence of VER. In the presence of VER, the system

inertia decreases and the equivalent regulation constant increases. Assuming that the reduction in

the system inertia when VER replaces the conventional generators is αconv , the inertia that VER

contributes to the system is αV ER (which can be derived from the output of VER [43]), the new

values of system inertia and equivalent regulation constant can be expressed by:

Hnew = Hold(1− αconv + αV ER) = αHold (3.12)

Rnew = Rold/(1− αconv + αV ER) = Rold/α (3.13)

The new values of H and R are applied to equation (3.11) to get the new value of frequency nadir

in the presence of VER:

∆fmax =
∆P

αRT +D
(1 + e−ζ

newωnewn tnewmax

√
T (RT − FT )

2H
) (3.14)

where

FnewT =
m∑
i=1

n
KiFi
Ri

= αFT (3.15)

RnewT =
m∑
i=1

α
Ki
Ri

= αRT (3.16)
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ωnewn =

√
1

2αHTR
(D + αRT ) (3.17)

ζnew =
1

2

2αH + TR(D + αFT )√
2αHTR(D + αRT )

(3.18)

To ensure system security, the maximum frequency deviation should not pass the safe limit:

∆fmax ≤ ∆fs (3.19)

With a fixed system configuration, ∆fmax is a function of only two variables α and ∆PL.

However, it is too complicated to withdraw the allowable maximum changing level of inertia

(which shows penetration level of VER) directly based on security condition in equation (3.19).

Hence, to examine the change of frequency nadir due to the change in penetration of VER, the

approximation technique based on sensitivity analysis is utilized. Let’s consider two cases:

Case 1: The load damping equals zero:

When D = 0, the new values of wn and ζ in the presence of VER can be shown as:

ωnewn =

√
1

2αHTR
(αRT ) =

√
RT

2HTR
(3.20)

ζnew =
1

2

2αH + αTRFT√
2αHTRαRT )

=
1

2

2H + TRFT√
2HTRRT

(3.21)

As can be seen from equations (3.20) and (3.21), values of ωnewn and ζnew do not change follow-

ing the change of n and they keep the same values as those without VER. Therefore, the time at

frequency nadir tmax does not change with α. This makes the change in frequency nadir depend

only on the variables n and ∆PL in the fraction
∆PL

αRT+D . Accordingly, the limit of n can be

inferred from the frequency deviation limit ∆fs:

αmax =
∆PL

∆fsRT
(1 + e−ζ

newωnewn tnewmax

√
TR(RT − FT )

2H
) (3.22)

Case 2: The load damping is different from zero:
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Although D is different from zero, the value of D is often much smaller than RT and FT when

consider equations (3.17) and (3.18). It means that the values of ωnewn and ζnew do not have

notable change when changing D. Also, as can be seen from the sensitivity analysis in Table 3.1,

the sensitivity of maximum frequency deviation to D (0.05) is much less than that to R (-9.14)

and FH (1.35). Hence, it is possible to ignore load damping without losing significant accuracy.

This approximation is more reasonable when consider the exponential term in equation (3.14).

Due to the disposition of this exponential function (e−x), its maximum value is 1 and the function

approaches zero when the exponential variable x increases. The change in load damping does not

have a remarkable impact on the exponential term. Therefore, it is reasonable to approximate the

values of ωnewn and ζnew and the limit αmax as the case when D equals zero as in equations

(3.20), (3.21), and (3.22).

Based on the above theoretical examination, the calculation of the approximation technique

and the simulation model of the system are implemented in the following section in order to verify

the proposed idea. The results of the simulation are then compared with the results from the

approximation technique to evaluate the effectiveness of the method.

3.4 Results from Simulation and Model Approximation

In this section, two test systems - six-bus and IEEE 118-bus are utilized to show the application of

the proposed method. The approximation and simulation are implemented to compare the results.

The change in VER penetration is expressed by changing the variable α. The disturbance is pre-

sented by an increase of load. Assuming that the safe limit of frequency deviation is±0.1 Hz [46].

The variable α is reduced by a step size of 0.01 and the application only considers the maximum

reduction of 70% (α = 0.7) due to reality. Matlab is used as the simulation environment.
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3.4.1 Six-bus test system

The six-bus test system is shown in Fig. 3.2 [67]. The system has 3 conventional generators

and 2 VER generators. VER generators are installed at buses 4 and 5. The dynamic data of the

system is given in Table 3.2 [25]. The load damping value is assumed a value of 0.5. The load

disturbance is a step function u = 2. The calculation results for VER penetration limit based on the

approximation technique and those based on simulation with different levels of VER penetration

are shown in Fig. 3.3. The error of the proposed method compared to the simulation results is

shown in Fig. 3.4.

1

G1 2

3

54 6

G2

G3

L1

L2 L3W1 W2

Figure 3.2: Six-bus test system

Table 3.2: Dynamic parameters for six-bus test system

Gen. No. K TR H FH R

1 0.9 8 7 0.15 0.04
2 0.95 7 5.5 0.35 0.03
3 0.98 9 3.5 0.25 0.03

W1 - - 0.5 - -
W2 - - 0.5 - -

3.4.2 IEEE 118-bus test system

The IEEE 118-bus test system includes 54 conventional generators and 3 VER generators. The

dynamic data of the system is chosen by random numbers within appropriate ranges. The load
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Figure 3.3: Approximation and simulation results of ∆fmax with the change of system inertia for
6-bus test system

30 40 50 60 70 80 90 100
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
x 10

−3

System inertia (%)

E
rr

or
 (

H
z)

Figure 3.4: Error of the approximation results of ∆fmax with the change of system inertia for
6-bus test system
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damping value is assumed a value of 2. The load disturbance is a step function u = 35. The

calculation results for VER penetration limit based on the approximation technique and those based

on simulation with different levels of VER penetration are shown in Fig. 3.5. The error of the

proposed method is shown in Fig. 3.6.
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Figure 3.5: Approximation and simulation results of ∆fmax with the change of system inertia for
118-bus test system

From the results, a few observations can be made:

1. From the frequency nadir results for two test systems, it can be seen that the results of the

proposed method are close to the results obtained from the simulation, which are shown

in Fig. 3.3 and Fig. 3.5. The error of the approximation and simulation shown in Fig.

3.4 and Fig. 3.6 is relatively small. Although the results are approximated, the calculation

and simulation shows that the results are reliable. This confirms the effectiveness of the

approximation used in the proposed method.

2. As can be seen in figures 3.3, 3.4, 3.5, and 3.6, when the inertia decreases (the VER pen-

etration level increases), the error increases. The reason for this is when VER penetration
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Figure 3.6: Error of the approximation results of ∆fmax with the change of system inertia for
118-bus test system

increases, the regulation constant increases which reduces RT and FT . When RT and FT

decrease, the domination of them to load damping factor decreases, which in turn increases

the error.

3. The simulation results for the 6-bus test system show that if the maximum load disturbance

of the system is 2 MW, the maximum system inertia reduction which ensures frequency

security is 37% while the approximation gives the results of 36%. The error in this case is

small (1%) and the accuracy of the proposed method is acceptable.

4. The simulation results for the IEEE 118-bus test system show that if the maximum load

disturbance of the system is 35 MW, the maximum system inertia reduction which ensures

frequency security is 27% while the approximation also gives the results of 27%. The error

in this case is very small (≈ 0.025%) compared to the 6-bus test system due to the high

number of conventional generations (which increases system inertia H and constant RT ).
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5. From the inertia reduction and maximum load disturbance, it is possible to determine the

maximum penetration level of VER. Although the proposed method provides conservative

results, it still has a relatively high accuracy with the advantage of fast calculation. Unlike the

previous methods in the literature, this method has advantage of avoiding the linearization.

The maximum penetration level of VER obtained from the security criterion should be combined

with other criteria such as voltage stability, thermal limit, network congestion, fault-ride through

capability, etc. to determine the final penetration level of VER while ensuring the safe operation of

the system. Supporting technologies such as energy storage can enable more VER to be integrated

into the grid.

3.5 Conclusion

This chapter presents the approximation method to estimate the maximum penetration level of

variable energy resources to the power system based on the system frequency security criterion.

Although the method does not provide completely precise results, the approximated results are

relatively close to the simulation results with a small error. This method is helpful in providing

a fast technique for system operators to decide the maximum penetration level of VER, which is

useful in generation dispatch. The proposed method’s validity has been investigated and supported

with a detailed mathematical analysis and simulation. Approximation and simulation results con-

firm the proposed model’s effectiveness. The prediction of the maximum load disturbance and the

total inertia that VER can provide to the grid based on its output should be examined carefully to

increase the effectiveness of the proposed method.
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Chapter 4

Reliability of Wind Generation Considering

the Impacts of Uncertainty and Low Inertia

4.1 Introduction

Modeling of wind generation in power system reliability has been amply addressed in previous

works, using both analytical and state sampling methods. In [68–70], the probabilistic models for

wind power and their use in reliability studies of wind-integrated systems were investigated. In

prior work, detailed probabilistic models of wind farms or wind turbines have been developed,

which have considered different wind regimes, spatial wind speed correlation, wake effects [71–

73], the correlation between turbine outputs [74, 75], and a large number of wind turbines [76].

A method to determine the equivalent capacity of a wind farm using Monte Carlo simulation is

presented in [77]. State sampling has also been used to evaluate the reliability indexes of a wind

farm [78,79], and of the integrated system [80,81]. Transmission constraints have also been taken

into account when evaluating the reliability of a system with large-scale wind power [82].

However, the research reported in the literature does not simultaneously capture the effects

The content of this chapter has been reproduced with permission from Nga Nguyen and Joydeep Mitra, Reliability
of Power System with High Wind Penetration under Frequency Stability Constraint, IEEE Transactions on Power
System, May 2017.
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of intermittency and low inertia on system reliability. As a variable and low inertia source of

power, wind generation causes technical challenges such as the generation reserve requirement

[83], frequency deviation [84, 85], transmission violation [12, 86] and voltage instability [87, 88].

The reduction in frequency response due to the increase of variable generation has been reported

by the North American Electric Reliability Corporation (NERC), Electric Reliability Council of

Texas (ERCOT) and Western Interconnect (WECC) [5,7,8]. These challenges limit the penetration

level of wind generation. Only as much wind power should be injected as can be tolerated by the

system while preserving stability. Therefore, the availability of wind generation in power system

reliability modeling must be evaluated considering stability requirements.

The work presented in this chapter extends the prior art by adding the following contributions:

(i) it proposes an improved reliability modeling of wind generation which considers the impacts

of wind intermittence and low inertia; (ii) it presents a direct, analytical method, based on discrete

convolution, to evaluate the system reliability in the presence of wind generation.

Due to the system stability requirement, the traditional reliability model of wind farms is mod-

ified. The improved reliability model is developed based on the following two criteria:

• The wind generators are required to operate below their available output power to ensure

that they have the ability to provide reserve for frequency regulation [89, 90].

• Wind generation has low inertia, which negatively affects the stability of the system [43,84].

Therefore, wind penetration is limited to ensure system frequency stability.

Since all of the available output power of wind generation cannot be accepted by the system, the

reliability of the grid is affected.

The proposed approach is tested on the modified IEEE-RTS 79 system. The reliability in-

dexes are calculated with and without the frequency stability constraint. The results show how the

inclusion of the stability constraint impacts the system reliability.

The remainder of this chapter is organized as follows. Section 4.2 explains the reliability model

of a wind farm with impacts of the intermittence and low inertia characteristics of wind generation.
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The discrete convolution model for evaluating the reliability of power system with wind farms

is also included. Simulation results that compare the models with and without considering the

effects of wind intermittence and low inertia are presented in section 4.3. In this section, some

observations are also included to clarify the salient aspects of the contribution. Finally, section 4.4

provides some concluding remarks on the work presented.

4.2 Reliability of the Integrated System Considering the Im-

pacts of Intermittence and Low Inertia

The integrated system is modeled as a combination of multiple conventional generators and wind

farms. The reliability of an integrated system is evaluated using the following 3 steps:

• Calculating the individual probabilities and frequency of all power outage states for each

wind farm.

• Modeling the impacts of intermittence and low inertia of wind generation on the system

frequency stability to modify the reliability indexes of wind farms.

• Calculating the reliability of the integrated system using discrete convolution under the sta-

bility constraints.

The details of each step are presented below.

4.2.1 Modeling of Wind Farm

4.2.1.1 Modeling of wind speed

To estimate the system reliability, wind speed is approximated by the discrete Markov process

(Markov chains) with a finite number of states [71, 73]. An exemplar of wind speed model with

n states is shown in Fig. 4.1. This model reflects the probability, the frequency and the duration

attributes of wind speed. It is assumed that the wind speed is statistically stationary. The transitions
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between wind speed states and wind turbine states are independent and the transitions between all

states are considered. To estimate the wind model parameters, the exponential distribution or the

sample adjustment can be used [71]. In this project, a realization or a sample path of the wind

speed is used to estimate the probability, the frequency and transition rate of each wind state.

Since the total number of samples is very large (long realization), the probability can be estimated

as follows [71]:

pc,i =

∑N
j=1 nij∑N

k=1
∑N
j=1 nkj

(4.1)

where pc,i is the probability of wind being in state i, nij is the number of transitions from state i

to state j, and N is the number of states.

The transition rate between any two states is calculated based on frequency balance between

them as follows [71]:

ρi,j =
Nij

Di
(4.2)

where Nij is the number of transitions from state i to state j and Di is the duration of state i.
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Figure 4.1: Wind speed model with n states.

4.2.1.2 Modeling of wind turbine output

The output power of a wind turbine depends on two factors: wind speed and turbine availability.

The non-linear relationship between wind power output and wind speed is shown in Fig. 4.2 and

equation (4.3) [91].
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Figure 4.2: Wind power output and wind speed relationship.

Pw =



0 0 ≤ V ≤ Vci

(A+B × V + C × V 2)Pr Vci < V ≤ Vr

Pr Vr < V ≤ Vco

0 Vco < V

(4.3)

where Vci, Vco, Vr, Pr are the cut-in, cut-out, rated speed, and rated power of the wind turbine,

respectively. The constants A, B, and C are as follows [75]:

A =
1

(Vci − Vr)2
[Vci(Vci + Vr)− 4(VciVr)

(Vci + Vr)3

2Vr
]

B =
1

(Vci − Vr)2
[4(Vci + Vr)

(Vci + Vr)3

2Vr
− (3Vci + Vr)]

C =
1

(Vci − Vr)2
[2− 4

(Vci + Vr)3

2Vr
]

4.2.1.3 Modeling of wind farm capacity outage

The model of wind farm output is the combination of wind speed model and wind turbine model.

In the wind turbine model, the wind turbine availability is represented by a binary state component

(the turbine is in service or out of service) which is similar to the conventional generators. While

considering the wind farm output model, some assumptions have been made:
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• All the turbines in a wind farm are approximately subject to the same wind speed. Because

of the consistent behavior of wind turbines with the wind speed variation on the entire wind

farm, similar wind turbines have similar outputs with some deviation [92] and their average

outputs are approximately equal.

• All the turbines have the same failure rate λt and repair rate µt.

• All the states with the same output power are combined into one state.

As discrete convolution will be used later to calculate reliability of the integrated system, the model

of wind farm output only considers the individual probability for each outage power state of the

wind farm and its frequency to the lower outage capacity states. Also, all the transitions among

wind states are considered, which is more appropriate than the birth and death Markov chain.

This method is more convenient than previous methods as this method reduces the computational

burden of calculating the transition frequencies of states to higher outage capacity states, since

the required frequencies can be obtained just by considering transitions to lower outage capacity

states. The model of wind farm outage is shown in matrix form in Fig. 4.3. In this figure, the

capacity outage corresponding to each state is shown; these will be duly used in performing the

discrete convolution. It should be noted that only the transitions from one state to other states with

lower capacity outages are shown. The reason is that only these transitions are necessary when

calculating the individual probability and frequency of wind farm states to other states with lower

capacity outages.

In Fig. 4.3, m is number of wind turbines, Gj is the output of a single turbine at wind state j,

and the transitions between non-adjacent states are not shown for the sake of clarity.

The capacity outage of each state can be represented as:

Ci,j = mGN − (m− i+ 1)Gj (4.4)
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Figure 4.3: State transition diagram for wind farm (transitions between non-adjacent states are not
shown in order to reduce clutter).

The individual probability of each outage state in Fig. 4.3 is calculated as follows:

pi,j = ptb,ipc,j (4.5)

where ptb,i is the probability of all wind turbines at state (i, j) and is calculated as follows:

ptb,i = Cm−i+1
m pm−i+1

u pi−1
d

(4.6)

where pu and pd are the probabilities of a wind turbine being up and down, respectively. Cm−i+1
m

is the combination of m turbines taken m− i+ 1 at a time.

The individual jumping frequency to the lower capacity outage states of each outage state in

Fig. 4.3 is calculated as follows:

fi,j = pi,j

∑
ρ+
i,j (4.7)

where ρ+
i,j is the transition rate of state (i, j) to other states with lower capacity outages.
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After grouping all states with the same capacity outages into one state, the probability of a

capacity outage X and its frequency to the lower outage capacity is calculated as follows:

Pr(X) =
∑
i,j

pi,j(X) (4.8)

β+(X) =

∑
i,j fi,j(X)

Pr(X)
(4.9)

If the impact of wind intermittence and low inertia is not considered, the results of wind farm

probability and frequency can be used to combine with conventional generators to estimate the reli-

ability of the system. However, this method is only appropriate when the level of wind penetration

is low. When wind integration is high, the frequency stability of the system is negatively affected.

Hence, it is necessary to consider the impact of wind intermittence and low inertia to ensure the

system stability while system reliability is calculated.

4.2.2 Modeling the Impact of Wind Intermittence and Low Inertia

Due to its well-known uncertainty characteristics, wind power causes problems in maintaining the

system frequency. In the presence of wind, the frequency disturbance gets worse in both density

and magnitude. As required by power system standards, the frequency deviation must remain

within the safe limits. To ensure the frequency security, several methods have been proposed.

As described in [89, 90], the reserve requirement is mandatory for the wind turbine to support

frequency regulation. The wind generators have to operate below their available output power

to ensure that they have the ability to provide reserve for frequency regulation. The reserve re-

quirement is implemented in wind generators by Delta control. The idea behind this control is to

maintain a certain amount of power reserve so that the wind generators have the ability to respond

and alter their outputs quickly both with positive and negative power ramps. As a result, the total

available wind power might not be absorbed completely into the system. Because of the reserve

requirement, the contribution of wind power to the reliability of the system reduces due to the
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decrease in injected wind power.

Besides the uncertainty, one of the drawbacks of wind is that wind turbines have very low

inertia compared to that of conventional generators. This property of wind also introduces negative

effects on the frequency regulation when wind generators replace conventional generators—larger

frequency deviation and longer restoration time [43]. These negative effects become more adverse

if the penetration of wind power increases [7, 8]. Due to the negative effect of wind on system

frequency, the amount of wind that can be injected into the system is limited to ensure system

stability.

The method to estimate the penetration limit of wind power has been presented in chapter 3.

The most two important equations are repeated here for convenience.

The equation of maximum frequency deviation in the presence of VER is shown as follows:

∆fmax =
∆P

nRT +D
(1 + e−ζ

newωnewn tnewmax

√
T (RT − FT )

2H
) (4.10)

To ensure system security, the maximum frequency deviation should not pass the safe limit:

∆fmax ≤ ∆fs (4.11)

The limit of inertia reduction is as follows:

αmax =
∆PL

∆fsRT
(1 + e−ζωntmax

√
TR(RT − FT )

2H
) (4.12)

Based on the limit of inertia reduction, the maximum amount of wind integrated into the system

is defined.

Previous work evaluating the reliability of a power system in the presence of wind considers

all of the available wind output in the reliability model. However, in view of the two problems

mentioned before that affect the amount of integrated wind power, the traditional reliability model

of the system with wind power should be re-evaluated. The real amount of wind power injected
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into the system is lower than the available wind output, which means that the reliability of the

system is negatively affected.

4.2.3 Capacity Outage Probability and Frequency Table

While combining the wind turbine model with the wind speed model, wind generation is treated

as a generator with multiple derated states. The Unit Addition Algorithm with discrete convolu-

tion is utilized to build a Capacity Outage Probability and Frequency Table (COPAFT) [93]. The

COPAFT of the integrated system which includes conventional generators and wind generators is

built as follows:

4.2.3.1 Build COPAFT for all conventional generators

Each conventional generator is modeled as a two-state unit. The cumulative probability of a ca-

pacity outage stage of X MW after adding a unit of capacity C MW is as follows [93]:

P (X) =
2∑
i=1

P ′(X − Ci)pcv,i (4.13)

where P (X) is the “new” cumulative probability of the capacity outage state X MW and P ′(X −

Ci) is the “old” cumulative probability of the capacity outage state X − Ci MW. If X ≤ Ci then

P ′(X−Ci) = 1. pcv,i is the individual probability of the conventional generator with the capacity

outage Ci.

The cumulative frequency F (X) for a forced outage of X MW is given as follows [93]:

F (X) =
2∑
i=1

F ′(X − Ci)pcv,i + (P ′(X − C2)− P ′(X))pcv,2µcv (4.14)

where µcv is the repair rate of conventional generator. If X ≤ Ci then F ′(X − Ci) = 0
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4.2.3.2 Including wind farms

As mentioned in the previous section, wind farms are modeled as multi-state generators. Each

capacity outage level is associated with a probability and frequencies of transitions to higher or

lower outage levels; however in this analysis we consider only the transitions to lower outage

levels for frequency calculation, since the system is considered to be frequency balanced.

The cumulative probability and frequency of the capacity outage state X MW is calculated as

follows:

P (X) =
N∑
i=1

P ′(X − Cw,i)Pr,i (4.15)

F (X) =
N∑
i=1

F ′(X − Cw,i)Pr,i +
N−1∑
i=1

(P ′(X − Cw,i+1)− P ′(X − Cw,i))Pr,i+1β
+
i+1

+ (P ′(X − Cw,N )− P ′(X − Cw,1))Pr,Nβ
+
N

(4.16)

As can be seen from equations (4.15) and (4.16), the equations (4.13) and (4.14) are special cases

of equations (4.15) and (4.16) with N = 2. This means that the conventional generator can be

regarded as a special case of a multi-state unit where the number of states equals 2.

The probability calculations are easy to understand. The frequency calculations may be un-

derstood as follows. Consider adding a two-state unit of capacity C to an existing COPAFT with

states x1, x2, · · · . Fig. 4.4 shows the states created as a result of adding the two-state unit.

The first column shows the outage states prior to the addition of the new unit, and the second

column shows the new outage states created. The set of states inside the polygon is described by

{CO ≥ xi}. In the steady state, the frequency of encountering the set is equal to the frequency of

exiting the set [93]. This frequency can therefore be computed as:

F (CO ≥ xi) = FiPr,1 + FjPr,2 + (Pj − Pi)f12 (4.17)

where the first two terms result from the changes in states of units other than the unit being added,

while the last term results from a change in the state of the unit being added.
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Figure 4.4: State frequency diagram for a two-state unit.

When this concept is extended to the addition of wind farms as multi-state units, the state

frequency diagram assumes the form shown in Fig. 4.5, and the general form shown in (4.16) is

used to calculate cumulative frequencies.

From above analysis, the COPAFT of the integrated system is constructed to estimate system

reliability.

4.3 Results and Discussion

The proposed approach is tested on the modified IEEE-RTS system with 43 identical wind farms.

The original system includes 32 conventional generators with a total capacity of 3405 MW. The

modified IEEE-RTS system has 26 conventional generators and 43 identical wind farms. Each

wind farm has 10 wind turbines, each with 8 MW rated power. The data for IEEE-RTS system

can be found in [94]. The inertia data of IEEE-RTS system is shown in Table 4.1 [94]. The

reliability of the system is evaluated for two cases: i) considering and ii) neglecting the impacts

of wind intermittence and low inertia. The total rated power of the wind turbines is 3440 MW.

This wind generation replaces six conventional generators with a total capacity of 860 MW. The

replaced conventional generators include four 76 MW coal generators at bus 1 and 2, one 155
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Figure 4.5: State frequency diagram for a multi-state unit.

MW coal generator at bus 15, and one 400 MW nuclear generator at bus 21. As wind generation

does not always operate at its rated power, the total rated wind generation is chosen so that the

amount of replaced conventional generation equals 25% of the total rated wind capacity. The wind

data is extracted from [95] which is provided by National Renewable Energy Laboratory (NREL).

Available data are collected over ten minutes periods. However, the data is clustered into one hour

periods. The wind turbines are considered with the mean time to failure and the mean time to

repair of 3600 hours and 150 hours, respectively. The cut-in, rated and cut-out speeds are 4, 12,

and 25 m/s, respectively.

Considering one-hour intervals, the annual wind speed is represented by eight states with a step

size equal to 1 m/s. This is because some of the states were combined together since they produce

identical power (states 1– 6 produce 0 MW and states 12 – 25 produce 8 MW). Therefore, each

wind turbine is treated as an eight-state unit. The transition rates among the eight states are shown

in Table 4.2.

Four scenarios will be investigated to show the effect of the intermittence and low inertia of
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Table 4.1: System inertia data

Unit group U12 U20 U50 U76 U100 U155 U197 U350 U400

Unit size (MW) 12 20 50 76 100 155 197 350 400
Inertia (MJ/MW) 0.34 0.56 1.75 2.28 2.80 4.65 5.52 10.5 20

Table 4.2: Transition rates between wind speed states

State 1 2 3 4 5 6 7 8
1 0.799 0.119 0.048 0.019 0.008 0.004 0.001 0.002
2 0.319 0.3 0.228 0.104 0.034 0.004 0.007 0.003
3 0.121 0.212 0.346 0.198 0.083 0.025 0.01 0.005
4 0.037 0.085 0.212 0.314 0.251 0.069 0.019 0.013
5 0.017 0.023 0.09 0.193 0.359 0.223 0.074 0.022
6 0.005 0.006 0.026 0.091 0.226 0.361 0.213 0.073
7 0.004 0.004 0.008 0.021 0.084 0.221 0.371 0.287
8 0.001 0.001 0.001 0.004 0.011 0.036 0.101 0.846

wind generation on system reliability:

Scenario 1: The effects of intermittence and low inertia of wind generation are not considered.

When the variability and inertia impacts are neglected, all the available wind output is inte-

grated into the grid. The capacity outage of a wind turbine for each wind state and its probability

are shown in Table 4.3. For simplicity, the output of wind turbine is approximated to the closest

integer. Based on the data provided in Table 4.2, 4.3 and applying the proposed method, the CO-

PAFT for a wind farm with 10 wind turbines is constructed and shown in Table 4.4. The reliability

indexes of the integrated system are calculated and shown in Table 4.5 for comparison with other

scenarios.

Scenario 2: In this case, the spinning reserve requirement is considered.

Considering the spinning reserve requirement, the wind generators have to operate at the lower

level of its available power output. Assuming that the spinning reserve requirement of wind gen-

eration is 15% of wind available output, the wind power that integrates into the system reduces.

As a result, the reliability of the system becomes worse. The comparison of available wind power

and real wind power that integrates into the system for 100 hours can be seen in Fig. 4.6. The
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capacity outage of a wind turbine for each wind state and its probability are shown in Table 4.3.

The COPAFT for a wind farm with reserve requirement is constructed and shown in Table 4.4. The

reliability indexes of the integrated system are calculated and shown in Table 4.5.
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Figure 4.6: Available wind output and integrated wind output for the scenarios.

Scenario 3: In this case, both the spinning reserve requirement and the limit of wind penetration

due to frequency security are considered.

Considering the impact of stochasticity and low inertia of wind on the frequency, the integrated

wind power must be limited. This limit is implemented by the constraint of reduction of inertia

as presented in the previous section. The dynamic parameters of the conventional generators are

chosen within appropriate ranges which are shown in Table 3.1 [25]. The inertia of each wind farm

is smaller than that of a conventional generator and can be chosen as 0.25 pu. The load damping

value of the system is assumed a value of 2. Load disturbance is simulated by a 0.1 pu step function.

The maximum frequency deviation is compared with the safe limit of frequency deviation ±0.1

Hz [46] to define how much wind generation should be integrated into the main grid. Applying the

data of the system dynamics to equation (4.12), the maximum reduction of inertia of the system

is found to be 18.2%. As the inertia of wind power is considered, the maximum penetration limit
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of wind generation is 2792 MW to ensure the system frequency security. Therefore, only 705

MW of conventional generation can be replaced. This condition is combined with the spinning

requirement of wind to give the real allowable integrated wind power. The comparison of available

wind power with real wind power that integrates into system, considering both spinning reserve

requirement and frequency security condition for 100 hours, can be seen in Fig. 4.6.

Scenario 4: In this case, large-scale energy storage is considered, to improve the reliability of

the wind-integrated system. With large wind penetration, the operation of the wind generation

and energy storage should be coordinated [96, 97]. The principle of this coordination is that the

surplus hourly wind power, which has not been integrated into the main grid due to system stability

requirement, will be stored. The work in this chapter will add to the method presented in [97] by

considering frequency stability as the system stability requirement. The improved coordination is

stated as follows.

If the available wind power is less than the wind integration limit, then the stored energy can be

used to supply the load. However, the stored energy can be discharged if the available wind power

is greater than the wind integration limit, and the power from conventional generation is less than

the difference between the load and the wind integrated limit. In other words, the wind generation,

the conventional generation, and the energy storage are all coordinated to meet the system demand.

Assuming that the integration limit of wind is Pli, the time series representing the energy storage

state is calculated as follows:

Et+1 =



Et + (Pw,t − Pli)×∆t Pw,t ≥ Pli and Pc,t ≥ PL − Pli

Et + (Pc,t − PL + Pli)×∆t Pw,t ≥ Pli and Pc,t < PL − Pli

Et + (Pw,t − Pli)×∆t Pw,t < Pli

Et otherwise

where Pw,t and Pc,t are total power generation of the wind farms and the conventional generators

at time t. The charging and discharging rate is considered linear using a 5-hour discharging period.
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The maximum energy by which the storage can charge and discharge in a time interval ∆t is

(Emax − Emin)/5 × ∆t where Emax and Emin are the maximum and minimum capacity of

the storage [97]. The minimum storage capacity is assumed to be 20% of the maximum capacity.

In this scenario, an energy storage system with maximum capacity of 30 MW each is installed

at each wind farm to improve the system reliability. Both the spinning reserve requirement and the

limit of wind penetration due to frequency security are included.

4.3.1 Results

The capacity outage of a wind turbine for each wind state and its probability are shown in Table

4.3. The COPAFT for a wind farm, considering the reserve requirement and the frequency security,

is constructed and shown in Table 4.4. The reliability indexes of the original IEEE-RTS system and

the augmented IEEE-RTS system considering the spinning reserve requirement, the limit of wind

penetration due to frequency security, and the energy storage are calculated and shown in Table 4.5.

It should be noticed that the capacity outages of three scenarios are different as shown in Table 4.4.

The reason for this difference is that due to the frequency stability, some states with the high level

of wind integration is removed (the system cannot absorb these high levels of wind generation and

maintain stability). Because spinning reserve requirement and the limit of wind penetration due to

frequency security are considered in both scenario 3 and 4, the results for scenario 3 in Table 4.4

will be utilized for scenario 4.

From the simulation results, it is clear that the operating conditions (spinning reserve require-

ment, frequency security) have a negative effect on the reliability of the integrated system. In the

presence of these conditions, all the reliability indexes deteriorate. When wind power replaces the

conventional generators, the Loss of Load Probability (LOLP) increases from 0.0012 to 0.002. The

LOLP gets worse when considering spinning reserve requirement (0.0055) and frequency security

(0.0084). As LOLP increases, the Loss of Load Expectation (LOLE = LOLP × 8760) also in-

creases (from 9.369 to 17.52, 48.18, and 73.584 hours/year (h/y)). Due to the integration of wind,

the Loss of Load Frequency (LOLF) increases from 2.016 failures/year (f/y) in the base case to
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Table 4.3: The capacity outages and probabilities of a wind turbine for the first three scenarios

Scenario 1 Scenario 2 Scenario 3

CO1 Pr,i CO2 Pr,i CO3 Pr,i

8 0.212 8 0.212 8 0.212

6.8945 0.08 7.1156 0.08 7.1156 0.08

6.0977 0.092 6.47816 0.092 6.47816 0.092

5.082 0.09 5.6656 0.09 5.6656 0.09

3.899 0.104 4.7192 0.104 4.7192 0.104

2.4794 0.096 3.58352 0.096 3.58352 0.096

0.8758 0.0882 2.30064 0.0882 2.45 0.326

0 0.2378 1.6 0.2378

9.636 f/y. In scenarios 2 and 3, LOLF is even worse with 26.28 and 37.668 f/y, respectively. A

similar situation occurs when investigating Expected Demand not Severed (EDNS) and Loss of

Energy Expectation (LOEE). EDNS increases from 0.1641 MW/year (MW/y) to 0.2190, 0.5840,

0.9125 MW/y in scenarios 1, 2, and 3, respectively. Due to the degradation of EDNS, LOEE in-

creases accordingly. In scenario 4, the system reliability is improved due to the assistance from the

energy storage as shown in Table 4.5. The reason for the deterioration is as follows.

• In the first scenario, the integration of wind power with a lower reliability level compared

to the conventional generators causes the decrease of the integrated system reliability. The

more wind power with a low reliability level, the worse the reliability.

• In the second scenario, the spinning reserve requirement makes the available wind power,

which will dispatch to the main grid, to decrease (15%). This reduction in turn causes

decrease in the system reliability. Since the idea behind this requirement is to maintain a

certain amount of power reserve so that the wind generators have the ability to respond and

alter their outputs quickly with power ramps, an increase in the reserve requirement causes

the injected wind power and the system reliability to decrease further and vice versa.

• When both spinning reserve requirement and frequency security are considered in the third

scenario, the amount of wind power accepted by the system is limited due to the violation of
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Table 4.4: The probability and frequency of a wind farm with 10 wind turbines

State
Scenario 1 Scenario 2 Scenario 3

CO1 Pr,i1 β+1 CO2 Pr,i2 β+2 CO3 Pr,i3 β+3
1 0 0.1581 0 12 0.1581 0 16 0.1581 0
2 8 0.0659 0.0067 19 0.1245 0.1388 22 0.0659 0.0067
3 9 0.0586 0.2872 25 0.0244 0.2939 23 0.0586 0.2872
4 16 0.0368 0.1974 26 0.0124 0.0067 29 0.0368 0.1974
5 23 0.0046 0.2939 32 0.006 0.2277 34 0.0046 0.2939
6 24 0.0014 0.0067 33 0.0635 0.2856 35 0.0014 0.0067
7 25 0.0635 0.2856 38 0.027 0.2923 36 0.0635 0.2856
8 30 0.027 0.2923 39 0.0001 0.0067 40 0.027 0.2923
9 32 0.0001 0.0067 42 0.005 0.2923 42 0.0001 0.0067

10 36 0.005 0.2923 45 0.0689 0.3183 45 0.005 0.2923
11 39 0.0689 0.3183 47 0.0006 0.2923 47 0.0689 0.3183
12 41 0.0006 0.2923 49 0.0287 0.325 49 0.0006 0.2923
13 43 0.0287 0.325 52 0.0054 0.3247 50 0.0287 0.325
14 47 0.0054 0.3247 55 0.0601 0.3522 54 0.0054 0.3247
15 51 0.0607 0.3519 56 0.0006 0.325 57 0.0607 0.3519
16 54 0.025 0.3589 58 0.025 0.3589 59 0.025 0.3589
17 57 0.0047 0.3589 60 0.0047 0.3589 61 0.0047 0.3589
18 60 0.0005 0.3589 63 0.0005 0.3587 64 0.0005 0.3587
19 61 0.0612 0.321 64 0.0612 0.321 65 0.0612 0.321
20 63 0.0255 0.3277 65 0.0256 0.3277 66 0.0256 0.3277
21 65 0.0048 0.3277 67 0.0048 0.3277 68 0.0048 0.3277
22 67 0.0005 0.3277 69 0.0005 0.3277 69 0.0005 0.3277
23 69 0.0531 0.3806 71 0.0531 0.3806 71 0.0531 0.3806
24 70 0.0221 0.3873 72 0.0263 0.3862 72 0.0221 0.3873
25 71 0.0041 0.3873 73 0.0005 0.3873 73 0.0041 0.3873
26 72 0.0005 0.3873 80 0.2124 0.2005 74 0.0005 0.3873
27 80 0.2124 0.2005 80 0.2124 0.2005

Table 4.5: The reliability indexes of the augmented IEEE-RTS system for four scenarios

Index
LOLE LOLF LOLP EDNS LOEE

h/y f/y MW/y MWh/y
Base case 9.369 2.016 0.0012 0.1641 1433.75
Scenario 1 17.52 9.636 0.002 0.2190 1918.44
Scenario 2 48.18 26.28 0.0055 0.5840 5115.84
Scenario 3 73.584 37.668 0.0084 0.9125 7993.50
Scenario 4 64.531 34.660 0.0074 0.7956 6969.50
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frequency deviation. This limit creates a further decline of reliability indexes compared to

the second scenario, which shows that the limit of wind penetration is more sensitive to the

reliability indexes than to the spinning reserve requirement.

• In the presence of energy storage, the reliability of the system is improved. By storing the

surplus wind power, the energy storage assists the system when demand is not satisfied by

wind farms and conventional generators.

The system reliability can be enhanced by incorporating improved forecast of wind speed, increas-

ing inertia of wind via advanced control strategies. In addition to the above mentioned methods,

demand response is also another way of mitigating some of the reliability issues brought about by

high penetration of renewable generation.

4.3.2 Discussion

The work in this chapter presents an improved method to evaluate the adequacy of wind integrated

systems. Future work will consider the inclusion of the transmission lines in system reliability

investigation. When the transmission lines are considered, the reliability of supply at any load bus

in the system depends on both generation and transmission adequacy. In this case, the power flows

must be modeled appropriately. The method presented herein can accommodate any power flow

model in power systems. The reliability model can generally be stated as follows.

Min CT =
NB∑
i=1

Ci (4.18)

Subject to:

• Power balance conditions. These conditions can be represented by means of a capacity flow

model [98], a DC power flow model [99], or an AC power flow model [100], depending on

the required accuracy and on the availability of system data.

• Equipment availability and capacity constraints.
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Here, CT is the power not served, Ci is the power curtailed at bus ith, and NB is the number of

buses. For any encountered scenario, power will be routed through the network in such a manner

as to minimize the power outage.

4.4 Conclusion

This chapter has presented the effects of stochasticity and low inertia characteristics of wind power

on the reliability of the system. This work has shown that the reliability of the integrated system

decreases when system security has to be ensured. This is one of the important aspects that has

not been investigated in depth in prior research. The validity of the proposed method has been

investigated and supported by a mathematical analysis and simulation. The effect of the energy

storage on improving the integrated system reliability was also examined. The technique presented

here will assist the system operator in better dispatch to maintain system stability and reliability

as increasing amounts of renewable resources are integrated into the power grid. The technique is

also helpful for power system planning to ensure system stability.
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Chapter 5

Energy Storage for Reliability Improvement

of Wind Integrated Systems under

Frequency Security Constraint

5.1 Introduction

With the advantages of being abundant and environment-friendly, wind power is gradually re-

placing conventional generation at an ever-increasing pace. Moreover, with the development of

state-of-art wind turbine technologies, the levelized cost of wind power is becoming more com-

petetive with conventional generation. In [101], the Department of Energy lays out a detailed,

long-term goal to produce 35% of the U.S electric energy from wind power by 2050 using both

land-based and offshore wind resources. According to a report by the European Wind Energy

Association [102], the combined wind energy production of the EU is projected to meet 31% of

their total electricity demand by 2030. In order to meet these targets, various technical problems

associated with wind integration must be addressed. Among these are the negative effects of wind

The content of this chapter has been reproduced with permission from Nga Nguyen, Atri Bera, and Joydeep Mitra,
Energy Storage for Reliability Improvement of Wind Integrated Systems under Frequency Security Constraint, IEEE
IAS Annual Meeting, pp. 1–8, Oct. 2017.
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integration on frequency stability [12, 84, 86, 103–105] and reliability [106]. Wind generation am-

plifies the problem of frequency fluctuation due to its intermittence since frequency fluctuation is

aggravated by the imbalance between generation and load. In addition to its variable nature, wind

turbines with low inertia cause a larger variation in frequency if they replace the conventional gen-

erators. These factors impact the stable operation of the power system. Often, wind production

must be limited.

Numerous solutions have been proposed to improve system stability and reliability in the

presence of wind power. Integration of energy storage [107–109], advanced control strategies

[110–113], and accurate forecasting [114,115] have been investigated. Energy storage has emerged

to be a very effective technology that can assist wind integration, improve system reliability and

security due to its fast response and high storage capacity [116].

Even though energy storage systems (ESS) tend to be efficient, the operation of the energy

storage must be optimized in a manner so as to maximize the benefits that can be provided to

the grid. According to [117], the system obtains the maximum benefits from an ESS if wind

generation, conventional generation and energy storage are coordinated. The control strategy of an

ESS can be designed to cater to various needs, such as mitigation of the fluctuation of renewable

power output [118–120], maximization of the economic benefits by minimizing energy cost [121],

achievement of load management for deferral of system upgrades, and minimizing the system

losses [122]. In other works, a utility-scale energy storage was used as a control measure in a

corrective form of the security-constrained unit commitment problem [123], for improvement of

corrective security [124], or just for planning of emergency backup resources [125]. Energy storage

is also considered as an important component for improving the grid reliability [126]. In [97],

the size of energy storage was determined by a specific percentage of demand while evaluating

reliability of generating systems containing wind power and energy storage. In [127–132], an

energy storage has been used to assist in the penetration of renewable energy resources to improve

the reliability of the system. The control strategy used here is based on the fact that the amount

of energy used in charging or generated during discharging of the energy storage is equal to the
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imbalance between the supply and demand.

However, none of the previous works addresses the issue of frequency stability while consider-

ing the operation of large-scale energy storage being used to support the integration of wind power

into the grid. To overcome this drawback, this chapter proposes an improved methodology for in-

corporating an energy storage with wind and conventional generation to improve system reliability

while securing the frequency stability of the system.

The remainder of this chapter is organized as follows. Section 5.2 proposes an improved

method to cooperate the operation of wind, conventional generation and energy storage to ensure

the system frequency stability. The reliability evaluation of wind generation is presented in section

5.3. Simulation results, discussions, and conclusion about the effectiveness of the new method are

covered in Section 5.4 and 5.5, respectively.

5.2 Operating Strategy of Energy Storage and System Gener-

ation

An energy storage system is useful in mitigating the variation of the wind generation output. How-

ever, it also has to operate in a manner so as to ensure system stability. This chapter presents an

advanced strategy to coordinate the energy storage, wind and conventional generation to avoid the

violation of system frequency.

The main idea of this coordination is that the amount of wind generation, which can not be

integrated into the system due to the frequency security constraint, will be used to charge the

energy storage. The advanced control strategy of the energy storage is stated as follows.

If the available wind generation is less than the wind penetration limit, the energy storage will

be utilized to provide the demand. However, the energy storage can be deployed if the available

wind generation is more than the wind penetration limit, but the power from conventional gen-

eration is less than the surplus of the demand compared to the wind penetration limit. Hence,

the energy storage, the wind and conventional generation are coordinated to satisfy the system
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demand. From the proposed idea, the energy storage state time series is calculated as follows:

Ei+1 =



Ei + (Pcv,i − Li + Plim)× t if


Pw,i ≥ Plim

Pcv,i < Li − Plim

Ei + (Pw,t − Plim)× t Pw,i < Plim

Ei + (Pw,i − Plim)× t if


Pw,i ≥ Plim

Pcv,i ≥ Li − Plim

Ei otherwise

where Plim is the penetration limit of wind generation, which was developed in Chapter 3.

While operating within the system, the charging and discharging rates, the maximum and min-

imum storage capacities of the energy storage must be considered carefully. If these factors are

taken into account, the detailed control strategy of the energy storage becomes more complicated

and is developed as follows.

If the maximum and minimum capacities of the energy storage are Emax and Emin, and

the charging and discharging rates are considered linear using a 5-hour discharging period, then

the maximum energy that the storage can charge and discharge in a time interval t is given by

Elim = (Emax − Emin)/5× t [97]. The minimum storage capacity is considered to be 20% of

the maximum capacity. Assuming that Pw,i, Pcv,i and Li represent the total power from wind,

conventional generators and load respectively, at step i, the energy storage state time series E is

calculated as follows:

Case 1: Discharge Let the available wind power be greater than the wind penetration limit,

and the power from conventional generation is less than the surplus of the demand compared to the

wind penetration limit. The energy storage capacity is considered to be not lower than its minimum

capacity. (Pw,i ≥ Plim, ∆Pi = Li − Pcv,i − Plim > 0, and Ei ≥ Emin).
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• When Ei − Emin ≥ ∆Pi:

Ei+1 =


Ei −∆Pi × t if ∆Pi ≤ Elim

Ei − Elim × t if ∆Pi > Elim

(5.1)

• When Ei − Emin < ∆Pi:

Ei+1 =


Ei − (Ei − Emin)× t if Ei − Emin ≤ Elim

Ei − Elim × t if Ei − Emin > Elim

(5.2)

Case 2: Discharge Let the available wind power be less than the wind penetration limit and the

energy storage capacity is not lower than its minimum capacity (∆Pw,i = Plim − Pw,i > 0 and

Ei ≥ Emin).

Ei+1 =



Ei −∆Pw,i × t if


∆Pw,i ≤ Elim

Ei − Emin ≥ ∆Pw,i

Ei − (Ei − Emin)× t if


Ei − Emin < ∆Pw,i

Ei − Emin ≤ Elim

Ei − Elim × t otherwise

(5.3)

Case 3: Charge It is assumed that the wind power limit and the conventional generation meet the

demand and the energy storage is not fully charged (Ei < Emax and Pw,i − Plim ≥ 0, and

Pcv,i + Plim − Li ≥ 0).

• When Pw,i − Plim ≥ Emax − Ei:

Ei+1 =


Ei + (Emax − Ei)× t if Emax − Ei ≤ Elim

Ei + Elim × t if Emax − Ei > Elim

(5.4)

66



• When Pw,i − Plim < Emax − Ei:

Ei+1 =


Ei + (Pw,i − Plim)× t if Pw,i − Plim ≤ Elim

Ei + Elim × t if Pw,i − Plim > Elim

(5.5)

Case 4: No change Other than the three mentioned cases, the energy storage status stays the

same.

In summary, the four cases can be represented as follows:

Ei+1 =



Ei −min(∆Pi, Elim,Ei − Emin)× t case 1

Ei −min(∆Pw,i, Elim,Ei − Emin)× t case 2

Ei + min(Emax − Ei,Elim, Pw,i − Plim)× t case 3

Ei case 4

(5.6)

5.3 Reliability Evaluation of a Wind Farm Using Monte Carlo

Simulation

While evaluating reliability of a wind-integrated system, a conventional generator can be modeled

as a two-state unit. However, a wind farm should be modeled as a multi-state generator due to the

variation of wind speed and the reliability of wind turbines. Due to the application of sequential

Monte Carlo simulation, only transition rate between states and the wind power output of each

state are necessary. The reliability model of a wind farm is shown as follows.

5.3.1 Wind farm output modeling

Wind farm output model is the combination of two models: wind speed and wind turbine. For

simplification, it is assumed that the turbines in a wind farm are subject to the same wind speed

and they have the same failure rate λt and repair rate µt. In this model, all the transitions among
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wind classes are considered, which is more appropriate than the birth and death Markov chain. The

model of wind farm output is shown in a matrix form in Fig. 5.1 where each value in each state

shows its capacity output. It should be noted that the transitions between non-adjacent states and

the transition from one state to other states with lower capacity outputs are shown for the sake of

clarity.
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Figure 5.1: State transition diagram for a wind farm (transitions between non-adjacent states are
not shown in order to reduce clutter).

In Fig. 5.1, the notations used are as follows:

m = number of wind turbine.

N = number of wind class.

Gj = output of a single turbine at wind class j.

The reliability of the system in the presence of wind is estimated using sequential Monte Carlo

simulation as follows.

5.3.2 Sequential Monte Carlo simulation for a wind farm

Monte Carlo method is applied for stochastic simulation using random numbers. In power system

reliability, Monte Carlo can be used to replace analytical methods when time-dependent issues
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are considered or a large set of states is involved [133]. In Monte Carlo simulation, a system

can be divided into many components. The behavior of these components can be deterministic or

probability distributions. All components are then combined to estimate system reliability. Monte

Carlo simulation performs multiple sampling and gets results while meeting the sampling time

limit or the convergence condition.

In this chapter, the wind-integrated system reliability is estimated using Monte Carlo - State

duration sampling method due to the presence of energy storage. All components are assumed to

be up in the initial state. Then, the duration of each component in its present state is calculated.

The value of the state duration of component i is calculated using an exponential distribution as

follows:

Ti = − 1

λi
ln(Ui) (5.7)

where Ui is a uniformly distributed random number; λ is the failure rate at the up state and the

repair rate at the down state of the ith equipment.

However, equation (5.7) must be modified when it is applied for a wind farm with multi-state.

A derated state model can be utilized for a wind farm and each state of wind farm can be considered

a derated state. Assuming that the present state of a wind farm is state j, k is the states that state j

can transit to, the value of the state j duration is given by:

Tj = min(Tup,k) k = 1, .., l (5.8)

where

Tup,k = − 1

λjk
ln(Uk) (5.9)

For each duration of a state, the imbalance between load and generation is determined. This

process is repeated for a given time span and then the reliability indexes are calculated. The Loss of

Load Expectation (LOLE) and Loss of Load Probability (LOLP) can be obtained from the duration

for which the load is higher than the generation. The Energy Demand Not Supplied (EDSi) is

determined from the amount of load that is greater than the generation and also for the duration for
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which this is true. The Loss of Load Frequency (LOLF) is determined from the number of times

that the imbalance moves from a positive value to a negative value. The reliability indices in S

sampling years can be estimated as follows [133]:

Loss Of Load Expectation (hour/year):

LOLE =

∑S
i=1(Loss of Load Duration i)

S
(5.10)

Loss Of Load Probability:

LOLP = LOLE × 8760 (5.11)

Loss Of Energy Expectation (MWh/year):

LOEE =

∑S
i=1(Energy Not Supply i)

S
(5.12)

Loss Of Load Frequency (failures/year):

LOLF =

∑S
i=1(Loss of Load Occurance i)

S
(5.13)

The algorithm of Monte Carlo-State duration sampling method is presented in Fig. 5.2.

5.4 Simulation and results

The improved approach is simulated on the modified IEEE-RTS system. The original IEEE-RTS

system includes 32 conventional generators. Total capacity of these generators is 3405 MW. In the

modified IEEE-RTS system, 43 identical wind farms replace 6 conventional generators with a total

capacity of 860 MW (four 76 MW coal generators at bus 1 and 2, one 155 MW coal generator at

bus 15, and one 400 MW nuclear generator at bus 21). Each wind farm has 80 MW rated power

with 10 identical wind turbines. The data for IEEE-RTS system reliability evaluation can be found

in [94]. The inertia data of IEEE-RTS system is shown in Table 4.1 in Chapter 4 [94]. Since wind
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Figure 5.2: Algorithm of Monte Carlo simulation method.
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power output is a random value, wind power capacity is chosen much higher (4 times) than the

capacity of the replaced conventional generation to secure system reliability. The wind data used

in the simulation is extracted from [95]. The data is clustered into one hour periods based on ten

minutes periods of wind data provided.

The mean time to failure and the mean time to repair of wind turbines are 3600 and 150 hours,

respectively. The cut-in, rated and cut-out speeds of wind turbines are 4, 12, and 25 m/s, respec-

tively. After clustering wind data, the annual wind speed is represented by eight states from 0 to

8 m/s since some of the states, which produce identical power, are combined into one state (states

1–6 produce 0 MW and states 12–25 produce 8 MW). Hence, one wind generator is treated as a

generator with 8 derated states. An energy storage system with maximum capacity of 30 MW each

is installed at each wind farm to improve the system reliability. The transition rates of each output

state of a wind farm are shown in Table 4.2 in Chapter 4. Four scenarios will be investigated to

show the effect of proposed operating manner on the reliability of wind-integrated system:

Scenario 1: In the first scenario, reliability evaluation of the modified IEEE-RTS system with wind

integration is implemented without frequency security constraint or energy storage. The effect of

wind on frequency is neglected. All the available wind power output will be included in evaluating

system reliability. Based on the data provided in Table 4.2, the reliability indexes of the modified

system are calculated and shown in Table 5.1 for comparison with other scenarios.

Scenario 2: In the second scenario, reliability of the wind-integrated system is evaluated in the

presence of energy storage but without the frequency security constraint. In this scenario, the

operation of energy storage follows the manner proposed in [97]: if the available wind power is

less than a specific percent (X% ) of load, the stored energy can discharge to supply the load. The

total of wind power and the storage power used cannot exceed that limit. The stored energy also

serve the load if the available wind power is greater than the limit, and the power from conventional

generators is less than (1 – X)% of load. In this chapter, the limit is chosen to be 30% of the

maximum load. Then the system reliability is calculated.
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Scenario 3: In this scenario, reliability evaluation of modified IEEE-RTS system with wind inte-

gration is implemented with frequency security constraint but without energy storage. Based on the

developed model of the frequency security constraint in Chapter 4, the limit of inerita reduction

is defined. The dynamic parameters of the conventional generators are chosen within appropri-

ate ranges shown in Table 3.1. The inertia of each wind farm can be chosen as 0.25 pu. Load

disturbance is modeled by a 0.1 pu step function and load damping is is assumed a value of 2.

The safe limit of frequency deviation is −0.1 Hz [46]. Applying the data of the system dynamics

to equation (4.12), the maximum reduction of system inertia is found to be 18.2%. Therefore, the

maximum penetration of wind generation is 2792 MW to ensure the system frequency security and

only 705 MW of conventional generation can be replaced. The system reliability then is evaluated

and shown in Table 5.1.

Scenario 4: In this case, the operation of energy storage follows the proposed method in section

5.2. When the wind penetration limit is higher than the available wind generation, the energy

storage will discharge to assist the demand. When the available wind generation is more than the

wind penetration limit, but the power from conventional generation is less than the surplus of the

demand compared to the wind penetration limit, the energy storage will also discharge. When

wind power is higher than the penetration limit and the total generation in the system meets the

expectation of the demand, energy storage will charge. The results for this scenario are shown in

Table 5.1.

Table 5.1: The reliability indexes of the augmented IEEE-RTS system for four scenarios

Index
LOLE LOLF LOLP EDNS LOEE
(h/y) (f/y) (MW/y) (MWh/y)

Scenario 1 53.9153 17.2032 0.0062 0.5255 4603.2
Scenario 2 30.8117 10.8648 0.0035 0.2776 2431.6
Scenario 3 65.3270 25.3656 0.0075 0.7801 6834.1
Scenario 4 35.2342 13.5783 0.0042 0.3479 3047.6

From the simulation results, some observations can be made:
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1. The energy storage has a positive effect on system reliability in both scenarios: with or

without frequency security constraint. All the indexes LOLP, LOLE, LOLF, LOLE, and

EDNS reduce in the presence of energy storage in scenarios 2 and 4 – system reliability is

improved.

2. Considering the frequency security constraint, the wind power that can be integrated into the

system is limited. Hence, the reliability of the system decreases in both scenarios 3 and 4

compared to scenarios 1 and 2.

3. By comparing scenarios 2 and 4, it is clear that the reliability of the system is much worse

when considering the frequency security even in the presence of energy storage.

The analysis and simulation results show that it is important to consider the frequency security of

the system when estimating the reliability of the system with the application of energy storage.

Otherwise, it is possible that the operators overestimate the ability to improve system reliability by

application of energy storage system.

5.5 Conclusion

This chapter presents a new operating method for energy storage systems in a wind-integrated grid.

This new method coordinates the operation of wind, conventional generators and energy storage

to improve reliability while ensuring system frequency security. A mathematical model for the

energy storage operation is developed and is then validated using Monte Carlo simulation. This

method would benefit the system operators in both planning and operation of power systems with

a high penetration of renewable energy. Besides energy storage, incorporating improved forecast

of wind speed, increasing inertia of wind turbine, using demand response can be another way of

improving the reliability of power system in the presence of renewable generation.
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Chapter 6

Application of Grid Scale Virtual Energy

Storage in Assisting Renewable Energy

Penetration

6.1 Introduction

For decades, researchers have been interested in renewable energy (RE) due to its environmental

benefits and abundant supply. With recent technological advances in this area, the levelized cost

of renewable energy production is becoming economically competitive with that of conventional

technologies. According to PNNL’s report [3], RE will contribute a significant portion to the total

electricity generated in the coming years. For example, the United States established a target of

40% of the overall electricity production coming from RE by 2030, while the European Union set

a goal of 20% penetration by 2020 [134]. However, there are problems associated with integrating

RE into the grid that need to be addressed in order to meet these objectives. One problem lies

in the intermittent nature of renewable resources which restricts the amount of electricity that can

be obtained from such resources. Once RE is integrated into the main grid, a host of issues are

introduced such as the generation reserve requirement, frequency deviation, transmission violation
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[12, 13, 83, 84, 86, 103, 135] and voltage instability [87, 88, 136]. These issues could potentially

distort the balanced operation of the power system.

To resolve the issues associated with RE, many solutions were applied such as energy storage

[10, 11, 107–109, 116, 137], advanced RE control strategies and power electronic interfaces [110–

113,138,139], collaboration among control areas [140], RE prediction improvement [114,115] and

the diversification of RE resources and locations [141]. Among these solutions, energy storage,

which has a speedy response and high storage capacity [116], is strongly capable of alleviating

power instability. This makes it well suited for assisting with integration of RE into the main

grid. However, the installation of energy storage is expensive although energy storage devices

are constantly improving. To counter this economic drawback while retaining favorable features

of energy storage, [140] has introduced a novel concept called “virtual energy storage”. This

concept provides an innovative operation method for power systems by allowing period power to

be freely exchanged among balancing authorities. Period power, which is the difference between

the scheduled interchange and the constant schedule of control areas, is omitted from area control

errors to create a reduction in regulation of the whole system. Hence, period power is considered

“virtual energy” and each balancing authority is called “virtual energy storage”. To further expand

the idea of “virtual energy”, this chapter proposes a new concept called “grid scale virtual energy

storage”, which is based on the regulation of system frequency and the collaboration of control

areas. The fundamental concept is the combination of frequency drift within a safe specified limit

and the diversity of area control error (ACE) in order to create virtual storages among control

areas. This method does not require capital investment in storage devices and implementation.

Moreover, as will be presented later in the chapter, this method effectively reduces the amount of

regulation for all control areas when the system is subject to disturbances. The main difference

between the concept of “virtual energy” in this chapter and the one in paper [140] is the nature of

“virtual energy”. In [140] “virtual energy” is period power (which is related to the first term of

ACE), while in this chapter, “virtual energy” is created by the deviation of actual frequency from

its nominal value (which is related to the second term of ACE).
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The remainder of this chapter is organized as follows. Section 6.2 explains the fundamentals

of grid scale virtual energy storage and its mathematical formulation. Section 6.3 presents a fully-

constituted control model with grid scale virtual energy storage of one-area power generating unit.

Simulation results and conclusion, potential challenges in realizing grid scale virtual energy storage

are covered in Section 6.4 and 6.5, respectively.

6.2 Grid Scale Virtual Energy Storage

Frequency is considered one of the principal indicators of stability in power systems. Frequency is

maintained at a scheduled value (60 Hz in the US for example) in the long term by balancing gener-

ation and load. This nominal frequency has been accepted and enacted strictly since the 1930s. The

NERC has prescribed bounds and established standards for frequency deviation and area control

error and these are still in effect. However, the increasing of renewable resources penetration with

low inertia challenges the frequency stability. To assist the RE penetration, consolidation of bal-

ancing authorities, which increases the system rotational storage capacity, has been implemented

increasingly in recent years. An alternative approach to support RE is to mitigate its variability.

As proposed in [142] a few years ago, the NERC had considered relaxing the frequency deviation

standards. Although this has not been implemented, it is shown in this work that this could enable

increased penetration of renewable resources. This is due to the fact that permitting frequency

deviation over a period of time translates to absorption or depletion of rotational kinetic energy

in conventional generators, and this would help mitigate the variability of RE. The relaxation in

frequency regulation is important to the establishment of grid scale virtual energy storage. By

allowing the frequency to deviate slightly from 60 Hz and by taking advantage of ACE diversity

in different control areas, each control area can act as a virtual energy storage for the others. An

example depicted in Fig. 6.1 is used to illustrate the idea.

When control area 1 experiences a decrease (or increase) in load, the frequency of the in-

terconnected system increases (or decreases). While the traditional regulation would restore the

frequency precisely to the nominal value (60 Hz) in all areas, the new concept of slightly drifted
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Figure 6.1: Grid scale virtual storage in a multi-area system.

frequency suggests that the implemented regulation should only bring the frequency back to a

value within the allowed drift range. At the upward (or downward) drifted frequency, all areas

will consume more (or less) energy than they do at nominal frequency. The difference between the

amount of energy consumed at drifted frequency and at nominal frequency in each area is called

the virtual energy area 1 stored in that area. Hence, it is said that the areas other than area 1 charge

(or discharge) virtual energy. Such charged (or discharged) energy can be paid back to area 1

during the time when area 1 charges (or discharges) virtual energy for other areas or when other

areas discharge (or charge) virtual energy for area 1. Because the difference between generation

and demand in one control area can be positive or negative, other control areas that connect to it

can charge or discharge virtual energy. This flexibility makes grid scale virtual energy storage in

the interconnected system operate in a more efficient manner.

The new method offers great economical and technical benefits because of the reduction in

regulation, transmission, installation cost, ACE and of no cost in virtual energy storage.

In preparing for the analysis and simulation of grid scale virtual energy storage in the system,

the mathematical model of virtual energy storage and ACE in one control area is presented below.

Defining ε as the frequency drift limit of the system, ACE and virtual energy storage of control

area i can be expressed as:
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If fi,a − fi,s > ε:

ACEi = (Ptiei,a − P
tie
i,s )−Bi(fi,a − fi,s − ε) (6.1)

Evirti =

∫
Biεdt (6.2)

If fi,a − fi,s < −ε:

ACEi = (Ptiei,a − P
tie
i,s )−Bi(fi,a − fi,s + ε) (6.3)

Evirti = −
∫
Biεdt (6.4)

If
∣∣∣fi,a − fi,s∣∣∣ ≤ ε:

ACEi = (Ptiei,a − P
tie
i,s ) (6.5)

Evirti =

∫
Bi(fi,a − fi,s)dt (6.6)

where

fi,a = the actual frequency of area i

fi,s = the scheduled (nominal) frequency

Bi = the frequency bias constant of area i, in MW/ 0.1 Hz

Evirti = virtual energy storage of control area i

ACEi= area control error of control area i

These equations indicate that when control area i’s actual frequency fi,a is lower (or higher) than

the scheduled frequency fi,s, control area i discharges (or charges) virtual energy.

Based on the above concept of grid scale virtual energy storage and its mathematical model,

the following section of the chapter describes the implementation of load frequency control (LFC)

with grid scale virtual energy storage.
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6.3 LFC Model of one Control Area with Grid Scale Virtual

Energy Storage

6.3.1 Frequency Regulation Procedure

As stated earlier, if there is a difference between generation and demand, the frequency of the

power system will experience a disturbance. Once this disturbance happens, the load frequency

control will take action to bring the frequency back to the nominal value with the assistance of

various resources. The LFC action consists of three main stages [110]: Inertial response, Primary

control and Secondary control.

1. Inertial response: in this stage, the kinetic energy of rotating mass is immediately discharged

or absorbed by synchronous generators to resist the change in frequency.

2. Primary control: this stage, which is invoked in the first few seconds following the dis-

turbance, relies on governor action and load damping to stabilize the frequency. Once the

governors sense the frequency deviation, they regulate the generators’ output accordingly by

adjusting the prime movers’ input. On the other hand, load damping, which is the resultant

speed change of motor loads in direct proportion to frequency excursion, helps to resist the

frequency disturbance by changing the motor loads’ power consumption.

3. Secondary control: the purpose of this stage is to further stabilize the frequency after pri-

mary control to the nominal value by means of Automatic Generation Control (AGC). AGC

consults ACE and economic dispatch in order to determine the most practical output for

each generator, then changes governor set points accordingly. This third stage is employed

in minutes.

Traditionally, LFC manages to regulate frequency deviation to zero at the end. However, in the

new method with grid scale virtual energy storage, the difference between frequency deviation and

frequency drift limit would be controlled to zero instead.
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6.3.2 LFC Mechanism of one Control Area with Grid Scale Virtual Energy

Storage

The combination of turbine-governor, rotating mass and load damping with virtual energy storage

is represented in the load frequency control model as shown in Fig. 6.2 below [26]. The effect of

renewable energy is taken into account by ∆PL based on the assumption that renewable energy is

a negative load. Also, a dead zone is embedded in the model to allow the frequency to drift. The

parameters of the described LFC model are as follows:

∆PC = supplementary control

∆PP = primary control

K(s) = LFC controller

∆Pload = non-frequency-sensitive load change

∆PL = disturbance

∆PL = ∆Pload −∆PRE (6.7)

Tij = synchronizing torque coefficient between area i and area j

H = equivalent inertia constant

∆f = frequency deviation

D = load damping constant

GTki = turbine-governor

βi = frequency response characteristic of area i

Tg = time constant of the governor

Tt = time delay of turbine model

∆Ptie,i = total tie-line power exchange between area i and other areas

Bi = frequency bias factor in area i. Its suitable value can be calculated as follows [27]:

Bi = βi =
1

Ri
+Di (6.8)
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Figure 6.2: Control area i in an interconnected system with grid scale virtual energy storage.

Assuming that the generators consist of non-reheat turbines and reheat turbines, the turbine-

governor dynamic models are represented in equation (6.9) and (6.10), respectively [27]:

GTinon−reheat(s) =
1

1 + Tt,is

1

1 + Tg,is
(6.9)

GTireheat
(s) =

1

1 + Tt,is

1

1 + Tg,is

1 + FHF,iTRH,is

1 + TRH,is
(6.10)

where TRH is time constant of reheater and FHF is the fraction of turbine power generated by

HP unit.

When a load disturbance occurs, the resultant frequency deviation will be filtered by the dead

zone. That filtered frequency deviation and the tie-line power signal are captured as feedback in

control system to generate ACE.

The filtered frequency deviation is determined according to the below Matlab mathematical

model for the dead zone [143]:

u =


0 if − ε ≤ ∆f ≤ ε

∆f − (−ε) if ∆f < −ε

∆f − ε if ∆f > ε

(6.11)
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where

−ε = the start of the dead zone (lower limit)

ε = the end of the dead zone (upper limit)

u = filtered frequency deviation, which is the output signal of the dead zone.

The three cases of filtered frequency deviation u could be accordingly divided into the following

three case studies.

Case 1: When −ε ≤ ∆f ≤ ε, the frequency deviation is within the drift limit and the control

signal u equals zero. Therefore, the primary control and part of secondary control have no effect

on the system. The diagram of control system turns into Fig. 6.3 and the frequency deviation can

be obtained as:

∆fi(s) =
1

2His+Di
(
m∑
k=1

GTki(s)∆PCki(s)−∆Ptie,i(s)−∆PL,i(s)) (6.12)

where
∆PCki(s) = K(s)∆Ptie,i(s)αki

K(s) =
K

s

(6.13)
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Figure 6.3: Control area i in an interconnected system with grid scale virtual energy storage for
case 1.
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After applying equation (6.13) into (6.5) and moving ∆f to the left hand side, the frequency

deviation is given by:

∆fi(s) =

∑m
k=1GTki(s)K(s)∆Ptie,i(s)αki −∆Ptie,i(s)−∆PL,i(s)

2His+Di
(6.14)

Final value theorem is employed to yield the steady state value of the frequency deviation ∆fi,ss

as in equation (6.15):

∆fiss = lim
s→0

s∆f(s) = lim
s→0

s.

∑m
k=1GTki(s)K(s)∆Ptie,i(s)αki −∆Ptie,i(s)−∆PL,i(s)

2His+Di
(6.15)

From the assumption that ∆Ptie,i(s) moves toward zero as the system reaches the steady state,

equation (6.15) turns out to be:

∆fiss = −
∆PL,i

Di
(6.16)

Equation (6.16) indicates that for the case when the frequency deviation is within the drift limit,

it will be eventually settled to the value −
∆PL,i
Di

. The value of virtual energy storage in this case

has already been shown in equation (6.6).

Case 2: When ∆f > ε, frequency deviation raises above the drift limit, the control signal u

equals ∆f − ε. All three LFC stages are engaged in the frequency control procedure. The system

frequency deviation is given by:

∆fi(s) =
1

2His+Di
(
m∑
k=1

GTki(s)[∆PCki(s)−∆PPki(s)]−∆Ptie,i(s)−∆PL,i(s)) (6.17)

where

∆PCki(s) = K(s)(∆Ptie,i(s) +Bi(∆fi(s)− ε))αki (6.18)

∆PPki(s) =
∆fi(s)− ε

Rki
(6.19)
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Substituting ∆PCki(s) and ∆PPki(s) by their corresponding right-hand side in (6.18) and (6.19),

equation (6.17) can be rewritten into the following form:

∆fi(s)− ε =

∑m
k=1GTki(s)K(s)∆Ptie,i(s)αki

2His+Di −
∑m
k=1GTki(s)K(s)Biαki +

∑m
k=1GTki(s)

Ri

−
∆Ptie,i(s) + ∆PL,i(s) + ε(2His+Di)

2His+Di −
∑m
k=1GTki(s)K(s)Biαki +

∑m
k=1GTki(s)

Ri

(6.20)

Applying final value theorem as in case 1 to find the steady state value yields the result:

(∆fi − ε)ss = lim
s→0

s(∆f(s)− ε) (6.21)

As stated in case 1, ∆Ptie,i(s) disappears at steady state, so equation (6.21) is equivalent to:

(∆fi − ε)ss = 0 (6.22)

Therefore:

∆fi,ss = ε (6.23)

Equation (6.23) obviously shows that for the case when the frequency deviation exceeds the upper

drift limit ε, it will be finally regulated to that upper drift limit at steady state. The value of virtual

energy storage in this case has already been shown in equation (6.2).

Case 3: When ∆f < −ε , the frequency deviation falls below the lower drift limit, the control

signal u equals ∆f + ε. This case is symmetric to case 2. A calculation similar to that in case 2

yields the frequency deviation at steady state:

∆fi,ss = −ε (6.24)

The value of virtual energy storage in this case has already been shown in equation (6.4).
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In short, equation (6.25) summarizes the value of the system frequency at steady state under

the regulation of the LFC model with grid scale virtual energy storage:

∆fi,ss =


−

∆PL,i
Di

if − ε ≤ ∆f ≤ ε

−ε if ∆f < −ε

ε if ∆f > ε

(6.25)

Based on the above theoretical analysis, a simulation model is implemented in section 6.4 to eval-

uate the effectiveness of the proposed grid scale virtual energy storage idea.

6.4 Simulation and Results

In order to observe the quantitative benefit of grid scale virtual energy storage to frequency control

in multi-area power system, a simulation model that includes two interconnected control areas is

developed under the following settings and assumptions:

• The two areas are strongly connected; transmission constraints and losses are ignored.

• One non-reheat turbine and one reheat turbine configuration is employed for area 1 and 2.

• The LFC model of the studied system is developed as in Fig. 6.4, where ∆f1 and ∆f2 are

respectively the frequency deviations in area 1 and area 2, in Hz.

• Load disturbance is simulated by a step function. Area 1 is subject to the load disturbance in

order to observe the operation of virtual energy storage in control area 2.

• The parameters of the investigated systems are given in Table 6.1 [26,47]. It is assumed that

these parameters have already taken into account the change in inertia, equivalent regula-

tion constant and frequency response characteristic due to the impact of renewable energy

integration.
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• Matlab/Simulink is used as the simulation environment.
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Figure 6.4: Two control areas with one non-reheat turbine and one reheat turbine unit.

Table 6.1: Simulation parameters for two interconnected control areas

K D (pu/Hz) 2H (pu.s) R (Hz/pu) Tg (s) Tt (s) B (pu/Hz) Tij (pu/Hz) TRH (s) FHP

−0.3 0.015 0.167 3.00 0.08 0.4 0.348 0.2 0 0
−0.4 0.008 0.167 2.4 0.08 0.3 0.42 0.2 10 0.5

A dead zone is employed to specify the frequency drift limit between -0.05 Hz and 0.05 Hz.

This frequency drift limit follows the recommended safe range ± 0.2 Hz for frequency deviation

under normal condition without event disturbance [46, 144].

Three simulation scenarios are developed based on the three case studies described in section

6.3. A fourth scenario that doesn’t employ grid scale virtual energy storage is also included in the

simulation in order to highlight the difference introduced by grid scale virtual energy storage.

In the first scenario, the load disturbance in control area 1 is set up in such a way that it yields

a frequency deviation within the dead zone’s drift limit. A 0.001 pu load disturbance is chosen
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to produce such outcome. This scenario observes a zero value in control signal u and no primary

control. The frequency deviations, the virtual energy storage that area 1 stores in area 2, and the

ACE following the disturbance are shown in Fig. 6.5, Fig. 6.6 and Fig. 6.7, respectively.

In the second scenario, the load disturbance is arranged so that the resultant frequency deviation

is greater than the upper limit of the dead zone. The application of -0.03 pu load disturbance could

meet that requirement. The control signal u is ∆f − ε in this case. The frequency deviations,

the virtual energy storage that area 1 stores in area 2, and the ACE following the disturbance are

respectively depicted in Fig. 6.8, Fig. 6.9 and Fig. 6.10.

In the third scenario, the arrangement for the load disturbance in control area 1 is opposite to

that in the second scenario. The resultant frequency deviation should be smaller than the lower

limit of the dead zone and the value of control signal u is ∆f + ε. A load step disturbance of 0.03

pu is employed. The frequency deviations, virtual energy storage that area 1 stores in area 2, and

ACE following the disturbance are respectively depicted in Fig. 6.11, Fig. 6.12, and Fig. 6.13.

In the fourth scenario, the dead zone is eliminated from the LFC model while the load distur-

bance arrangement is the same as in the third scenario. The frequency deviations and the ACE

following the disturbance in control area 1 are shown in Fig. 6.14 and Fig. 6.15 respectively.

From the graphical simulation results, some observations can be made:

1. Following a load disturbance in the control area 1 in the three simulation scenarios with

grid scale virtual energy storage, the frequency of the interconnected system experiences a

transient instability and returns to the values within the drift limit under the regulation of

LFC.

2. In the first simulation scenario, none of the control actions was invoked. The system fre-

quency oscillated inside the drift limit until it reached a stable value. Area 2 discharged

virtual energy.

3. In the second simulation scenario, the frequency of the interconnected system was stabilized

at the upper boundary of the frequency drift limit which was above the nominal frequency.
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Figure 6.5: Frequency deviations in area 1 and 2 following a 0.001 pu load step disturbance in
control area 1.
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Figure 6.6: Virtual energy storage in area 2 following 0.001 pu load step disturbance in control
area 1.
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Figure 6.7: ACE in area 1 and 2 following a 0.001 pu load step disturbance in control area 1.
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Figure 6.8: Frequency deviations following a –0.03 pu load step disturbance in control area 1.
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Figure 6.9: Virtual energy storage in area 2 following a –0.03 pu load step disturbance in control
area 1.
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Figure 6.10: ACE in area 1 and 2 following a –0.03 pu load step disturbance in control area 1.
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Figure 6.11: Frequency deviations following a 0.03 pu load step disturbance in control area 1.
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Figure 6.12: Virtual energy storage in area 2 following a 0.03 pu load step disturbance in control
area 1.
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Figure 6.13: ACE in area 1 and 2 following a 0.03 pu load step disturbance in control area 1.
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Figure 6.14: Frequency deviations following a 0.03 pu load step disturbance in control area 1
without virtual energy storage.
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Figure 6.15: ACE in area 1 and 2 following a 0.03 pu load step disturbance in control area 1
without virtual energy storage.

As a result, the virtual energy storage in area 2 was positive, implying that area 2 charged

virtual energy.

4. In the third simulation scenario, the frequency of the interconnected system at the steady

state stayed at the lower boundary of the frequency drift limit which was below the nominal

frequency. As a consequence, the virtual energy storage in area 2 was negative, indicating

that area 2 discharged virtual energy.

5. In all three scenarios that utilized grid scale virtual energy storage, the ACE regulation re-

quirement was markedly less stressful than that in the fourth scenario where the traditional

LFC mechanism did not include grid scale virtual energy storage. This distinction is ob-

vious when observing Figures 6.10, 6.13 and 6.15. The rapid vanishing of ACE signal to

sharp zero value in Fig. 6.15 and the gradual attenuation of ACE signal in Fig. 6.10 and Fig.

6.13 verifies that the effort to settle down the ACE spent by the traditional LFC was more

intensive than the effort spent by the LFC with grid scale virtual energy.

The flexibility in system frequency at steady state allows an area to borrow virtual energy (e.g.

when its demand increases) from other control areas and pay the charged virtual energy back to
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other control areas (when its demand decreases). This flexibility and significant reduction in ACE

regulation requirement explained above are advantages of grid scale virtual energy that enable

power system operators to save a considerable investment in reserve, transmission, regulation,

wear and tear facilities.

6.5 Conclusion

This chapter presents the concept of grid scale virtual energy, which is a novel broadening of the

virtual energy concept, as a new promising feature to be integrated into the load frequency control

model, and supports its validity with a detailed mathematical analysis and simulation. Simulation

results confirm the proposed model’s effectiveness at restoring the disturbed frequency as well

as economical benefit in reducing regulation expense without introducing additional installation

or implementation costs. However, one technical problem, which should be examined carefully

during the realization of grid scale virtual energy storage, is how to determine a good frequency

drift limit. The more flexibility in frequency drift limit facilitates the operation of grid scale virtual

energy storage, but that may have an adverse impact on the service quality and the safety of the

power system. The optimal frequency drift limit varies in each interconnected system, particularly

that drift limit heavily depends on the individual system configuration and system’s ability to resist

disturbances. Once the technical subtleties have been properly resolved, the mechanism of grid

scale virtual energy storage would enable the safe integration of renewable energy into the power

grid.
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Chapter 7

Contributions and Future Work

7.1 Contributions

This thesis examines the effect of wind generation on power system. The contributions include:

• The effects of the intermittent and non-dispatchable features of wind power on the system

frequency stability was investigated. The impacts of wind power on the inertia, frequency

regulation constant, tie-line flows, and area control error are included. The more accurate

model of frequency deviation is developed.

• A mathematical model to estimate the maximum level of variable energy resources that can

be integrated into the grid based on the frequency security constraint is developed. The

method described uses the approximation of the frequency deviation extremum based on the

sensitivity analysis. This model is very helpful in operation and planning in power system.

• A new method to evaluate the reliability of a power system with high penetration of wind

generation, considering the impact of not only the intermittence but also the low inertia

characteristic of wind power, is presented. This method helps the operator to avoid overesti-

mating the reliability of the integrated system.

• A new operating method for energy storage systems in a wind-integrated grid is presented.
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This new method coordinates the operation of wind, conventional generators and energy

storage to improve reliability while ensuring system frequency security. This method would

benefit the system operators in both planning and operation of power systems with a high

penetration of renewable energy.

• A novel approach named “grid scale virtual energy storage”, which addresses the challenges

of the renewable energy in the power system at no cost is proposed. The grid scale virtual

energy storage support greater penetration of renewable energy into the grid.

7.2 Future Work

1. Develop the mathematical model of wind penetration limit based on voltage stability require-

ment.

2. Re-consider the economic/environmental dispatch in the presence of both frequency stability

and voltage stability constraints.

3. Examine the optimal power flow under voltage stability requirement.

4. Application of FACTS devices to improve the penetration of wind power.

5. Improve voltage stability by advanced operating approaches.
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