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ABSTRACT

SUSTAINABLE URBAN DEVELOPMENT UNDER A COUPLED
HUMAN-LAND-ATMOSPHERIC MODELING FRAMEWORK: THE CASE STUDY OF

URUMQI, CHINA

By

Xue Li

Sustainability is the contemporary philosophy for urban development which requires holistic con-

sideration of the environmental, economic, and social dimensions. Global climate change is an

important factor that affects sustainable urban development. On the one hand, climate change is

posing various risks for the urban system and its supporting natural environment. On the other

hand, different urban development plans have the potential to mitigate or amplify the adverse cli-

mate impacts. However, climate concerns often have a low impact on urban planning practice, due

to the complexity of the system interactions. Therefore, a generic computational modeling frame-

work is needed to address the causes and consequences of urban development plans, sustainability,

and associated regional climate.

The goal of this study is to build a coupled Human-Land-Atmospheric (HLA) modeling frame-

work that supports urban sustainability assessment. The specific aims include (1) developing mid-

term urban change scenarios and simulating their trajectories, (2) testing the sensitivity of regional

climate to urban change trajectories, (3) assessing the impact of land cover data uncertainty on

regional climate simulation, and (4) evaluating development strategies for sustainability from the

climatic perspective. The city of Urumqi, China is selected as the case area for this study. Rapid

economic and population growth are envisioned for the future of Urumqi, but its oasis environment

is particularly vulnerable to future climate change and local disruptions.

The coupled HLA modeling framework was constructed by combining statistical models for

population, GDP, and urban area predictions, the Dyna-CLUE model which simulate land use

change spatially, and the RAMS model which dynamically down-scales general circulation ac-

cording to local land surface characteristics. Three urban development scenarios were developed
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based on different urban land demand models, yielding urban area increase of 20%, 70%, and

120%, respectively, from 2010 to 2030. Their spatial configurations were simulated using Dyna-

CLUE. Local afforestation plans were later incorporated into the urban change scenarios. The land

use prediction maps were then passed into RAMS to simulate their climatic consequences. The

regional climate simulations were forced by the NASA-GISS-E2H General Circulation Model for

the IPCC RCP 4.5 scenario in several hot years around 2030. The results were compared first

among urban change scenarios and then with the RAMS simulations for the recent climate. The

regional climate simulation results revealed interesting spatial patterns that associated to urban

change scenarios, but the overall simulation quality was less than desirable. Finally, Urumqi’s wa-

ter supply/demand, agroclimatic resources, and agrometeorological risks were discussed based on

literature, local statistics and simulated urban and climate change in an exploratory fashion.

In conclusion, this study presented a coupled HLA modeling framework and an effort of eval-

uating sustainability-related topics using such framework. Although several research limitations

prevent the specific results from supporting real-world decision-making, it made a constructive step

towards a more comprehensive and scientifically founded sustainability assessment, especially for

alternative urban development decisions. This framework can be expanded in the future to include

more sustainability-related subsystems.
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CHAPTER 1

GENERAL INTRODUCTION

1.1 Research motivations

Sustainable development is a key concern for global, regional and local societies in this new

millennium. Two centuries of industrial development have greatly improved our capability to

exploit resources from and output waste to the natural environment in order to support more pop-

ulation and higher living standards. While we historically conceived human-environment relation-

ships as one of humanity’s triumph over nature, we have reached the point where the environ-

ment can no longer absorb the impacts and our society in turn is facing the negative consequences

brought by unfettered development. Borrowed from the field of ecology, the concept of sustain-

ability builds a completely different development philosophy, which demands a holistic view that

links our economy, society and environment organically.

Global climate change, in terms of change in temperature, precipitation, and frequency of

extreme-weather events, has profound impacts on human society and our living environment. An-

thropogenic Green House Gas (GHG) emission since the industrial revolution is the principle cause

of accelerated warming because more energy from solar irradiation is trapped in the earth system

(IPCC, 2013). We are approaching, if not already surpassed, the "point of no return", meaning even

cutting back the current GHG emission would not reverse the warming trend which could eventu-

ally end the relatively stable climate of the Holocene (Hansen et al., 2008; Ridley et al., 2010; Noël

et al., 2017). Various studies have pointed out the vulnerability of ecosystems, water resources,

food security, human health as well as settlements and society to current and future climate change

(Cramer et al., 2001; Vörösmarty et al., 2000; Schmidhuber and Tubiello, 2007; Patz et al., 2005;

McGranahan et al., 2007; IPCC, 2013). Climate change presents great challenges to sustainable

development and thus has drawn substantial amount of research attentions in recent years.

Urban areas are where the most intensive human activities take place. They are the hot spots
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of human dwelling as well as material and energy exchange between human and the environment,

therefore are focal points for problems concerning sustainability (Maclaren, 1996). In 2007, global

urbanization rate passed 50% for the first time in human history, and is predicted to reach 60% in

2030 (United Nations, Department of Economic and Social Affairs Population Division, 2015).

Industrial civilization draws peasants away from rural areas into urban areas and keeps expanding

this most artificial environment on earth. As the majority of current urbanization is occurring in

less developed countries, where effective planning and management are usually lacking (Cohen,

2006), rapid urban growth is posing serious pressures on both the natural environment and human

society.

From a top-down perspective, global climate change varies over space and time, impacting

different regions in different ways. From a bottom-up perspective, local strategies can mitigate

and help adapt to climate change. Urban planners are devoting more efforts on understanding the

impacts of climate change on urban system and developing mitigation and adaptation strategies for

different case cities (Bulkeley and Kern, 2006; Füssel, 2007; Hamin and Gurran, 2009). However

in practice, climate concerns often have low impact on urban planning, largely due to the complex-

ity of the problem and lack of accessible tools to support decision making (Eliasson, 2000). The

climatic impacts of local development strategies cannot be easily predicted. Humans, land, and the

atmosphere interact in complex ways making it very difficult to intuitively predict outcomes. Thus,

it is necessary to develop a generic computational modeling framework to address the causes and

consequences of urban development plans, sustainability, and associated regional climate.

Urumqi, the study area, is the capital city of Xinjiang Uyghur Autonomous Region (XUAR),

northwest China. It is the economic, political and transportation center of XUAR, which constitutes

about one-sixth of the entire country in terms of area. With 339 km2 of urban built-up area, Urumqi

holds a population of 2.41 million, of which 1.77 million are urban residents (Statistics Bureau of

Urumqi, 2010). The city is situated on an oasis with desert to its north and mountains to the south

and east. Rapid economic and population growth are envisioned for the future of Urumqi, but the

sensitive environment of this oasis city makes it particularly vulnerable to future climate change.
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1.2 Conceptual framework

A coupled human-land-atmosphere (HLA) system is required to understand the drivers and

consequences of urban development and regional climate. At global scales, human activities sub-

stantially influence the levels of greenhouse gas emissions, the most important factor of global

climate change. At the local scale, human activities modify the physical condition of the land

surface, thus impacting energy and moisture flows between land and atmosphere, altering the re-

gional climate. In turn, changes in climate, both global and local, affect land cover by, for example,

influencing vegetation growth. Perceptions of climate change are also altering human activities.

Mitigation and adaptation strategies are being developed aimed at minimizing the adverse impacts

of climate change. The coupled HLA system is thus a complex system, in which no element can

be understood without considering the whole system.

Figure 1.1 illustrates the concepts, relationships, and methods in the HLA system that will be

considered in this study. Each subsystem in HLA is considered in both process and pattern/state.

Regional climate is affected by atmospheric forces across scales. At the global scale, the regional

climate regime is determined by the general circulation. At regional scales, land surface conditions

drive local circulation and create spatial heterogeneities inside regional climate regimes. Land Use

and Cover Change (LUCC) is an important manifestation of the interactions between human beings

and the earth surface. LUCC is primarily driven by the ever-growing population and economic

needs, but its spatial pattern is usually constrained by physical suitability. Human society is the

ultimate driver as well as the major sufferer, at least for human’s concern, of climate and land use

land cover change. The consequences of human behavior in the climate and land systems, as well

as the impact of changing climate and land conditions on the sustainability of human society, are

not intuitively predictable.

3
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Figure 1.1 Conceptual framework
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1.3 Research objectives

The primary objective of this study is to build a systematic modeling framework that can be

adopted to different cases in studying causes and consequences in coupled HLA systems with a

focus on urban sustainability. Using the city of Urumqi, China as the study area, this modeling

framework is going to be tested by assessing different urban development strategies concerning

how they contribute to local sustainability. In order to complete this comprehensive assessment, a

couple of specific goals need to be attained.

Goal 1: simulate mid-term (2030) urban development trajectories.

Various development strategies can yield substantially different urban development outcomes

in both aggregated area and spatial pattern. Many factors drive the change of urban lands. Non-

spatial factors, e.g., economic and population growth, determine the total demand for urban lands;

spatial factors, e.g., accessibility and topography, determine the the location of new urban lands.

The process of urban change can be simulated using LUCC models. Different development strate-

gies produce different land demand and modify driving factors thus altering the trajectory and

spatial patterns of future urban morphologies. The potential impacts of development strategies can

be simulated by parameterizations of LUCC models. A set of land use maps corresponding to

various urban change scenarios will be developed. These spatial products will be used to identify

likely development patterns.

Goal 2: test the sensitivity of regional climate to urbanization trajectories and selected

IPCC scenario using regional climate model.

Key climate indicators (temperature, precipitation and wind speed) will be modeled in Urumqi’s

semi-arid oasis environment. Local land cover change impacts how global climate change mani-

fests at the local level. When combined with global climate change scenarios, local changes will

either amplify or mitigate the impact of global trends on regional climate. In regional climate

modeling, land cover is a key component. By passing the outcomes of goal 1 to a regional climate

model, future climate scenarios driven by synergistic effects can be simulated. The expected out-

come will be regional climate simulation results from different urban change scenarios based on
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selected IPCC scenarios. These simulations will suggest likely directions and levels of regional

climate change and identify most impacted areas under synergistic effects.

Goal 3: examine the propagation of uncertainty from input land cover data to regional

climate modeling results.

Uncertainty inherited in the input land cover data may have a non-trivial impact on regional

climate modeling. Land cover maps used as inputs to regional climate models often contain high

levels of uncertainty, and this uncertainty may propagate through the applications and affect the

results of any climate simulations. Land cover uncertainty can be quantified with an uncertainty

model, and its propagation effects then assessed. To evaluate the uncertainty impact, “confidence

envelopes” will be generated for the key climate indicators simulated in goal 2. Confidence ranges

for each pixel as well as confidence regions across the landscape will be identified.

Goal 4: evaluate development strategies for sustainability from the climate perspective.

Within the context of global climate change, local sustainability can be evaluated with regard

to development strategies. Different development strategies will affect certain critical issues that

determine Urumqi’s sustainability under future climate change. These critical issues, especially

those related to climate conditions, will be identified and assessed within the coupled HLA system.

Each selected issue will be examined regarding current vulnerability and future conditions based

on simulations of urban and climate changes (outcomes of goal 1&2). General discussions and

quantitative/spatial assessments on each topic will be the primary outputs from the evaluations.

1.4 Dissertation outline

Chapter 2 reviews a wide range of literature concerning each element, and their relationships

within the HLA system. Starting from core theories and methods adopted in previous studies

of urban sustainability, land use change, and climate change, substantial efforts were devoted to

papers which present connections to different sub-systems.

Chapter 3 gives an overview of the study area, Urumqi, China. First, a broader background of

urbanization in China and the primary driving factors are discussed. The role of urban planning is
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elaborated separately because of its distinct situation in China. Second, natural and social condi-

tions of Urumqi city are illustrated together with the key issues related to the city’s sustainability.

In chapter 4, story-lines of three different urban change scenarios for Urumqi 2030 are de-

signed, “conservative scenario”, “planning scenario”, and “aggressive scenario”. Each plan is

translated into a set of parameters used in determining total demand and spatial priority for certain

land use types. The future land use change trajectories of these scenarios for the year 2030 are then

simulated using the Dyna-CLUE model. Additionally, the "afforestation plan", derived from local

green space system planning, was added on top of the urbanization scenarios. Together with the

baseline scenario, which is the unchanged land use map in 2011, there are seven scenarios (base-

line + 3 urbanization scenarios + 3 afforested urbanization scenarios) to pass into regional climate

model in chapter 5.

In chapter 5, the year 2030 regional climate is simulated based on different future urban land

maps produced in chapter 4 and selected IPCC scenario. The sensitivity of future regional climate

simulations to different urban change scenarios are tested. Before looking at future climate change,

the uncertainty propagation from MODIS land cover maps is examined. Finally, the magnitude and

spatial patterns of climate change are analyzed by comparing the future projections to the baseline

regional climate simulations fed by current global forcing and land surface conditions.

In chapter 6, results from previous chapters, urban change and climate change projections,

are re-organized and interpreted regarding sustainability-related issues. The potential usage of the

HLA modeling framework is explored, using water resources and agriculture productivity as case

examples.

Chapter 7 concludes the main findings of this study and discusses the limitations of current

work and prospects for future work.
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CHAPTER 2

THEORIES AND METHODS IN HUMAN-LAND-ATMOSPHERIC SYSTEM

2.1 Urban sustainability

Urban areas, as the concentrations of diverse consumptive and productive activities, are hot

spots for problems concerning sustainability. The physical expansion of cities impacts not only

the natural landscapes but also the agricultural capacity of the human system (Jepson Jr, 2001).

Urban land use market mechanisms, if left unrestrained, have the potential for producing signif-

icantly negative environmental damage. From a policy-making point of view, the fundamental

concepts that compose sustainability are considered to be most applicable at local levels, at which

most urban planning occurs (Campbell, 1996). Thus urban sustainability and sustainable urban

development are becoming dominant concepts in urban planning practices.

One of the most popular definitions of sustainability is “meeting the needs of the present with-

out compromising the ability of future generations to meet their own needs” (Brundtland and

Khalid, 1987). This statement has been criticized as imprecise and vague, but it does reveal one

of the most important ideas underlying the concept of sustainability, that sustainability concerns

long-term well-being instead of immediate needs. Two terms, sustainability and sustainable devel-

opment are often used interchangeably. One way to distinguish them is to consider sustainability

as a desirable state, while sustainable development is the process by which sustainability can be

attained. However, these two terms both are concered with the health of dynamic complex systems,

thus are better considered in a common framework.

The concept of sustainability emerged from ecology (Callicott and Mumford, 1997), but it

goes far beyond protecting the natural environment. The other concerns are the development

and well-being of human race, which brings economic growth and social justice into the realm

of sustainability (Barbier, 1987; Pearce, 1988). The contemporary understanding of sustainabil-

ity often constitutes three different dimensions which are Environmental protection, Economic
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development, and social Equity (Campbell, 1996). According to Jepson Jr (2001), the environ-

mental dimension looks at conservation and protection of our natural environment; the economic

dimension focuses on the improvements in living conditions, as a result of economic development;

while the equity dimension takes into consideration intrageneration equity in addition to the more

environmental-oriented intergeneration side.

Given the rising concern on sustainability issues, it is important to assess the degree of sustain-

ability quantitatively, thus provide a baseline for comparing sustainability across different places or

times. There have been many efforts devoted to developing and evaluating indicators for sustain-

ability (Maclaren, 1996; Alberti, 1996; Shen et al., 2011; Mori and Christodoulou, 2012). How-

ever, the concept of sustainability itself is diverse and complicated (Tanguay et al., 2010), making

it nearly impossible to come up with a universal agreement on the definition, let alone indicators

for sustainability.

The most common approach to measure sustainability is to develop a set of indicators that ac-

count for many aspects of this concept. Maclaren (1996) suggested that the selection of indicators

should be integrating, forward-looking, distributional, and from multiple stakeholders, to distin-

guish them from other simple indicators. From a more practical point of view, they should also

be policy relevant, scientifically founded, readily implemented, and usable for decision-making

(Alberti, 1996). The indicators selected are often grouped into categories that represent at least

the three pillars of sustainability. Environmental indicators often include environment quality (air,

water, soil), use of pesticides and fertilizers, and emission of greenhouse gases. Economic indica-

tors may include GDP, FDI, CPI, and median household income. Equity indicators may include

unemployment rates, income distribution, household below poverty, adult literacy rate, and crime

rates.

Besides selecting an extensive collection of indicators, there are also some efforts in develop-

ing a composite indicator to evaluate the overall status of sustainability. Some scholars and global

organizations have developed several aggregated indicators, including Living Planet Index (Loh

et al., 2005), Ecological Footprint (Rees, 1992), City Development Index (Programme), 2001),
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and Human Development Index (Klugman, 2009). This composite indicators reduced the amount

of information, which makes them easier to use in comparing and supporting policy-making. How-

ever, they are more often criticized. The rules for selecting variables, normalization, and weighting

are ambiguous and subjective. Böhringer and Jochem (2007) argued that the use of these indicators

might be "useless if not misleading."

Most of the above-mentioned indicators function at different administrative levels. There is

also spatial indicators which can quantitatively represent the spatial distribution of some key el-

ement in assessing sustainability. Borrowed from ecology, landscape pattern analysis is used to

evaluate the performance of different land use patterns (Leitao and Ahern, 2002). Ideas from land-

scape ecology, such as abundance, diversity, shape, and connectivity, can be adopted to evaluate

processes in the urban ecological system. They are particularly valuable for comparing different

land use configurations in land use/cover change, prediction, or alternative scenario analyses.

Another important concept is the contradiction between weak and strong sustainability. The

essential difference of the two models, according to Neumayer (2003), is whether natural capital is

considered substitutable by human-made capital. In practice, weak sustainability allows advances

in the economic and social aspects to offset adverse impacts on the environment, while strong

sustainability aims at preserving environmental functions and defining ecological limits to growth

(Nourry, 2008). As cities, at most times, have negative impacts on natural capital, and such impacts

are often not limited to urban area and hard to measure, it is safer to take the stronger view of sus-

tainability to avoid underestimating environmental problems. One way of doing that is evaluating

different aspects independently without trade-offs (Mori and Christodoulou, 2012).

2.2 Human-induced land use/cover change

Land use/cover change (LUCC) is one of the most direct forms of human-environmental inter-

actions led to various environmental problems locally and globally (Foley et al., 2005). Land use

and land cover are a pair of related terms that describe the state of the land (Fisher et al., 2005).

Land use focuses on the type of human activities (agricultural, urban, etc.) conducted on that land
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while land cover concerns its physical material (grass, forest, asphalt, etc.). Land cover can re-

flect land use, and land use change is a major cause for the conversion of land cover. As a result,

these two terms are usually used interchangeably when studying human impact on land surface.

LUCC alters land surface in the type and intensity of human activity (farming, mining, manufac-

turing, etc.) as well as in physical characteristics (albedo, vegetation coverage, imperviousness,

etc.), which lead to further changes in climate (Pielke et al., 2002; Kalnay and Cai, 2003; Brovkin

et al., 2013), hydrology (Harbor, 1994; DeFries and Eshleman, 2004; Li et al., 2009), biodiversity

(Poschlod et al., 2005; Jetz et al., 2007; Newbold et al., 2015), environmental quality (Mattikalli

and Richards, 1996; Tong and Chen, 2002; Heald and Spracklen, 2015), and more.

LUCC studies may be grouped into three main categories: observation, mechanism, and im-

plication. As implications usually weigh more in other fields, the core of LUCC studies lies in

identifying the places and types of changes, and factors and processes that drive those changes, in

other words, LUCC detection and modeling. Reliable observation is the starting point of under-

standing the underlying mechanisms. Each topic has its own origin and specific set of methods and

research questions.

Remote sensing images have enabled land surface observation to cover almost every corner

of the world since the 1970s (Aldrich, 1975; Todd, 1977; Bauer et al., 1979). Advancements in

image resolution (spatial, spectral, and temporal), processing techniques, and data availability have

made it possible to detect LUCC at a range of spatial scales, temporal frequencies, and on various

thematic foci (Borak et al., 2000; Brink and Eva, 2009; Hansen et al., 2013). As a result, remote

sensing images, instead of land use maps from land surveys, became the dominant data source

in LUCC studies. There are generally two branches of methods in detecting LUCC from remote

sensing images, depending on whether the images have been classified into land use/cover maps

first.

Post-classification LUCC detection requires remote sensing images to be classified into land

use/cover maps in advance. Change is then derived from differencing land use/cover maps of dif-

ferent dates. The core methodology in this type of change detection is image classification, which
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is primarily based on the spectral signatures of remote sensing images. Contemporary classification

methods include pattern recognition, Artificial Neural Networks, Support Vector Machines, Fuzzy

Set Theory, Decision Trees (Mather and Tso, 2016). Post-classification differencing is straightfor-

ward and allows convenient incorporation of existing land use/cover maps from other sources, thus

the most popular approach in LUCC analysis. However, its output is especially susceptible to low

classification accuracy which may compound from each time-snaps.

Another route for detecting LUCC feeds pre-classified data, e.g., multi-spectral reflectance and

vegetation index, from multiple dates directly into change detection algorithms without first classi-

fying pixels into land cover types. Change detection method can be as simple as thresholding or as

complicated as image classification, depending on the target land cover classes and the degree of

detail required by each study (Singh, 1989; Mas, 1999; Tewkesbury et al., 2015). Pre-classification

change detection methods are generally less computationally intensive and less vulnerable to com-

pounded error, compared to post-classification differencing. As the inventory of remote sensing

images keeps exploding, pre-classification methods are becoming more popular for large-scale and

long-term continuous monitoring of land surface changes (Zhu and Woodcock, 2014).

Analysis of mechanisms of LUCC can be traced back to classical location theories, with focus

on urban and agriculture locations. Both land use patterns and underlying processes that create

such pattern are studied along this tradition. In the early 19th centure, Von Thunen developed

an ideal concentric agricultural land model based on the theory of rent (Sinclair, 1967). Burgess

adapted the Thunen model in to an urban context, and developed the concentric urban model about

100 years later (Anderson and Egeland, 1961). The sector urban models were developed to take

into account the influence of transportation axes (Sultana, 2007). The multi nuclei model and the

hybrid model were developed to account for more factors, e.g., (Harris and Ullman, 1945). With

the development of complex system theory, self-organized urban land use models emerged (Batty,

2007).

The methods used in these studies also evolved over time. Von Thunen’s agriculture land model

predicts the location (distance to market) of different agricultural activities based on mathemati-
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cal functions of product price, transportation cost and land rent. Influenced by the quantitative

movements, statistical approaches were later adopted to describe the relations between land use

and various natural and socioeconomic determinants (Serneels and Lambin, 2001; Serra et al.,

2008). With the advancement in computer science, more sophisticated models, such as cellular au-

tomata (White and Engelen, 1993; Li and Yeh, 2002) and agent-based models (Parker et al., 2003;

Matthews et al., 2007), were developed to account for interactions among land use units and differ-

ent land use agents. Predictions produced by well-developed LUCC models provide important test-

beds for researchers to experiment on different land-related policies and changing socio-economic

scenarios (Veldkamp and Verburg, 2004; Verburg et al., 2010), which are extremely difficult to

experiment with reality.

2.3 Climate change and urban development

Global climate has changed with recorded warming air and ocean, shrinking snow and ice, and

rising sea level (Pachauri et al., 2014). The primary cause of global climate change is the vast

emission of GHG, including carbon dioxide, methane and nitrous oxide, since industrialization

(Stocker, 2014). The increased concentration of GHG trapped more energy in the climate system,

causing overall warming in the atmosphere and ocean. Climate change further impacts hydrolog-

ical systems (water quantity and quality), biological systems (habitat, behavior, abundance, etc.),

and human society (food security, health risks, weather-related disasters, etc.) (Field et al., 2014).

All these changes are expected to continue even in the most conservative future scenario. Thus

mitigation and adaptation strategies are vital to ensure sustainable development.

The relationship between climate change and urban development has many dimensions. From

the climate perspective, urbanization, as an inevitable consequence of industrialization and mod-

ernization, is an internal driver of the ever increasing consumption of fossil fuel energy. The GHG

emission related to urban consumption and lifestyle, but its effects are not spatially limited to the

urban areas, accounts for about 80 % of the global sum (Hoornweg et al., 2011). The conversion

from natural to urban landscape also alters climate at the local scale. For example, urban heat
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island effects are found in many metropolitan areas as a result of changing thermal and radiative

properties of the surface material, lack of evapotranspiration, and waste heat emission (Oke, 1982;

Weng et al., 2004). Urban morphology also affects aerodynamics thus altering wind and precipita-

tion patterns near cities (Martilli, 2002; Collier, 2006). Climate change poses additional challenges

to the cities, especially in dealing with more frequent weather extremes, such as heat waves, floods,

and tropical cyclones (Revi, 2008; Hamin and Gurran, 2009). Bearing those in mind, mitigation

and adaptation strategies in response to climate change became priorities in urban planning and

decision-making to make cities more resilient to those changes (Leichenko, 2011; Davoudi et al.,

2012).

Quantitative studies on climate change are irreplaceable in supporting policy- and decision-

making. Climatological variables have long been measured and recorded at stations all over the

world. Many stations have joined global networks (e.g., Global Historical Climatology Network)

and made their records available to support historical climate reconstruction (Smith and Reynolds,

2005). Remote sensing satellites now provide the ability to monitor many key climate variables for

a greater spatial coverage and finer resolutions, e.g., land surface temperature (Li et al., 2013), sea

surface temperature (Wentz et al., 2000; Reynolds et al., 2007), soil moisture (Njoku et al., 2003;

Liu et al., 2011b), precipitation (Huffman et al., 2010; Kidd and Levizzani, 2011), etc..

Besides observations, climate change studies are also fueled by climate models, which were de-

veloped to quantitatively simulate the physical processes within climate system and predict climate

conditions in the future. Dozens of global climate models (GCM) were developed by international

research communities and their combined results were used to support comprehensive analysis on

climate change (Gates, 1992; Meehl et al., 2000; Taylor et al., 2012). In these models, the planet

is divided into a 3-dimensional grid. The atmospheric physics are calculated for each grid point

and their interactions with nearby points. The spacing between grid points are typically several

latitude/longitude degrees (hundreds of kilometers), with spatial resolution limited by computa-

tion power. For studies focusing on a smaller area but requiring greater spatial details, a regional

climate model (RCM) is usually the answer. RCM, e.g., the Weather Research and Forecasting
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(WRF, Skamarock et al. (2005)) Model and the Regional Atmospheric Modeling System (RAMS,

Pielke et al. (1992)), takes coarse GCM results and dynamically downscales them to finer grids,

taking into account local characteristics such as topography and land cover.

2.4 Integrated environmental modeling

The complex nature of environmental problems calls for holistic systems thinking to account

for various interactions within the complex human-environment system. Integrated environmen-

tal modeling (IEM) assimilates knowledge and tools from multiple relevant disciplines to sup-

port system understanding, prediction, and scenario exploration (Laniak et al., 2013). Kelly et al.

(2013) grouped existing IEM applications into five broad approaches, including systems dynamics,

Bayesian networks, coupled component models, agent-based models, and knowledge-based mod-

els. The coupled component models (CCM) is the most popular approach that takes advantage

of readily available models developed in specific disciplines, usually process-based, thus allowing

in-depth representation of corresponding components.

There are abundant models developed in a spectrum of disciplines as a result of ever improving

power and accessibility of computation resources. Within the human-land-atmospheric system,

various models have been developed to describe processes in different subsystems, and many have

been actively evolving by coupling, either loosely or tightly, with additional models to explain

some critical sub-processes better. For example, land use change models are using socioeconomic

models to describe the internal drivers of changing land use demand (Verburg et al., 2002; Roun-

sevell et al., 2006; Wu et al., 2015). Climate model performances are gradually improved by

coupling land surface sub-models (Walko et al., 2000; Bonan et al., 2002; Niu et al., 2011; Chen

et al., 2011). Models for global carbon cycle (DeFries et al., 1999; Jung et al., 2006; Friedlingstein

et al., 2006; Cox et al., 2013), hydrological process (Hernandez et al., 2000; Chen and Dudhia,

2001; Cuo et al., 2009), urban transportation system (Waddell, 2002; Suarez et al., 2005; Anas and

Liu, 2007), pollutant dispersion (Christensen, 1997; Di Sabatino et al., 2007; Jacob and Winner,

2009), etc., have all been coupled with land use and/or climate models, as these systems by nature
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interact with each other.

Coupling multiple models for particular research topics is theoretically feasible, but the com-

pounded complexity and uncertainty can prevent the coupled models from being useful (Fulton

et al., 2003; Lindenschmidt, 2006). Complexity, in both the models and their underlying systems,

requires significant time, computation resources, as well as expertise, to configure, run and un-

derstand the models. It usually leads to a vast parameter space that requires modelers to spend

substantial time in parameter estimation and model calibration. The standard practice is to per-

form a sensitivity analysis to identify most influential parameters and then estimate their optimal

values to achieve best model fit (Hamby, 1994; Campolongo et al., 2007; Nossent et al., 2011). The

inevitable side-effect of this approach is the added computational cost, especially for the models

that are already computational intensive.

Uncertainty further complicates the situation, since it may rise from all steps of modeling, from

data measurement and representation, to model design, and to model implementation (Barry and

Elith, 2006; Chatfield, 2006; Beven, 2007). Uncertainty results from imperfect model representa-

tions of the problems/processes in reality. The imperfections come from the limitation of the tools

used in observation as well as the state of academic understanding of the system. Therefore, un-

certainty is fundamentally irreducible, and its magnitude is determined by the technical, method-

ological and cognitive gaps. Uncertainty evaluation and management (Rotmans and van Asselt,

2001; Refsgaard et al., 2007; Matott et al., 2009) are thus essential for the effective use of inte-

grated models. However, it can be difficult to characterize and communicate uncertainty (Manning,

2003; Fulton et al., 2011; Renard et al., 2010). Uncertainty analysis also multiplies computational

requests. These challenges usually discourage modelers from adequately performing uncertainty

analysis, but ignoring uncertainty is dangerous especially when using model outputs to support

decision-making.

Nevertheless, coupled component models are still the most compelling approaches to test hy-

potheses and explore alternative scenarios on system interactions that are usually difficult to ex-

periment physically, and make predictions out of the best understanding of the phenomena. They
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can provide scientifically based decision-support if complexity is well understood and uncertainty

sufficiently acknowledged.

The coupled HLA modeling framework proposed in the previous chapter is in the form of a

coupled component model. It aims at addressing urban sustainability problems by linking them

with human-induced urban land use/cover change and climate change. This modeling framework

will be applied with some considerations of uncertainty. Before running the models, it is important

to first learn the characteristics of the study area.
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CHAPTER 3

STUDY AREA

3.1 Urban change in Chinese cities

3.1.1 Countrywide urbanization

Urbanization is the corollary of industrialization and modernization. People are drawn from rural

to urban areas due to changes in labor demand, economic opportunities and overall prospects of

urban lifestyle. China’s urbanization in recent decades is unprecedentedly rapid and extensive

in the human history (Zhang and Song, 2003; Lu et al., 2006). Started from less than 20% in

1960, China’s urbanization rate reached 50% in 2011 and surpassed global average in 2013. It

is projected to reach 70% in 2030 and 75% in 2050 (figure 3.1). Both social structures and the

natural environment have been profoundly impacted by the process of urbanization (Kalnay and

Cai, 2003; Ma and Wu, 2005).

Data source: historical data from The World Bank (2015) and future projections from United Nations,
Department of Economic and Social Affairs Population Division (2015)

Figure 3.1 Trend of urbanization rate

While China’s urban population has tripled since 1981, urban land area expanded six times
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during the same period (figure 3.2). The majority of the newly urbanized lands replaced cropland

(figure 3.3), creating national concerns about food security (Zhang et al., 2004; Chen, 2007). The

Urban Heat Island (UHI) effect has intensified over the recent decades (Ren et al., 2007). The

combination of these negative effects forced the government to enact policies regulating land use

conversions.

Data source: urban land from “Area of built district” in China Urban Construction Statistical Yearbook
2012 and urban population was from China Statistical Yearbook 2013

Figure 3.2 Historical trend of urban land and population

3.1.2 The role of planning

Modern urban planning started in China in the 1950s, soon after the People’s Republic was founded.

The majority of country’s industry and infrastructure had been destroyed during decades of war-

fare. Under the socialist ideology and in the hope of rebuilding the economy quickly with limited

resources, the post-war Soviet system was adopted, which was characterized by a centrally-planned

economy and urban planning as an instrument to achieve such goals (Xie and Costa, 1993). Urban

growth and planning practices halted during the 60s and early 70s due to the chaos created by a
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Data source: China Land Resource Report, multiple years
Note: occupied cropland data is not available for year 2009

Figure 3.3 Occupied cropland in new construction land

series of political and environmental disasters. In 1978, the Chinese Economic Reform marked the

beginning of market economy and power decentralization, which fueled economic development

and urbanization. New demands for urban planning were promoted during this time, leading to

the development of China’s first City Planning Law in 1989. It was later modified and expanded

to coordinate both urban and rural development, becoming the Urban and Rural Planning Law in

2007.

China now has a hierarchical urban planning system corresponding to administrative levels.

In the national and provincial levels, the Urban System Planning prioritizes different cities and

defines their functions and interrelationships. At the city level and below, both comprehensive

and detailed (project-oriented) planning are required. The comprehensive city plan (master plan),

which typically covers a time-span of 20 years, is most relevant for this study. It incorporates pre-

set sustainable goals and is intended to mitigate the adverse impact of urban sprawl and to manage
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development (Qian, 2013). The master plan is largely techno-rational (directed by technical ex-

perts) and a top-down extension of central economic planning. It usually comprises a detailed

spatial arrangement of the population, land use and infrastructure planning, conceptual design, and

mega-urban projects (Wu, 2007).

In today’s socialist market economy, often cited as state capitalism in western literature, China’s

urban planning gradually evolved into negotiations among central, local governments and differ-

ent interest groups (Ng and Tang, 2004). The municipal government plays the leading role in the

process of developing and implementing city master plans. The central state expresses its vision

but provides room to localities for negotiations over the ceilings in local urban growth that fulfill

their development interest (Oi, 1995). Then, local government has a decisive role in local pro-

growth coalitions (Zhang and Wu, 2008) because of the state’s ownership of land. The tension

between planning and market forces creates disparities between master plans and urban develop-

ment realities. Planning adjustments and revisions then take place at local levels to alleviate such

tension.

The land use master plan is another spatial planning tool in China intended to regulate urban

growth directly. While city planning is lead by a Municipal Bureau of Planning, land use planning

is under the jurisdiction of a Municipal Bureau of Land and Resources (Feng and Su, 2016). The

focus of land use planning is to coordinate land resources between construction and agricultural

uses by allocating a set of top-down quotas of built-up and cropland areas. Ideally, city planning

would be performed inside the spatial extent designated by the land use master plan. In reality, the

two planning systems are usually incompatible with each other. They have different time-frames,

land use categories, and coverage areas. With different interests and goals, they were developed

separately with little connection and reference to each other (Meligrana et al., 2008). The conflict

and inconsistencies brought by the “dual-track” planning institution is another reason preventing

effective implementation of these plans.
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3.2 Urumqi

3.2.1 Overview

Note: red - Urumqi, orange - Xinjiang, yellow - China

Figure 3.4 Location of Urumqi in Xinjiang, China

Urumqi, 43◦48’N 87◦35’E, is the capital city of Xinjiang Uyghur Autonomous Region (XUAR,

Xinjiang hereafter), northwest China (figure 3.4). Urumqi is also known as the world’s most inland

major city that is furthest away from any ocean on earth. It is an oasis metropolis and serves as

the political, economic and cultural center of Xinjiang. The total area of Urumqi is 13,788km2,

with a built-up area of 339km2 (Statistics Bureau of Urumqi, 2010). According to 2010 census,

the population of Urumqi is 3.11 million, of which 74% are urban residents. Urumqi has a high

urban population percentage, compared to the then national average of 49.68%. The urban density

is also high at 2,780.4ppl/km2. People from 49 different ethnic groups live in this city, including

Han (75%), Uygur (12%), Hui(9%), Kazak (2%), along with many small constituencies.
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Figure 3.5 Urumqi topography, blending SRTM v4 with Google terrain base map

Urumqi rests on the north slope of the Tianshan Mountains and the southern fringe of the

Dzungaria Basin (figure 3.5). Mountains surround Urumqi to the east, south, and west, leaving

one opening, the Chaiwopu-Dabancheng Valley in the southeast. North of the city is a broad

alluvial plain of the Urumqi River and the Toutun River. The city is uniquely shaped like a "T" due

to topographic constraints in the south and open terrain in the north. Urumqi is a semi-arid oasis

system. The average yearly temperature is 6.9◦C, and average annual precipitation is 286.3mm,

with summers slightly wetter than winters. The majority of Urumqi’s water supply comes from

several small rivers originating from mountain glaciers on top of the Tianshan Mountains. Suitable

land for human habitat and agriculture is mainly limited to the alluvial plains alongside the foothills

of the Tianshan Mountains (Luo et al., 2010).
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Urumqi is comprised of eight district/county-level subdivisions (figure 3.6). Tianshan District,

Saybargh District, Shuimogou District and Xinshi District constitute the central part of Urumqi.

Midong District, Toutunhe District, and Dabanchen District are suburbs, while Urumqi County

is a rural agricultural area. The Urumqi High-tech Industry Development Zone (HDZ) and the

Urumqi Economic and Technology Development Zone (EDZ) were founded in 1992 and 1994,

respectively, to promote economic growth. These two zones sit in Xinshi District but have the

same management jurisdiction as other districts.

Figure 3.6 Urumqi district/county-level administrative boundaries, with Google hybrid base map

Though situated near the northern route of the Silk Road, Urumqi as a city can be traced back
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only to the Qing Dynasty (Han and Chen, 2005). In 1755, the Qing ruler defeated the Mongols

who controlled this area in the Jungar Basin, then built the city and named it Dihua, meaning “to

enlighten”. This established the city as a place to extend eastern culture across the western region

(Sines, 2002). Troops were sent there not only for defense but also to work as farmers, herders,

and miners. Given its favorable geographical location and economic growth, Dihua became a

commercial and traffic center in Xinjiang, especially as the gateway connecting Central Asia and

the rest of China. The successive governance from Kuomintang (1911-1949) generally adopted

the same administrative division structure as Qing did, which made Dihua the most important city

in Xinjiang, but under the governance of Han people.

Following the founding of the People’s Republic of China, on February 1st, 1954, the city

was renamed Urumqi, meaning "beautiful pasture" in Mongolian. The built-up area then was only

about 8km2 with little infrastructure. After the new Chinese government took control, large-scale

industrial, traffic, and civil infrastructure constructions started to emerge under a controlled econ-

omy (Dong and Zhang, 2011). The 1978 Economic Reform marked the beginning of an era of

market economy, but Urumqi fell behind other parts of the country due to its inland location. Start-

ing in 1990, multiple favorable policies, especially the China Western Development Plan (2000),

were adopted by the central government to promote economic development in western China,

bringing Urumqi a new round of opportunities. With high-quality coal and potentially significant

oil and natural gas deposits, the energy sector arose as the new driver of industry in Urumqi and

entire Xinjiang (Dorian et al., 1997). Most recently, the One Belt and One Road Initiative (2013)

marked Urumqi as a starting point of the new Silk Road Economic Belt that connect resources and

economic activities through Central Asia, West Asia, the Middle East, and Europe. Urumqi’s rapid

economic growth and urban expansion are expected to continue in the near future.

3.2.2 Key issues for a sustainable Urumqi

Rapid urban growth is a sign of economic prosperity. However, problems emerging from the

urbanization process have greatly impacted the sustainability of Urumqi city. These problems
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hinder the development of Urumqi in every aspect including economic, environmental and social

dimensions.

•Resources

In the oasis ecosystem, water supplies are limited. According to Xia et al. (2014), the 2012 wa-

ter resource per capita in Urumqi is 377.8m3, far below the global average of 5829m3 (FAO, 2016).

Although recent climate change brings to this area more precipitation and higher temperature, thus

more snow and glacier melting and increased streamflow (Sun et al., 2013; Li et al., 2010), Urumqi

is still under constant water stress. Expansions in farming, industry, and housing all place a sig-

nificant demand on water resources. According to Du et al. (2006), Urumqi has put almost all its

surface water into reservoirs and has been over extracting ground-water. Its primary water source,

the Urumqi River, has been turned into the walled Heping Canal inside the city, which since 2011

frequently dries up due to high water usage. Given the limits of local water resources, Urumqi has

been seeking solutions including suppressing agricultural use, reusing wastewater, and transporting

water from other drainage areas.

Urumqi also lacks suitable land resources for urban expansion. More than 50% of the area

is mountains. Alluvial plains that are suitable for farming and housing constitute less than 10%.

The rough landform constrains the general shape of the city together with existing farmland, as

a result of the strict Basic Farmland Protection Regulation (1994). Basic Farmland is similar

to the term Prime Farmland in the US, the protection of which made it extremely difficult to

convert high-quality farmland into urban uses. There was not much suitable land left within the

city boundary for further expansion. One recent strategy for solving the land shortage is to put

Urumqi and neighboring Changji Hui Autonomous Prefecture into a single entity for regional

development consideration. The establishment of Wu-Chang (Urumqi-Changji) Economic Region

in 2004 supports an integrated development plan. One movement under this strategy was the

merging of Miquan city from Changji into Urumqi (forming the new Midong district by combining

with Urumqi’s old Dongshan district) which indeed stimulated growth in Urumqi.

•Environmental crisis
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As an oasis metropolis, Urumqi is especially susceptible to environmental stresses. The water

shortage mentioned above brings a series of environmental issues. The excessive use of surface and

groundwater has lowered the water table, causing soil salinization in downstream areas, increasing

pollutant concentration in lakes and reservoirs, and deteriorating the environment of local plants

and animals (Chai et al., 2008; Du et al., 2006).

Data source: China Air Quality Index online monitoring and analysis platform (https://www.aqistudy.cn)
Note: The solid line shows the average and the shaded area shows the ranges of variation.

Figure 3.7 Historical average monthly Air Quality Index (AQI) for Urumqi

Urumqi is notorious for its bad air quality, especially in winters (figure 3.7). It was ranked the

city with worst air pollution in the first quarter of 2016 among 74 major Chinese cities (China Na-

tional Environmental Monitoring Centre, 2016). Nearly one-third of the days in 2016 had polluted

air (Urumqi Environmental Protection Bureau, 2017). Fossil fuel, particularly coal, based energy

production and domestic heating are considered major contributors to the air pollution problem

(Mamtimin and Meixner, 2011; Song et al., 2015). Besides, the Tianshan Mountains surround

three sides of the city, preventing the wind from effectively dispersing pollutants (Li et al., 2008).

Beyond air, water and soil are also heavily polluted with heavy metals (Wei et al., 2010; Zhang

et al., 2013). The city has taken a series of measures to tackle the pollution problems, including
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more comprehensive environmental planning, more strict regulations and enforcement, and energy

upgrading. However, no improvement has been seen in recent years.

• Contentious Uyghur-Han relationship

The Uyghur, with more than 10 million people, is the fourth largest minority group in China

which primarily reside in the Xinjiang Uyghur Autonomous Region. As a Turkic ethnic group,

the Uyghurs have an entirely different language, religion, and lifestyle compared to the majority

Chinese Han people. China’s current ethnic policy, the same for the Uyghurs and other major eth-

nic groups, is regional autonomy together with series of preferential policies in education, family

planning, tax, and in political and legal areas (Shan and Chen, 2011). Despite this, the Uyghur-Han

relationship continues to deteriorate.

One reason for the contention is the immigration of Han into Xinjiang (Mackerras, 2001; How-

ell, 2011; Howell and Fan, 2011). The influx of Han into what they regard as Uyghur territory

challenges Uyghur for their dominance in Xinjiang. Differences in culture and beliefs make it

difficult for both communities to mix. The inequality between east coast and west is another factor

(Yee, 2003). The coastal economy benefits from Xinjiang’s natural resource export, e.g., coal, oil,

and gas. However, Xinjiang hasn’t been adequately rewarded for its output. The poor industrial

and civil infrastructure made it difficult for local residents to utilize resources in-situ. Moreover,

only a tiny portion of the enormous revenue gained in this resource exploitation industry goes back

to the local treasury as a result of a dated taxation scheme (Wang and Pu, 2011). One example of

this problem was in the price of domestic natural gas, which in early years was higher in Xinjiang

than in coastal cities. Additionally, the income inequality between the Hans and the Uyghurs adds

to the already contentious relationship (Shan and Chen, 2011).

Terrorist events took place as the most negative manifestation of the Uyghur-Han conflict. In-

fluenced by radical Islamic groups, terrorist attacks were conducted aiming at civilian Han people.

Major events happened in Urumqi include bus bombs in 1992 and 1997, the horrific violent riots

in 2009, and a suicide bombing at a busy market in 2014. Together they took hundreds of lives

and left thousands injured (Wikipedia, nd). The tragedies and their aftermath deepened the distrust
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between Han and Uyghur, which led to more intensive segregation (Jiang and Gao, 2003).

The current national policy on inter-ethnic issues follows a Marxist framework (Dorian et al.,

1997), which regards economic development as the cure for almost every issue and state apparatus

as a necessary tool. Efforts were put on increased security and economic aid. More police forces

were moved to Urumqi area to promote stability. At the same time, city-level cooperation among

coastal developed cities and Xinjiang cities were intensified to accelerate economic activity.

In summary, Urumqi shares many problems with other rapid growing inland cities, but its

oasis environment and ethnic background make it unique from other major Chinese cities. Various

research efforts have been devoted into this area but rarely encompass the integrated human-land-

atmosphere system which is the goal of this dissertation.
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CHAPTER 4

URBAN CHANGE SCENARIOS

4.1 Introduction

Our ability to look into the future is based on our understanding of what has happened in

the past and what is going on right now. In the field of urban change prediction, researchers

have built various models trying to explain how urban area changes in response to its physical,

economic and social environment. However, different models and their inherent assumptions may

yield different explanations of the past and thus different projections into the future. Instead of

producing one single prediction, we can explore several possible urban change scenarios based on

different models and assumptions.

Urban change can be modeled using two different approaches: aggregated area and spatial

pattern. The overall urban land demand is usually driven by population and economic activities.

Future demand for urban land thus can be estimated from projected population and economic

acticity. The spatial pattern of a city is often constrained by its physical landscape and accessibility

to existing urban infrastructures. It may also be influenced by local policies on land use restrictions

or incentives.

In this chapter, I will discuss the urban change in Urumqi from recent history to near future

projections. Changes in urban land demand will be modeled primarily using time-series analyses.

All the statistical analyses conducted in this research was implemented in the statistical package

R. The spatial patterns of urban changes will be simulated using the Dyna-CLUE model (Verburg

and Overmars, 2009). Three different scenarios of urban change will be developed. Another set

of scenarios will add Urumqi’s aggressive afforestation plan on top of the urban change scenar-

ios. The consequences of those scenarios, regarding urban sustainability, will be explored in later

chapters.
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4.2 Near future urban land demand under different stories

4.2.1 Driving forces of increasing urban land demand

Population and economic growth are two major driving factors of urban expansion in China (Tan

and Ma, 2003; Tan et al., 2003; Tian et al., 2005). The area of urban built-up area can be potentially

explained by population and economic indices, such as Gross Domestic Product (GDP). Their

statistical relationships can be explored through Urumqi’s historical development trajectory as well

as the general pattern of Chinese cities. Once the relationship is established, the future urban

area can be estimated based on projections of population and GDP as an indicator of economic

development.

Data source: Urumqi Statistic Yearbooks
Note: Data for 2007-2009 were adjusted because Miquan was merged into Urumqi in 2007. For data

consistency, Miquan’s numbers in 2007 were subtracted from Urumqi’s total numbers in subsequent years.

Figure 4.1 Historical trend of GDP, population, and urban area in Urumqi

•Urumqi, 1952-2009

Urumqi’s historical data are first explored to establish a statistical model for urban built-up area

based on population and GDP at the city level. Figure 4.1 illustrates the growing trend of Urumqi’s

population, GDP and urban area from year 1952 to 2009. The population increased steadily during

the whole period. GDP grew slowly for the first three decades and then took off since the late

1980s. The Urban area grew steadily until the 1990s when a few leaps took place and eventually
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accelerated around 2005.

(a) Original data (b) SQRT-transformed data

(c) LOG-transformed data

Figure 4.2 Distribution of the original and transformed Urumqi historical data

The histograms of the original data showed that urban area and GDP are right-skewed (figure

4.2a), which suggests transformation is needed before fitting them to regression models. Square

root (SQRT) transformation (figure 4.2b) and natural LOG transformation (figure 4.2c) were per-
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formed.

First, data were fed into the Ordinary least squares (OLS) model, in the form of eq. 4.1,

where β s are the regression coefficients and ε is the error term. It is not a surprise that ε is auto-

correlated for both the SQRT- (figure 4.3a) and the LOG-transformed datasets (figure 4.3b). The

gradual decay of Auto-Correlation Function (ACF) suggests and Auto-Regressive (AR) function

instead of Moving-average (MA), and the Partial ACF (PACF) suggests the order of AR function

to be 1.

Urban = β0 +GDPβ1 +Populationβ2 + ε (4.1)

(a) SQRT-transformed data (b) LOG-transformed data

Figure 4.3 Structure of OLS residual auto-correlation for transformed Urumqi historical data

The model coefficients were re-estimated using the generalized least squares (GLS) model and

the results are presented in table 4.1. GDP and population are significant from both transforma-

tions. Model performance was further evaluated using Pseudo R2, which is the ratio of the sum

of squared errors (SSE) to the total sum of squares (SST). Model fits are excellent, accounting for

99.5% and 95.9% of the variance in the urban area for the SQRT- and LOG-transformed datasets,

respectively. This confirms that the data transformations, the selected model, and the coefficient
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Table 4.1 GLS model results for Urumqi historical data

Transformation
Coefficients Goodness-of-fit

β0 β1 β2 SSE SST Pseudo R2

SQRT 3.478(***) 0.004(***) 0.002(.) 21.300 4507.339 0.995
LOG -0.831 0.195(***) 0.188(.) 4.722 116.402 0.959

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

estimations are capable of predicting urban area using GDP and population as independent vari-

ables. They will be used as candidate models to predict future urban land demand in the next

section.

•Chinese cities, 2010

Another way to look at urban built-up area, GDP, and population is to relate them in the con-

text of other Chinese cities. A collection of population and GDP of other Chinese cities are also

expected to explain well the urban built-up area. Compared to the time-series model based on

Urumqi’s historical data, this regression model will reflect the "norm" of such relationship for

Chinese cities in general. Figure 4.4a shows where Urumqi stands among all 286 of the Chinese

cities in major socio-economic indices. In general, Urumqi has a vast urban area with a small

population and above-average GDP. Consequently, its urban population density and GDP density,

in terms of the number of people and GDP production per km2 of urban land, respectively, are

both in the lowest quartile. Considering that Urumqi is a capital city with multiple functions, it

may be more appropriate to compare it with cities of similar features. Provincial capitals and the

direct-controlled municipalities (e.g., Beijing, Shanghai, Tianjin, etc.) were selected, making a dif-

ferent data subset for coefficient estimation. As shown in figure 4.4b, Urumqi now has an average

urban area, but both population and GDP are in the lowest quartile, making the densities almost

the lowest among the capital cities.
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(a) All cities

(b) Captial cities
Data source: China City Statistical Yearbook 2011

Note: Urumqi in red dots

Figure 4.4 Urumqi compared to other Chinese cities
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Table 4.2 OLS model results for Chinese city dataset and capital city subset

Datasets
Coefficients

Adjusted R2 Fitted value
β0 β1 β2

All
SQRT 2.0327(***) 0.0018(***) 0.0029(***) 0.8766 171.7604
LOG -7.0215(***) 0.5240(***) 0.2449(***) 0.8356 174.3109

Capital
SQRT 4.6757(***) 0.0014(***) 0.0034(**) 0.9094 221.6638
LOG -6.6938(***) 0.4856(***) 0.2804(*) 0.9262 217.3056

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Figure 4.4 also indicates a far above average urbanization rate1 for Urumqi. As a result, it

is more appropriate to regress urban area against urban population and GDP in urban districts to

avoid any bias introduced by including rural population. Both the all-city (figure 4.5) and capital-

city (figure 4.6) datasets are right-skewed, requiring data transformation. Again, SQRT- and LOG-

transformations were applied.

The OLS regression results are shown in table 4.2. Again, GDP and population are significant

in all models. Regarding model performance, all models fit excellently, with the capital models

perform slightly better, as expected, than the all-cities models. Urumqi is largely underestimated

in all models, compared to the observed area of 343km2. Again, they suggest that Urumqi’s current

urban land use intensity is far below national average.

•GDP and population projections

To project future urban area based on the regression models developed above, we need to

produce future projections for GDP and population first. Time series analysis (Box and Jenkins,

1976; Land, 1986; Clements and Hendry, 1998) was used here to study the historical trend in

Urumqi and then extrapolate that trend into the future.

Here, two families of time series models were tested, exponential smoothing (ETS) and au-

toregressive integrated moving average (ARIMA), using the "forecast" package in R. The ETS

models use a three-letter string identify the particular framework, with the first one as error type,

1Due to data availability in the China City Statistical Yearbook 2001, urbanization rate is calcu-
lated as the ratio of population living in urban districts, which may contain a small portion of rural
residents, to the total population. Thus it is inconsistent with the number (74%) listed in section
3.2.1, which was based on the number of urban residents.
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(a) Original data (b) SQRT-transformed data

(c) LOG-transformed data

Figure 4.5 Distribution of the original and transformed Chinese city data
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(a) Original data (b) SQRT-transformed data

(c) LOG-transformed data

Figure 4.6 Distribution of the original and transformed Chinese capital city data
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Table 4.3 Time series model performances on GDP and population

GDP (10k CNY) Population

Model ETS(M,A,N) ARIMA(1,2,0) ETS(A,A,N) ARIMA(0,1,0) with drift
Parameter alpha = 0.99991 ar1 = -0.6706 alpha = 0.8853 drift = 39901.842

beta = 0.1631 s.e. = 0.1262 beta = 0.0624 s.e. = 7448.075
l = 1860.7518 l = 19865.7762
b = 4170.3151 b = 64499.7081

Goodness-of-fit

sigma 0.1694 124378.45 58242.51 56231.66
AIC 1455.64 1477.4 1516.30 1412.6
AICc 1456.39 1477.62 1517.06 1412.83
BIC 1463.88 1481.45 1524.54 1416.69

Projection 2030 26954656 36522720 3476870 3249877
Confidence low -76026819.4 27889516 2630493 2744822

intervals 95% high 129936131 45155925 4323247 3754932

the second as trend type, and the third as season type. The letters are selected from N (none), A

(additive), and M (multiplicative). By setting them to "Z", the ets() function automatically test

different model setups and return the one with the lowest Akaike Information Criterion (AIC).

Similarly, the auto.arima() function returns the best ARIMA model setup by specifying a three-

integer code for the AR order, the degree of differencing, and the MA order. In addition, "drift" can

be included to represent an underlying trend. Candidates from both families were then compared

regarding model fitting and projection results2 (table 4.3).

For the GDP models, the ETS(M,A,N) model has slightly lower AIC and almost zero sigma,

but the problem is that it allows a much greater level of uncertainty, as a result of the multiplicative

error term. It can easily be seen from the model’s wide confidence interval for the future projections

that spans from -760 billion to 1300 billion (figure 4.7a). Thus the ARIMA(1,2,0) model was

finally chosen, given its decent model fit and constrained future projection (figure 4.7b). For the

population model (figure 4.7c & figure 4.7d), the choice was easier. The ARIMA(0,1,0) with drift

wins in both AIC and sigma, as well as producing a constrained future projection. As a result, the

selected 2030 projection for GDP is 365.23 billion CNY, and for population is 3.25 million.

2The adjusted historical dataset, with Miquan taken out, was used in model fitting, while the
future projection started with Urumqi’s gross GDP and population in 2009.
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(a) (b)

(c) (d)
Note: confidence intervals at 80% and 95% levels

Figure 4.7 Model projections on GDP and population
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Table 4.4 Urban area projections and references

Urban area
km2

Urban population
density ppl/km2

Urban GDP density
10kRMB/km2

Time series regression
SQRT 787.34 3967.16 46387.45
LOG 218.06 14323.96 167487.93

Chinese city regression
SQRT 325.46 9597.31 112219.91
LOG 314.41 9934.62 116164.08

Capital city regression
SQRT 357.61 8734.30 102128.83
LOG 381.81 8180.79 95656.79

References 2010

Urumqi 343.00 6809.91 38495.64
Beijing 1186.00 10009.36 117237.88
Shanghai 866.00 15512.36 195976.33
Chinese cities 111.08 12234.33 77442.15
Capital cites 394.93 11292.69 91222.48

4.2.2 Three stories with their supporting models

•Model projections

Urban area projections were produced based on the regression models and GDP and population

projections developed in the previous section. For the Chinese city regression models, GDP and

population projections were adjusted to urban GDP and population based on their ratios to the total

population and GDP, respectively, in the year 2010. The urban area projections are listed in table

4.4.

It is worth noticing that three of these projections are smaller than Urumqi’s current urban

area, quite impossible as future scenarios. The primary reason is the low urban land use intensity

in Urumqi (figure 4.8). All the unrealistically low predictions have intensities more on a par with

the biggest metropolitans, such as Beijing and Shanghai.

Projection from SQRT transformed time series regression produced a far too large urban area,

787.34 km2, more than twice of the current urban extent, and almost as big as Shanghai today. It

has a lower population density and higher GDP density compared to what they are today, following

the historical trend. This projection may serve as the aggressive urban expansion scenario.

The Chinese city regressions for capital cities produced more conservative projections, which

can serve as a scenario encouraging denser development, compared to Urumqi today. It is closer
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Figure 4.8 Urumqi’s urban land use intensity over time

to the average level of the capital cities, most of them from more developed regions in China.

However, given the historical trajectory of Urumqi’s development, such densification will be very

difficult to reach in the near future.

•Other future estimates

The Urumqi Land Use Planning 2006-2020 suggests that in the year 2020, Urumqi will require

an urban area of 545.6 km2 to support a population of 4 million. This plan asks for an aggressive

59% increase in 10 years. No published planning documents describe the year 2030. By linearly

extrapolating this trend, urban area in 2030 can be estimated at 748.02 km2, similar to the time

series SQRT model prediction. If we assume the growing speed slows down after 2020 because

the city finished its fast expansion phase and attains a more stable stage, a rough estimate of urban

area in 2030 is about 600 km2.

One thing worth mentioning is that their population estimation (5 million in 2020) is much

larger than mine (3.25 million in 2030). It is partly because they also consider an estimate of tem-

porary population who are not permanent residents of the city but live in Urumqi. The regression

models in this study were built on permanent resident’s population, drawn from statistical year-

books. The actual population living in the city is larger, but since all the models are consistently

using this population, there should be no effects for model predictions, especially if we assume
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Table 4.5 Summary of 2030 urban area estimations

Methods Urban area km2 Percent increased from 2010

Time series SQRT model 787.34 129.55%
Capital city LOG model 381.81 11.31%

Land use planning 2030 (linearly extrapolated) 748.20 118.13%
Land use planning 2030 (slowing down) 600.00 74.93%

Urban planning density standard 120 567.16 65.35%

these two population numbers are proportional.

Another way to estimate future urban area is referencing an established standard for population

density in urban planning. It is suggested in China urban planning that urban land per person

should not exceed 120 m2, which also means a population density of no less than 8333 ppl/km2.

In this case, Urumqi’s urban area should be no more than 385km2 in 2030. However, temporary

residents will become a problem because they also demand urban land. According to Urumqi

statistical yearbook 2011, temporary residents’ population is 1.06 million compared to a permanent

population of 2.33 million in urban districts. Assuming their ratio remains the same, the total urban

population in 2030 is estimated to be 4.73 million. Then the urban area should be no more than

567.16km2.

•Summary - the three stories

It is not easy to select urban area projections for the year 2030 because different models give

wildly different results. However, based on both model performance and reality, different esti-

mations (table 4.5) can be fused together to represent different future scenarios. The percentage

increase is used to describe future scenarios because it is easier to perceive and can be directly

adapted when including the greater Wu-Chang (Urumqi-Changji) area into consideration. Below

are the details of the three scenarios:

1. Conservative scenario: +20%

This scenario represents the average urban land intensity of Chinese capital cities. It is a

much denser pattern compared to the current Urumqi. The China City Statistical Yearbook

2013 shows that Urumqi’s urban area has already reached 384 km2 in 2012, surpassed the
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capital city LOG model. Therefore, the number is slightly increased from 11% to 20% to

represent a more realistic conservative future.

2. Planning scenario: + 70%

This scenario respects the published land use/urban planning documents. It is based on the

120 m2/person standard of urban density and a conservative extrapolation from land use

planning 2020.

3. Aggressive scenario: + 120%

This scenario is supported by time series SQRT model and the linearly extrapolated land

use planning. It represents an extensive growing pattern matching the low-land-use-intensity

history of this city.

4.3 Simulating spatial configurations of future urban change

4.3.1 The Dyna-CLUE model

The Dyna-CLUE model is the current version in the CLUE (the Conversion of Land Use and

its Effects) model family (Verburg et al., 1999, 2002; Verburg and Overmars, 2009). The models

were developed for the spatially explicit simulation of land use change based on location suitability

combined with competition and interactions among the spatial and temporal dynamics of land use

systems.

The Dyna-CLUE model has two distinct modules, a non-spatial demand module and a spatial

allocation module (4.9). The non-spatial module calculates the area change for all land use types

at the aggregate level. Area demands of different land use types are inputs to the model which may

be produced using simple or advanced methods. The spatial module allocates land use demands

to specific locations based on a combination of empirical, spatial analysis and dynamic modeling.

Its input parameters can be further divided into three categories, including location and neighbor-

hood characteristics, specific conversion settings, and spatial policies and restrictions. Together

44



45

Figure 4.9 Dyna-CLUE model structure

they create a set of conditions and probabilities for which the model iteratively calculates the best

solution for each land use type.

The core of the allocation procedure is to calculate the preference map for each land use type.

The spatial preference of a land use type is empirically estimated from a set of factors based on the

understanding of determinants of land use change. The preference is calculated as in eq. 4.2.

Rki = akX1i +bkX2i + ... (4.2)

Where:

Rki is the preference to devote location i to land use type k
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X1i,2i,... are biophysical or socio-economical characteristics of location i

ak and bk are the relative impact of the characteristics on the preference for land use type k

The Dyna-CLUE model is also capable of incorporating autonomous developments through

bottom-up simulation (Verburg and Overmars, 2009). More specifically, neighborhood character-

istics can be taken into consideration when calculating spatial preferences for selected land use

types. The neighborhood of a location is characterized using the enrichment factor (F , eq. 4.3).

This measure is defined by the abundance of a land use type in the neighborhood of a location

relative to the abundance of this land use type in the entire study area.

Fikd =
nkdi/ndi

Nk/N
(4.3)

Where:

Fikd characterizes the enrichment of neighborhood d of location i with land use type k

nkdi is the number of cells of land use type k in the neighborhood with size d of cell i

ndi is the total number of cells in the neighborhood

Nk is the number of cells with land use type k in the whole simulation domain

N is the total number of cells in the simulation domain

The relationship between the probability P of a location i and the enrichment factors for each

of the n land use types is expressed in a logit model (eq. 4.4). The β coefficients can be estimated

using logistic regression. Finally, R and P are averaged by weight to determine the suitability of

each cell for each land use type. The weight needs to be calibrated by model users.

log(
Pi

1−Pi
) = β0 +β1F1i +β2F2i + ...+βnFni (4.4)
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4.3.2 Preparing model inputs

The Dyna-CLUE model requires many inputs. For non-spatial data, it requires aggregated land

use demand as well as other parameters that need to be set specific to the study area. Urban land

demand (figure 4.10) was set up by applying the percentage change of different urban change sce-

narios to the total urban area within the modeling domain, which is an 80 by 80 km area including

Urumqi and a major part of Changji. For model parameters, here we only discuss those related to

location and neighborhood factors and leave the rest to calibration. For spatial data, Dyna-CLUE

needs (1) land cover maps as initial state, (2) location factors and (3) neighborhood factors to

calculate land use suitability, and (4) restriction map to apply local constraining policies.

Figure 4.10 Historical and projected urban land area
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•Land cover maps 1990, 2000 and 2010

Land cover maps for the three different dates (figure 4.11) were prepared based on Landsat TM

and ETM+ images of respective years and a vector reference map of 2000 land use provided by a

local collaborator3. Supervised classification was first conducted on Landsat images focusing on

urban and agricultural lands. Classification outputs then went through post-processing to eliminate

small disconnected patches. Finally, manual adjustments were made to correct obvious mismatches

based on visual interpretation of the original Landsat images and high-resolution images from

Google Earth.

Figure 4.11 Map of land use change in Urumqi: 1990, 2000, to 2010

•Location factors
3Xinjiang Institute of Ecology and Geography Chinese Academy of Sciences is a local collabo-

rator of the NASA project NNX09AI32G, "China’s urbanization and its sustainability under future
climate change", which funded most part of this research
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Five variables (figure 4.12) were tested for their explanatory power for determining urban land:

(1) elevation, (2) slope, (3) distance to city, (4) distance to road, and (5) distance to water. Distance

to different city centers was inversely weighted based on their population (Distance to Urumqi was

weighted as 1) and then combined to find the minimum distance to any city centers.

Figure 4.12 Location factors passed into dyna-CLUE model

I tested these variables against the presence of urban land in a logistic regression model (based

on eq. 4.2) under a range of different spatial resolutions and on the three different years of land

cover maps (table 4.6). Model fits were measured using ROC Area Under Curve (AUC) and all

settings show excellent fit. Most variables are significant except distance to river, which is only
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significant in earlier years and finer spatial resolutions. When variables are significant, their mag-

nitudes are consistent among different resolutions and years, suggesting they are good indicators

for predicting urban land. As a balance between computational efficiency and explaining power

from independent variables, 240 m was chosen as the final spatial resolution to work with later in

Dyna-CLUE simulations.

•Neighborhood factors

The enrichment factor (eq. 4.3) was calculated under different combinations of resolution, year

of land cover and neighborhood size (figure 4.13). Experiments were done to test neighborhood

model (eq. 4.4) sensitivity under those combinations. Table 4.7 shows a subset of results for

resolution 240 m. All settings, except radius 1 in the year 2000, are significant and fit perfectly with

observed urban lands. Model performance declines as neighborhood size increases, suggesting a

weakening correlation between the pixel and its neighbors as their distance increases.

Image source: MathWorld–A Wolfram Web Resource
(http://mathworld.wolfram.com/MooreNeighborhood.html)

Figure 4.13 Moore neighborhood
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Table 4.6 Logistic regression results for location factors

resolution year intercept dem slope dis2road dis2water dis2city ROC AUC

60m
1990 7.70E+00(***) -3.69E-03(***) -1.55E-01(***) -5.63E-04(***) -7.89E-05(***) -1.50E-04(***) 0.9590
2000 9.04E+00(***) -4.94E-03(***) -2.01E-01(***) -5.09E-04(***) -2.51E-05(***) -1.69E-04(***) 0.9617
2010 9.72E+00(***) -5.31E-03(***) -1.34E-01(***) -5.96E-04(***) 0.00E+00 -1.80E-04(***) 0.9635

120m
1990 7.83E+00(***) -3.67E-03(***) -1.55E-01(***) -5.63E-04(***) -8.06E-05(***) -1.57E-04(***) 0.9614
2000 9.12E+00(***) -4.90E-03(***) -2.06E-01(***) -4.91E-04(***) -3.69E-05(**) -1.72E-04(***) 0.9628
2010 9.86E+00(***) -5.47E-03(***) -1.24E-01(***) -6.11E-04(***) 0.00E+00 -1.80E-04(***) 0.9648

240m
1990 7.47E+00(***) -3.80E-03(***) -1.73E-01(***) -5.61E-04(***) 0.00E+00 -1.44E-04(***) 0.9555
2000 8.99E+00(***) -4.76E-03(***) -2.20E-01(***) -5.01E-04(***) -3.77E-05 -1.72E-04(***) 0.9614
2010 9.91E+00(***) -5.52E-03(***) -1.13E-01(***) -6.10E-04(***) 0.00E+00 -1.80E-04(***) 0.9650

480m
1990 6.82E+00(***) -2.98E-03(***) -1.30E-01(**) -4.37E-04(***) -8.24E-05 -1.42E-04(***) 0.9486
2000 8.73E+00(***) -4.37E-03(***) -1.85E-01(***) -5.14E-04(***) 0.00E+00 -1.80E-04(***) 0.9626
2010 9.99E+00(***) -5.46E-03(***) -1.05E-01(**) -6.02E-04(***) 0.00E+00 -1.85E-04(***) 0.9662

960m
1990 6.37E+00(***) -2.38E-03(.) 0.00E+00 -5.43E-04(**) -1.91E-04 -1.52E-04(***) 0.9497
2000 1.19E+00(***) -7.47E-03(***) -1.96E-01(*) -5.99E-04(***) 0.00E+00 -2.21E-04(***) 0.9751
2010 9.34E+00(***) -5.17E-03(***) -1.68E-01(*) -5.37E-04(***) 0.00E+00 -1.65E-04(***) 0.9559

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1



52

Table 4.7 Logistic regression results for enrichment factors

year radius intercept β ROC AUC

1990
1 -6.367(***) 0.497(***) 0.9993
2 -5.419(***) 0.471(***) 0.9977
3 -4.948(***) 0.462(***) 0.9960

2000
1 -60.009 7.748 0.9999
2 -7.228(***) 1.033(***) 0.9997
3 -6.562(***) 0.986(***) 0.9994

2010
1 -7.538(***) 1.198(***) 0.9998
2 -7.062(***) 1.165(***) 0.9996
3 -6.921(***) 1.194(***) 0.9995

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

•Land use restrictions

Urumqi is rich in coal. After decades of unorganized underground mining, several places in

Urumqi, which could be suitable for urban land, are now at high risk of surface subsidence (figure

4.14, hazard zones extracted from Sun et al. (1998)). Urban development at such locations is thus

prohibited and need to be addressed in land use change simulations.

Figure 4.14 Geological hazard zones in Urumqi
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4.3.3 Calibration and validation using a new measure of goodness-of-fit

In this section, I will first introduce a novel approach to measure the performance of land use

change models, given original year, actual target year and simulated target year land use maps.

This measure is then applied to evaluate different model setups, supporting the optimal choice for

simulating future land use change.

•Adjusted multi-resolution kappa index

The proposed method is a combination of multi-resolution measure (Costanza, 1989) and ad-

justed kappa to account for land use persistence (van Vliet et al., 2011). The multi-resolution

measure gives credit to “near-hits”, thus awarding matches on general shapes instead of exact pix-

els. The adjusted kappa method uses observed no-change areas, instead of the traditional chance

agreement, to condition the “expected agreement” in Cohen’s kappa coefficient. It prevents over

estimating model performance by focusing on the “changed” areas instead of the entire landscape.

The model fit in a particular resolution (window size) is defined as follows (eq. 4.5). For

window size w, kw is the adjusted kappa, pwo the observed agreement between reference scene

and simulated scene (eq. 4.6), pwe the expected agreement conditioned with the original scene (eq.

4.7).

kw =
pwo− pwe
1− pwe

(4.5)

pwo =

tw
∑

t=1

[
1−

c
∑

i=1
|nai−nsi|

2w2

]
t

tw
(4.6)

Where:

nai is the number of cells of land use type i in actual scene in the sampling windows

nsi is the number of cells of land use type i in the simulated scene

c is the number of different land use types in the sampling windows
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t is the sampling window of dimension w by w which slides through the scene one cell at a

time

tw is the total number of sampling windows in the scene for window size w.

pwe =
c

∑
j=1

p(o = j) ·
c

∑
i=1

pw(a = i|o = j) · pw(s = i|o = j) (4.7)

I define pw(a = i|o = j) as the probability of cells changing from land use type j in the original

scene to i in the actual scene for window size w (eq. 4.8). Again, this measure is not based on exact

pixels but general match within each window. pw(s = i|o = j) is similarly defined, by replacing

the actual scene with the simulated scene.

pw(a = i|o = j) =

tw
∑

t=1

[
nai·no j

w4

]
t

tw
(4.8)

Multi-resolution synthesis can be achieved by average kw across different window size w(1,2, ...,m),

weighted by a distance-decay function (eq. 4.9). The value of l determines how much weight is to

be given to small versus large sampling windows. In this study, the l is set to be 0.1.

kmulti_res =

m
∑

w=1
kwe−l(w−1)

m
∑

w=1
e−l(w−1)

(4.9)

•Sensitivity test on different model setups

A range of different setups and parameter combinations were tested using kmulti_res (eq. 4.9)

for urban/non-urban accuracy. First, two alternative location factors were introduced (figure 4.15):

distance to 1990 urban land and cost distance to roads4. Second, regression coefficients from

different years were tested. Logistic regressions were re-run for each model setup using selected

4The cost distance was calculated using corresponding ArcGIS function, with the cost layer
generated from the 1990 land use map. The costs were arbitrarily set as 0 for urban, 3 for ru-
ral, 7 agricultural land, 10 for water, 5 for natural vegetation, and 5 for barren/snow without any
reference.
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Table 4.8 Dyna-CLUE model setups

Setup #

City layer Road layer Regression coefficients
a. Weighted distance to city/town a. Distance to roads a. 1990
b. Distance to 1990 urban land b. Cost distance to roads b. 2000*

c. 2010

M1 a a a
M2 a b a
M3 b a b
M4 a a b
M5 a a c
M6 b a c

* Moore neighborhood with r=2 was used for year 2000 coefficients, since r=1 was not significant.

location factors and land use map of the selected year. A summary of model setups are listed in

table 4.8.

Figure 4.15 Alternative location factors

For each model setup, I further tested model sensitivity on combinations of agriculture land

elasticity and neighborhood weight. The elasticity coefficient indicate the additional cost for con-

verting agricultural land while the weight determines the importance of neighborhood enrichment

in total suitability. Both of these parameters range from 0 to 1 and were tested at 0.1 increments

from 0 to 0.9. Therefore 100 experiments were done for each model. All experiments were run
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from the year 1990 to 2010, using 1990-2000 as calibration phase and 2000-2010 as validation

phase. The distribution of model fits for each model setup and simulation phase were plotted to

show respective model performances (figure 4.16).

Figure 4.16 Sensitivity test for dyna-CLUE model setups

For the year 2000, all models performed similarly well except M2, which was based on the

cost distance to roads. It suggests this newly introduced location factor does not improve model

performance thus will not be considered in further evaluations. The absolute best fit and best

average fit were achieved by M3 and M6, respectively. Both used the distance to 1990 urban land.

For the year 2010, the overall fit was substantially lower than 2000. M3 and M6 still performed

well in average fit, though M1, M4, and M5 (all based on weighted distance to city/town) produced

better results regarding maximum fit.

Given its overall good performance, model setup M6 was chosen as the final one to be used

to project future urban land. Within this setup, agriculture elasticity and neighborhood weights

were selected based on the average model fit of both calibration and validation phase (figure 4.17).

Elasticity on agriculture land did not benefit model performance at all. The global maximum

was found where neighborhood weight equals to 0.2 and agriculture elasticity equals to 0 (easy

conversion from agriculture to urban land). Simulated urban change under this setting is shown in

figure 4.18.
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Figure 4.17 Sensitivity test for M6

Figure 4.18 Simulated urban change from 1990 to 2010

4.3.4 Urban spatial patterns of the three stories

Before applying the chosen model to simulate future urban land, small modifications were made

to accommodate changes in future conditions (figure 4.19). First, distance to 1990 urban land was

replaced by that of the 2010 urban land. Second, newly planned urban agglomeration zones (based
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on Urumqi Urban planning 2011-2020) were added and given higher preference of converting to

urban land (location specific preference = 0.2).

Figure 4.19 Alternative location factors for future simulation

Based on model calibration and validation in the previous section and modified inputs listed

above, the future urban land change was simulated using Dyna-CLUE model for the three scenarios

described in 4.2.2 (figure 4.20).

•Conservative scenario

New urban lands are primarily located on the northern fringe of Urumqi and along major roads

from Changji City. The Ganquanpu industrial park, in between Urumqi and Fukang, also see great

expansion.

• Planning scenario

More expansions were found around the highlighted regions discussed in the conservative sce-

nario. Beyond those, Urumqi starts to expand to its West Mount region. All the small cities and

towns to the north of Urumqi experience some expansion.

• Aggressive scenario

Urumqi becomes connected to Changji City; Ganquanpu and Fukang City also become con-

nected along major transportation axis. More expansions were found around all urban areas except
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Figure 4.20 Simulated urban land change for year 2030 under three scenarios

Dabancheng to the south of Urumqi.

4.4 Incorporating Urumqi’s afforestation plans

Urumqi’s afforestation began in the 1950s. Some major city parks, including Hongshan, Ya-

malikeshan, Hongguanshan, are all fruits of decades of afforestation on otherwise barren lands.

Starting from government-funded and civilian volunteered projects, the city encouraged business

entities to lead afforestation endeavors using preferential policies, including tax-cuts and discounts

in land purchases. However, the policies did not last long due to corruption emergent in their in-
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herent power-land-money chain and the lack of maintenance for newly planted areas (Chang and

Zhu, 2012).

Here I am not going to discuss the resolution to successful afforestation, but will rather examine

the potential impact on local climate if those plans had succeeded. The planned afforestation areas

(fig. 4.21) were extracted from Urumqi’s Master Planning (2014-2020) - Urban Green Space

System Planning. Those areas were updated to 2030 scenarios as deciduous broadleaf forests

based on major species used in afforestation projects (Zhu, 2013).

Figure 4.21 Planned afforestation areas with Google terrain base map
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4.5 Discussion and conclusions

In this chapter, three future stories of urban change have been developed for both aggregated

area and spatial configuration. First, future urban land demands for different scenarios were es-

timated from different models based on future population and GDP. Using the ARIMA model,

population and GDP were projected at 3.25 million and 365.23 billion RMB, respectively, for the

year 2030. Second, urban land demands were allocated spatially using Dyna-CLUE model. Model

parameters were calibrated using land use maps from 1990 to 2000 and validated using the 2010

map. A multi-resolution adjusted kappa index was developed to measure the goodness-of-fit for

urban change simulations. Below are the summaries on urban change for the three future stories:

1. The conservative scenario has a 20% increase of urban land. It was developed based on

the relationship between urban land and population/GDP in Chinese capital cities. This is a

much denser pattern than what Urumqi has today. The new urban land will occur primarily

along the northern fringe of Urumqi city and along the transportation axis between Urumqi

and Changji city.

2. The planning scenario has a 70% increase of urban land. It was developed to correspond with

the published land use/urban planning documents. All urban and industrial establishments

to the north of Tianshan Mountain will grow significantly, including north Urumqi, Changji,

Wujiaqu, Ganquanpu, and Fukang. In addition, Urumqi expands into its West Mount region.

3. The aggressive scenario has a 120% increase of urban land. It was developed following

the low-intensity past of Urumqi’s historical urban land use pattern. In this scenario, two

clusters are formed from initially disconnected urban patches, which are Urumqi-Changji

and Ganquanpu-Fukang.

In addition, Urumqi’s aggressive afforestation plans were incorporated into the three future

scenarios, making another three aforestated urban change scenarios. Also, the no-change 2010
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urban extent was added as a baseline scenario. In total seven different land cover inputs were then

passed into a regional climate model in the next chapter.
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CHAPTER 5

REGIONAL CLIMATE SCENARIOS

5.1 Introduction

Urumqi has become warmer and wetter in the last several decades (figure 5.1). Temperature

rises 0.03 ◦C/year while monthly precipitation increases 0.137 mm/year. How is the climate going

to change in the future? Will different urban change scenarios impact differently on the regional

climate? What are the factors that support/limit the predictability of climate models? These are the

questions I am trying to answer in this chapter.

Data source: GHCN
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Figure 5.1 Historical trend of temperature and precipitation in Urumqi

Regional climate is affected by atmospheric forces across scales (Giorgi and Mearns, 1991). At

the global scale, the regional climate regime is determined by the general circulation. At regional

scales, land surface conditions drive local circulations and create spatial heterogeneities inside

regional climate regimes. Therefore, the basic idea of simulating future regional climate through
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a Regional Climate Model (RCM) is to take the projection from a General Circulation Model

(GCM) and dynamically downscale it based on local surface characteristics, e.g. terrain, land

cover (Pitman, 2003; Lo et al., 2008).

In this chapter, I will first introduce the framework of GCM projections based on the IPCC Fifth

Assessment Report (AR5). Near-term GCM projections for Urumqi will be specifically discussed.

The NASA-GISS-E2-H GCM was chosen based on data quality and availability, and its outputs

will be dynamically downscaled using Regional Atmospheric Modeling System (RAMS), with

regard to the three urban change scenarios and corresponding afforestation scenarios. Moreover, a

set of experiments was conducted on testing land cover uncertainty propagation through RAMS.

They will provide a “confidence envelope” when interpreting the RAMS simulation outputs for

future urban change scenarios.

5.2 Global forcing

5.2.1 IPCC Representative Concentration Pathways

Despite criticisms from various sources, the scientific community has the consensus that global

climate has been and will continue to be affected by anthropogenic disturbances in the earth system

(Oreskes, 2004; Doran and Zimmerman, 2009). The international climate modeling community

has been working together to advance the reliability of climate models. Dozens of GCMs have been

developed around the world, through the Coupled Model Intercomparison Project (CMIP, currently

in Phase 5), to support projections into the future. The Intergovernmental Panel on Climate Change

(IPCC) has been publishing comprehensive assessment reports reviewing the latest progress on

climate change related scientific fields. In the most recent version (IPCC AR5, 2014), ensembles

of future climate projections, supported by CMIP 5, were presented under different Representative

Concentration Pathways (RCP).

The RCPs represent different greenhouse gases concentration pathways and levels by 2100, in

terms of added total radiative forcing (W/m2) compared to pre-industrial levels (figure 5.2). RCPs

have replaced the Special Report on Emissions Scenarios (SRES) from the AR4 and provide a
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new common foundation to explore climate consequences under different future scenarios. Each

RCP is based on an internally consistent set of socioeconomic assumptions and could result from

different combinations of economic, technological, demographic, policy, and institutional futures.

Source: van Vuuren et al. (2011)

Figure 5.2 Trends in radiative forcing

Globally, land is projected to be warmer and wetter under all RCPs (figure 5.3). For temper-

ature, the magnitude of increase among different RCPs starts to diverge after about 2025. Higher

radiative forcings result in more substantial temperature increase, ranging from 1.5 to 6 ◦C by

2100. Increase in winter temperature is slightly larger than that in summer temperature. For pre-

cipitation, the average model projections suggest an increase for all RCPs, but the trend is less

significant due to the large rainfall variability in model predictions.

The regional trend of Tibetan Plateau1, which includes the Urumqi area, is showing similar

patterns as in the global trend (figure 5.4). Temperature is projected to increase slightly larger than

1Urumqi is within the Tibetan Plateau statistical sub-area in IPCC AR5, which is from 30◦N to
50◦N, 75◦E to 100◦E. However, in terms of physical extent, Urumqi is in the Tianshan Mountain
Range, hundreds of kilometers north from the Tibetan Plateau, separated by the Tarim Basin.
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Source: IPCC (2013)

Figure 5.3 Global trends of temperature and precipitation

the global trend, and the variances of both historical observations and GCM simulations are also

larger. Precipitation is projected to increase about twice the global rate but varies at four-times

of the global range. Again, the increasing trend of precipitation is much less significant than the

temperature trend.

5.2.2 Urumqi 2030 from GCMs

Climate is the long-term pattern of weather, and selecting a GCM output of the year 2030 cannot

adequately represent the climate regime. Instead of looking into just one year, the temporal profiles

of temperature and precipitation change were examined from 2006 to 2045 for several GCM mod-

els, including NASA-GISS-E2 models (Schmidt et al., 2014), the MPI-ESM-LR model (Giorgetta

et al., 2013), the NCAR-CESM1-BGC (Gent et al., 2011) and the CMCC-CM model (Scoccimarro

et al., 2011). The model grid closest to Urumqi was selected from each model outputs for further

examination. However, given different grid configurations, the selected grids from different models
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Source: IPCC (2013)

Figure 5.4 Regional trends of temperature and precipitation in the Tibetan Plateau region

cover different areas near Urumqi, and thus their values are not directly comparable.

In table 5.1, the changing slopes and their levels of significance are listed as an indicator of the

changing climate for the GCM simulation period of 2006-2045. For temperature, summer maxi-

mum (TMAX) and winter minimum (TMIN) are selected instead of respective mean temperatures.

For precipitation (PRCP), total precipitation, including resolved and convective precipitation, are

summarized. This table is consistent with the global and regional trends as shown in the previous

section. Among all variables, summer TMAX is found significantly increased in all models, an

average 0.05◦C/year. Winter TMIN increases faster (0.06◦C/year) but less significantly. PRCP in

both summer and winter are rarely significant, and there is even disagreement on the direction of

change. Given data availability, only RCP 4.5 and 8.5 were compared. The difference between the

two RCPs is however not significant.
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Table 5.1 GCM trend for Urumqi in the period 2006-2045

Variable RCP NASA-GISS-E2R NASA-GISS-E2H MPI-ESM-LR CMCC-CM CESM1-BGC

summer TMAX
4.5 5.78e-2 (***) 5.86e-2(***) 4.82e-2(***) 3.46e-2(***) 4.98e-2(***)
8.5 4.83e-2(***) 8.02e-2(***) 5.36e-2(**) 5.71e-2(***) 3.94e-2(***)

winter TMIN
4.5 7.78e-3 6.77e-2(***) 8.60e-2(**) 4.21e-2 5.04e-2(.)
8.5 6.61e-2(***) 8.81e-2(***) 7.51e-2(**) 6.19e-2(.) 6.67e-2(*)

summer PRCP
4.5 -2.52e-3 2.24e-3 -6.26e-5 1.27e-4 -3.23e-5

8.5 -3.42e-3(*) -3.27e-3(*) 4.09e-5 -3.34e-4 6.42e-4

winter PRCP
4.5 3.47e-4 3.58e-5 2.21e-4 6.27e-4(**) 8.21e-5

8.5 -3.31e-4 1.10e-3(*) 1.74e-4 2.18e-4 3.35e-4(.)

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

5.3 Regional climate simulations under urban change scenarios

5.3.1 The RAMS model

RAMS (Pielke et al., 1992; Cotton et al., 2003) is a state-of-the-art limited area model that nu-

merically integrates the fully compressible nonhydrostatic equations of motion, and it solves the

equations of radiative transfer; water, heat and momentum exchange between the surface and air,

turbulent boundary layer transport, convection; and cloud microphysics. It was first developed at

Colorado State University in the 1980’s and combines three previously parallel efforts of a non-

hydrostatic cloud model (Tripoli, 1982) and two hydrostatic mesoscale models (Tremback et al.,

1985; Mahrer and Pielke, 1977). Subsequent development and maintenance were conducted by

Drs. Robert L. Walko and Craig J. Tremback at ATMET LLC.

The major components of RAMS are: (1) an atmospheric model which performs the actual sim-

ulations, (2) a data analysis package which prepares initial data for the atmospheric model from

observed meteorological data, and (3) a post-processing model visualization and analysis pack-

age which interfaces atmospheric model output with a variety of visualization software utilities

(RAMS, nd).

The surface-atmosphere process is modeled by LEAF-3 (Walko et al., 2000), the newest version

of the Land Ecosystem-Atmosphere Feedback model. LEAF-3 includes progressive equations for

the temperature and water content of soil, snow cover, vegetation, and canopy air, and includes

turbulent and radiative exchanges among these components and with the atmosphere. LEAF-3
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allows subgrid structure of different land cover types, called patches, and each patch interacts with

other components and the atmosphere with a weight proportional to its fractional coverage (figure

5.5).

Figure 5.5 A graphic illustration of land cover aggregation in LEAF-3

The RAMS simulations require substantial computation resources. The experiments conducted

in this study were run on the Michigan State University High-Performance Computing Center

(MSU-HPCC) facilities. Each simulation (scenario) were run on a single node and typically took

one month to finish.

5.3.2 Preparing model inputs

• GCM based boundary conditions

RAMS requires large-scale time-varying lateral and surface conditions, in this case from GCM

outputs, to drive model simulations. The input data include five 3-D variables: eastward wind,
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northward wind, temperature, geopotential height and relative humidity; and five 2-D surface vari-

ables: sea-level pressure, surface pressure, temperature, snow cover and water surface temperature.

Given data quality and availability, 6-hour outputs from the NASA-GISS-E2H model were

selected as the driving dataset and downloaded from Earth System Grid Federation (ESGF). Year

2028, 2029, 2031 and 2032 of RCP 4.5 were chosen to represent a hot 2030 scenario (figure

5.6). Available output data include eastward wind, northward wind, air temperature and specific

humidity in 3-D, and sea-level pressure and surface pressure in 2-D.

Note: The red and blue color indicate the five hottest and coldest years, respectively.

Figure 5.6 Average JJA maximum temperature from NASA-GISS-E2H model

Not all required variables are ready as GCM standard outputs, and thus need to be calculated

from available ones. All calculations were implemented using NCAR Command Language (NCL).

Snow cover and water surface temperature were not prepared and initialized as 0. Relative humid-

ity was calculated using the relhum function. Geopotential height was calculated using the cz2ccm

function. To use this function, two additional variables were calculated, which are virtual tem-

perature (eq 5.1) and surface geopotential (eq 5.2). Results were then interpolated from hybrid

coordinate system to pressure levels using the vinth2p function.
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Tv = T (1+0.61w) (5.1)

Where Tv is virtual temperature (K), T is air temperature (K), w is the mixing ratio (kg/kg)

which is approximated by specific humidity.

Φs =
psl− ps

ρ
=

(psl− ps)RdTvs
ps

(5.2)

Where Φs is surface geopotential, psl is sea-level pressure (pa), ps is surface pressure (pa),

ρ is air density, Rd = 287.058J/kgK, is specific gas content for dry air, Tvs is surface air virtual

temperature (K).

• Surface data

RAMS comes with default datasets that include global terrain height, land cover, soil type,

sea surface temperature, etc. In this study, I customized the land cover dataset to represent the

three urban change scenarios and corresponding afforestation scenarios (figure 5.7). The base land

cover was the modal land cover type for each pixel from the 12-year MODIS land cover type

(MCD12Q1, 2001-2012, see section 5.4.1 for more detail) product and converted into the LEAF-3

land cover scheme. The urban and forest patches from the urban and afforestation scenarios were

updated on top of the base land cover.

•Namelist specifications

RAMS uses a namelist file to specify model configurations. Some particular settings are listed

below:

1. The simulation period was set to be from Jan. 1 to Dec. 31 of selected years.

2. Two nested grids (fig. 5.8) were set both centered at 43.8◦N, 87.58 ◦E. The coarser grid was

16 by 20 (easting by northing) with 32 km resolution, while the finer grid was 30 by 38 with

8 km resolution.

3. The out-most five points are set to be the nudged boundary.
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Note: includ the modal MCD12Q1 (urban 0), 3 urban scenarios, and afforestation scenarios (+f)

Figure 5.7 Land cover inputs from different urban scenarios
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4. The vertical grid has 30 levels with the spacing started from 100 m at the bottom and

stretched at a ratio of 1.15 (100 m, 115 m, 132.25 m, 152.09 m ...).

5. For the land surface grid, each contains five sub-grid patches, including water and its top 4

abundant vegetation classes, with their fractions of area within the grid.

6. The Klemp/Wilhelmson scheme (Klemp and Wilhelmson, 1978) was chosen as the lateral

boundary condition.

7. The radiation parameter was set to use the Chen and cotton scheme (Chen and Cotton, 1983).

8. The cumulus parameterization was set to use the Kain-Fritsch scheme (Kain and Fritsch,

1993).

Map data: Google, TerraMetrics

Figure 5.8 Simulation domains
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5.3.3 Climate sensitivity of the three stories

Land cover change could affect local climate by altering the physiological and morphological con-

ditions of the land surface. In the case of urban expansion in Urumqi, urban built-up lands will re-

place irrigated croplands and natural grasslands in various degrees according to the aggressiveness

of the associated scenarios. Changes in vegetation cover will affect the amount of evapotranspira-

tion, thus the energy and water balance in the atmosphere. Converting irrigated croplands to urban

will significantly reduce evapotranspiration, decreasing water content in the air and increasing the

sensible heat by reducing the amount of energy that goes into latent heat. This may not be the

case for grasslands because of the low soil moisture in the natural semi-arid environment. Besides,

urban expansion will increase land surface roughness which will drag upon the winds, compared

to both croplands and grasslands. It will further affect the wind’s ability to disperse heat and mois-

ture which in turn affect plant evapotranspiration. Afforestation, in sparsely vegetated areas, is

supposed to increase both evapotranspiration (primarily due to irrigation) and surface roughness.

However, the specific outcome of these impacts, in terms of magnitude and spatial pattern, needs

to be uncovered through climate simulation.

Three RAMS output variables, temperature at 2 m (◦C), hourly precipitation (mm/hr), and

wind speed at 10 m (m/s), were selected to represent the climate sensitivity on urban change

scenarios. The first two months of simulation were discarded as the spin-up period, allowing

climate simulation to stabilize from its imperfect initial and boundary conditions. Thus only out-

puts from March to November were used in the following analysis. For each pixel, T-test and

F-test, adjusted for temporal autocorrelation (Zwiers and von Storch, 1995), were performed to

test whether the scenario-induced changes in these variables are statistically significant. The T-test

plots show the difference in mean, and F-test plots show the difference in variance, in the form of

σ(scenario)/σ(base), and with the dotted pattern denoting the significant areas at 0.05 level.

For temperature (figure 5.9), some warming effect can be found at places immediately north of

Urumqi where most of the simulated urban expansion occurs. Such effect is especially apparent for

the basic urban expansion scenarios. The magnitude and spatial extent of warming are positively
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Figure 5.9 Temperature sensitivity on urban scenarios
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related to the amount of urban expansion (urban3 > urban2 > urban1). The warming effect is an

expected outcome of converting irrigated croplands into urban built-up areas. The decrease of veg-

etation cover lowers the cooling effect brought by evapotranspiration, thus reduces latent heat flux

and increase sensible heat. In the afforestation scenarios, though the urban introduced warming

is still evident, large cooling areas emerge in the southwest and southeast corners of the domain

as well as west of Urumqi. In addition, a second warming area emerges in between Changji and

Hutubi city. The complex temperature pattern introduce by afforestation is hard to explain though.

It could indicate an oversensitive local climate or merely a model artifact. Nevertheless, neither

the warmings nor the coolings are significant statistically, due to their relatively small magnitude

(within ±1◦C) compared to overall temperature variability. The F-test is neither significant nor

showing any interesting patterns.

For precipitation (figure 5.10), urban expansions have very little impact on its average amount.

Most places, including the expanded urban areas, have a difference to the base scenario within

±0.0002mm/h, which translates to within ±1.75mm annually. The afforestation scenarios show

stronger impacts, with the west edge of the domain being dryer and the south slope of Tianshan

Mountains a little wetter, but neither is statistically significant. The F-test suggests great variations

in the temporal pattern of precipitation despite little difference in overall precipitation amount. For

the basic urban change scenarios, there are two patches of significant areas, the center-north, and

the southeast. Most of the significant places are showing shades of green, indicating more intense

but less frequent precipitation. A couple of brown areas (more even precipitation) to the northeast

of Urumqi persist in all scenarios. The afforestation scenarios are showing deeper green patches

above Urumqi urban area, more than twice of the original standard deviation, and their intensity

and spatial extents increase as the degree of urban expansion increases. The patterns for other areas

are difficult to read or relate to urban scenarios.

For wind speed (figure 5.11), the basic urban scenarios are showing a clear pattern of sig-

nificantly decreased and less variable wind speed in the core urban area. The more the urban

expansion, the larger the impact. This is also an expected result of urban expansion since build-
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Figure 5.10 Precipitation sensitivity on urban scenarios
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Figure 5.11 Wind speed sensitivity on urban scenarios
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ings increase surface roughness thus aerodynamic resistance that prevents wind from speeding up.

The afforestation scenarios show a dramatic effect on wind speed deceleration. Although trees are

supposed to reduce wind speed compared to grasslands or barren lands, the extent of such impact

revealed in this experiment does not seem realistic. It suggests significant wind speed decrease

occur in roughly one-third of the entire domain, covering most places south of 44 ◦N. It also in-

troduces stronger wind speed variation (areas in green) in the southwest Tianshan Mountains and

southeast Chaiwopu-Dabancheng valley.

5.4 Impact of land cover uncertainty on regional climate simulations

MODIS land cover type (MCD12Q1) is an annual global land cover product that is often used

in RCMs, including the Regional Atmospheric Modeling System (RAMS) and the Weather Re-

search and Forecasting (WRF) model. However, the data quality of MCD12Q1 is rarely adequately

considered in RCM modeling works.

Inaccuracies in land cover products arise in every step of data production (Congalton et al.,

2014) and are described in different terms (Messina et al., 2008). In this study, the focus was put

on “uncertainty” as the degree of data fidelity open to question, instead of “error” as discrepancies

between data and reference. Land cover errors are typically recognized via disagreement between

MCD12Q1 and other land cover datasets or ground reference (Cohen et al., 2003; Giri et al., 2005;

Ran et al., 2010; Fritz et al., 2011). Land cover error propagations are then studied by comparing

model outputs from different land cover inputs (Yin et al., 2007; Ge et al., 2009; Gao and Jia,

2013). However, in one hand, the collection of ground reference by foreign institutes is prohibited

in Urumqi due to the political environment, which makes it impossible to conduct traditional error

assessment. In the other hand, comparing dataset from different dates and classification schemes

would introduce additional sources of uncertainty, thus overstate the impact of data quality.

In this section, MCD12Q1 categorical uncertainty will be characterized by the use of the time-

series of MCD12Q1 products themselves for Urumqi area, following the approach introduced

by Liang and Gong (2010) which assessed MCD12Q1 data quality at global scale. The Binary-
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Control model will then be developed to construct alternative land covers based on characterized

MCD12Q1 uncertainty. Finally, MCD12Q1 uncertainty propagation through the RAMS model

will be examined. The majority of this section has been published in Climate Dynamics (Li et al.,

2017).

5.4.1 The MCD12Q1 product

MCD12Q1 is a yearly product available from 2001 to the present. The base algorithm is a C4.5

(Quinlan, 2014) decision-tree and ensemble classifications are estimated using boosting. Classifi-

cation inputs twelve sets of 32-day average nadir BRDF-adjusted reflectance (Schaaf et al., 2002)

for MODIS band 1-7, enhanced vegetation index (Huete et al., 2002) and land surface temperature

(Wan et al., 2002) together with their annual minimum, maximum and mean. The high temporal

resolution of these datasets made it possible to utilize phenological and other temporally variable

information to facilitate classification. Outputs then go through a three-year moving-window sta-

bilization procedure to reduce the amount of spurious inter-annual changes from 30% to 10% (See

Friedl et al. (2010) for more details on MCD12Q1 production). However, the producer suggested

that this rate is still well above the actual global land cover change rate, leaving a large model out-

put space to data uncertainty. Urban areas were produced separately from other land cover types

using MODIS data from 2001-2002 (Schneider et al., 2009), and have not been updated.

Although the overall classification accuracy of the MCD12Q1 product is assessed at 74.8%

(Team, 2014), it can be much lower for certain classes or in certain regions. Zeng et al. (2015)

reported an overall accuracy of MCD12Q1 Version 5.1 at 64.62% for China, varying between

36.11% and 76.52% in different provinces and between 3.74% (shrublands) and 82.92% (water

bodies) in different land cover classes. Confidence assessment maps (McIver and Friedl, 2001) are

provided with the products, but they do little to help in understanding the impact of data quality on

climate modeling outputs.

To investigate the data uncertaity, the version 5.1 MCD12Q1 products with a spatial resolution

of 500 m were acquired from 2001 to 2012 using the IGBP class layer (figure 5.12). A spatial
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0 - water, 1- evergreen needleleaf forest, 2 - evergreen broadleaf forest, 3 - deciduous needleleaf forest, 4 -
deciduous broadleaf forest, 5 - mixed forest, 6 - closed shrublands, 7 - open shrublands, 8 - woody

savannas, 9 - savannas, 10 - grasslands, 11 - permanent wetlands, 12 - croplands, 13 - urban and built-up,
14 - cropland/natural vegetation mosaic, 16 - snow and ice, 16 - barren or sparsely vegetated

Figure 5.12 MCD12Q1 2001-2012
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subset of 42.5◦N-45◦N, 86◦E-88.5◦E, roughly 5.6×104 km2, was extracted corresponding to the

RAMS domain setup in the previous section.

5.4.2 Characterizing uncertainty in MCD12Q1

(a) Annual change rate (b) Number of changes (C)

(c) Variety (V) (d) Frequency distribution of C and V

Figure 5.13 Temporal characteristics of MCD12Q1

Following Messina et al. (2008), a distinction is made between error in the underlying data,

and uncertainty due to the model itself. In this study, MCD12Q1 model process uncertainty is

explored through the use of the time series of MCD12Q1 products themselves. A similar approach
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to assess the quality of MCD12Q1 at global scale was introduced by Liang and Gong (2010). The

approach hypothesizes that locations with highly unstable land cover classes over time are more

likely to be suffering from classification process inaccuracy rather than experiencing actual land

cover changes. Thus, the uncertainty of land cover data can be quantified from those unstable

locations and then modeled to test for its propagation impacts.

• Uncertainty characterization

Within the 12-year MCD12Q1 (as shown in figure 5.12), most years show unrealistically high

(above 10%) inter-annual change rates as compared to previous years (figure 5.13a), suggesting

that something other than actual land cover change is occurring (Zhang et al., 2007). A change tra-

jectory from 2001 to 2012 is generated for each pixel. Two variables are computed to characterize

trajectories: the number of changes (C, figure 5.13b) and the variety (V, figure 5.13c) of types that

occupied the pixel. Pixels are further divided into groups based on the distributions of these two

variables (figure 5.13d).

Stable pixels (C≤4) were those consistently classified throughout the period. Unstable (C >

4) pixels were further divided into two groups depending on V with a cutoff at 3. For the group

with both high C and V, it is difficult to retrieve meaningful categorical uncertainty while the

other group (high C low V, figure 5.14) contains pixels flipping among a small set of land cover

types. The latter indicates that the automated MCD12Q1 classification model may have difficulty

in distinguishing between particular land cover types, especially for this study area or ecotone.

In order to find inter-category uncertainties, the 12-year trajectories of those "flipping" pixels

were subdivided into separate changes from one year to the next. Table 5.2 shows the most frequent

change directions in the flipping pixel changes. The first four directions account for over 85% of

the total changes, and they perfectly cover two pairs of land cover types. For 2011, over 9% of the

entire landscape fell into these four spurious directions compared to 2010.

Figure 5.15 shows that the uncertain areas present some spatial structure across the entire land-

scape, with concentrations in the northern and southeastern parts. Opposite directions tend to be

spatially intermingled with each other, which suggest inherent spatial patterns with our discov-
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Figure 5.14 Flipping pixels

Table 5.2 Spurious change directions and their frequencies.

Rank From To Overall frequency 2010 to 2011 area (km2)

1 grasslands croplands 21.74% 1366.00
2 barren grasslands 21.66% 1696.75
3 grasslands barren 21.54% 1064.00
4 croplands grasslands 20.87% 988.00

ered uncertainty. However, it could be argued that the spurious (or uncertain) inter-annual changes

might result from particular farming practice or natural vegetation dynamics, thus not necessarily

from data uncertainty.

To lend support to our findings, a set of Landsat 5 TM data were collected for our study area

in August of respective years (figure 5.16a), along with those years of 16-day average Enhanced

Vegetation Index (EVI) from MOD13A1 Version 6 (Didan, 2015) for 100 random sample locations

of each spurious change direction (figure 5.16b). The August TM images were chosen for their

low cloud cover and strong vegetation signal. In this semi-arid environment, croplands are heavily

dependent on irrigation, therefore, showing vigorous green color in the pseudo-color TM images

compared to nearby natural grasslands. No large-scale shifts between grasslands and croplands

were found in the TM images, as opposed to the spurious changes detected from MCD12Q1 (see

figure 5.15). Not surprisingly, the grasslands/barren uncertainty is much harder to elucidate. The
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Figure 5.15 Spurious changes from 2010 to 2011

IGBP scheme defines barren as no more than 10% vegetation at any time of the year. It requires

a reference dataset of high temporal resolution to distinguish between grasslands and barren. The

time series of EVI does not reveal much difference between the year 2010 and 2011 for any sam-

ple groups (spurious directions). Year 2011 may have slightly higher averaged EVIs during the

growing season but this is the case in all samples. Therefore I consider the identified changes more

likely to result from data uncertainty rather than actual land cover changes.

• Uncertainty model

Monte Carlo simulation is a widely applicable approach to study uncertainty propagation in

complex nonlinear system modeling (Heuvelink, 1998). The basic idea is to generate a set of

statistically equivalent realizations for the uncertain variable and then run the model using those

realizations, thus producing a set of model outputs. Uncertainty propagation can be studied based

on the distributions of those outputs. The same idea is used to test the MCD12Q1 uncertainty

propagation through RAMS (figure 5.17).

Let the two land cover types in an arbitrary spurious direction be A and B. Assume: (1) for

a single pixel that changed in a spurious direction as shown in table 1, it has equal probabilities

of being A or B; (2) the classification uncertainties between two consecutive years are systematic,

which means all pixels that fell into a specific spurious direction were either all A or all B; (3) the
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(a) Landsat 5 TM pseudo-color images (5, 4, 3)

(b) Vegetation phenology at sample locations of each spurious change

Figure 5.16 MCD12Q1 uncertainty references
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Figure 5.17 Workflow for testing MCD12Q1 uncertainty propagation through RAMS

spurious directions are independent from each other.

Figure 5.18 An illustration of the Binary Control model

Following the above assumptions, a binary control model (figure 5.18) was developed based

on combinations of spurious change directions. A simple "On and Off" rule was used to generate

possible land cover realizations within our defined uncertainty space. For example from maps

2010 to 2011, if the direction "croplands to grasslands" is turned "off", all pixels that fell in this

direction need to be modified from grasslands to croplands in the 2011 map. Since 4 spurious

directions were discovered, the "On and Off" perturbation can be set to all these directions, thus

yielding, in total, 16 equally possible land cover realizations (figure 5.19). All will be later passed

into RAMS, including the original 2011 land cover (the “all-on” realization) as a reference, and

the variations among their outputs will be examined.

5.4.3 Propagation impacts on RAMS simulation results

•Overall uncertainty propagation
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Note: The 4-digit realization ids correspond to the 4 spurious directions in table 5.2, where 0 means “off”
and 1 means “on”.

Figure 5.19 2011 land cover realizations
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First, domain-averaged daily series for selected variables were calculated. As illustrated in fig-

ure 5.20, land cover uncertainties affected LHF substantially, with daily ranges among simulations

at 4.32 W/m2 in average, accounting for 14.6% of its overall data range. SHF (2.44 W/m2, 1.57%),

WS (0.08 m/s, 1.24%) responded slightly, while TEMP (0.08◦C, 0.67%), HP (3.29×10−5mm/h,

0.65%) and VM (6.88×10−4m/s, 0.33%) revealed little impact. The range of differences appeared

to diminish over time.

Figure 5.20 Box plots of daily domain averages

The second step was to evaluate the spatial distribution of propagated uncertainty. For the

same set of variables, pixel-based data ranges at every time step were calculated and then averaged

over the entire analysis period (figure 5.21). Unlike domain-averaged results, substantial differ-

ences were found in most variables with great spatial heterogeneity. At roughly 44◦N, 87◦E, a hot

spot was evident in SHF, LHF, TEMP and WS, which corresponds to the areas with high grass-

lands/croplands uncertainty. The associated northeast down-wind area also manifests impacts in
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Figure 5.21 Average ranges over the analysis period

SHF, VM and WS, likely demonstrating a spatial propagation effect. Another hot spot ( 43◦N,

87.5◦E) emerged with high VM and moderately high TEMP and WS variations. It is collocated

in an area with grasslands-barren uncertainty on mountain slopes. As for HP, greater impact was

found along the western border where most of the resolved precipitation occurs.

•Comparison among simulations

The effects of particular land cover perturbations were tested by comparing each simulation

with the reference, using NCAR Command Language (NCL) 6.2.0. At pixel-level, T-test and F-

test, adjusted for temporal autocorrelation, were performed to examine whether the differences

between simulation and reference are statistically significant. Figure 5.22 shows the percentage of

pixels identified as significantly different from the reference at the 0.05 level in mean or variance.

Different means suggest changes in their distribution baseline while different variances suggest

changes in the magnitude of their fluctuations. In general, two variables stand out in the signif-

icance tests, LHF and HP. For LHF, similar amounts of pixels were identified to have different

means or variances, but HP differs only in variances and more pixels were affected compared to

other variables. SHF, VM and WS emerged, while TEMP was found not significant in any case.
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Note: The 4-digit simulation ids correspond to the 4 spurious directions in table 5.2, where 0 means “off”
and 1 means “on”.

Figure 5.22 Percentage of significant pixels in t-tests and f-tests against reference-run

For simulations with only one direction turned off, manipulations on direction 1 and 4, which

are grasslands to/from croplands, had the greatest impacts. Direction 2 and 3, barren to/from

grasslands, caused smaller changes. When more directions were altered together, the patterns of

significant pixels become complicated. Direction 1 and 4 slightly mitigated each other, and did

more so on HP than on LHF, while direction 2 and 3 seems added up on each other. Combinations

of three or more directions even resulted in significant pixels in VM and/or WS.

Finally, the combined experiment shows that the aggregated results exhibited different distri-
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butions for only LHF and HP, variables that are strongly connected to the presence of water. For

LHF, pixels with significantly different means or variances were both around 3%; and for HP, there

were no significant differences in mean, but over 12% of the pixels showed significantly different

variances. Figure 9 further illustrated the area and magnitude of such differences. The statistical

significant pixels for LHF in both t-test (figure 5.23a) and f-test (figure 5.23b) seem connect to

locations with high land cover uncertainty. All the significant pixels in figure 5.23b have values

over 1, suggesting greater variability comparing to the reference. Variability in precipitation (figure

5.23c) exhibit a more complex pattern.

(a) T-test for LHF (b) F-test for LHF (c) F-test for HP
Note: Insignificant pixels were shown in grey. T-test shows the difference in mean comparing to reference

in W/m2, and F-test shows the ratio of standard deviation to that of the reference.

Figure 5.23 Maps of significant pixels from combined experiment

5.4.4 Comparing future climate to the uncertain current

To compare with the hot years selected for future climate simulations, the four warmest years in

recent history (1997, 2001, 2006, and 2008, see fig. 5.24), in terms of summer average daily max-

imum temperature, were selected to represent the current hot years. The NCEP-DOE Reanalysis

2 (Kanamitsu et al., 2002) data for selected years were acquired and used to drive RAMS simula-

tions. Using the same model setup as in section 5.3.2, and only replacing the land cover input with

the 12-year modal MCD12Q1, the simulations of current climate were conducted from January

1st of each year to December 31st . Just like in the future simulations, the first two months were
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discarded as spin-up period, and only outputs from March to November were used in the following

analysis.

Data source: Global Historical Climatology Network

Figure 5.24 Urumqi historical summer average daily maximum temperature

When comparing the simulation results of future and current climate, four years of data were

grouped to form a larger sample. More specifically, and hereafter, the future (2030s) simulation

refers to RAMS outputs from the years 2028, 2029, 2031 and 2032, and the current (2010s) refers

to the years 1997, 2001, 2006, and 2008. Similar to sections 5.3.3 and 5.4.3, adjusted T-test and

F-test were conducted to examine places with statistically different mean or variance. Again, the

T-test plots show the difference in mean, and F-test plots show the difference in variance, in the

form of σ( f uture)/σ(current), and with the dotted pattern indicating the significant areas at 0.05

level. Although the test for land cover uncertainty propagation (section 5.4.3) was performed in a

different year and for a much shorter period, its magnitude and spatial extent can be considered in

the interpretation of the future-current comparisons.

For temperature (figure 5.25), all scenarios are showing roughly the same pattern. The majority
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Figure 5.25 Temperature change in 2030

94



95

of the domain is getting warmer except for some insignificant cooling on top of the Tianshan

Mountains. All the statistically significant areas are getting warmer, including the Dzungaria Basin

(+ 2 ∼ 5 ◦C) north of 44 ◦N and the Turpan Depression (+ 2 ∼ 4 ◦C) in the southeast corner of

the simulation domain. A small area between the cities of Urumqi and Changji is also becoming

significantly warmer (+ 2 ∼ 4 ◦C). This location is where most of the recent and predicted urban

expansions take place, and its extent seems to grow slightly as urban expansion gets increasingly

aggressive (urban 3 > urban 2 > urban 1). While in the afforestation scenarios, this area is smaller

and not as warm (+ 2 ∼ 3 ◦C) as in the basic urban scenarios, and does not change in response to

the more aggressive scenarios. The F-tests suggest an overall decrease in temperature variation.

Two areas are highlighted, including the northwest corner and an L-shaped area, starting from

the northeast corner and turning southeast to the Chaiwopu-Dabancheng Valley. Both areas are

predicted to have a significant decline (over 20%) in the standard deviation of hourly temperature.

They cover the major urban agglomerations and substantial amount of croplands in this area. The

land cover uncertainty was not significant for temperature, so it does not affect the interpretations

here.

For precipitation (figure 5.26), differences among urban change and afforestation scenarios are

minimal. Most of the area has an insignificant change in the average amount of precipitation. The

west border of the domain, however, has more than 0.05mm/h or 438mm/y of precipitation loss

in most places and up to 0.03mm/h or 263mm/y gain in one pixel near the northwest corner. The

magnitude of these differences is in the same order of the average precipitation in these areas,

which may not be realistic. Another significant area covers places south of the peaks of Tianshan

Mountains, which is normally the rain shadow area. This area is predicted to have as much as

0.02mm/h or 175mm/y more precipitation. The F-test shows a dramatic difference in precipitation

variation almost everywhere. The wetter places will have precipitation varying more than twice as

before while the drier places will lose up to 20% to 100% of the precipitation variability. The land

cover uncertainty in precipitation, though statistically significant in F-test, is substantially weaker

compared to the amount of differences here. It is also evident that precipitation varies substantially
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Figure 5.26 Precipitation change in 2030
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at the western edge in the earlier tests, suggesting a lack of predictability rather than real climate

change.

For wind speed (figure 5.27, urban expansion and afforestation introduce substantial differ-

ences. In the baseline scenario (urban0), wind is significantly stronger in three-quarters of the

domain, including Urumqi urban area. In the basic urban expansion scenarios, wind becomes sig-

nificantly slower in a narrow stripe spanning from Changji to north Urumqi and then to Fukang

and another area in the Chaiwopu-Dabancheng valley southeast of Urumqi. As urban expansion

getting aggressive, these two areas continue to intensify (from−2m/s to−5m/s), grow in size, and

eventually become connected. In the afforestation scenarios, wind further weakens in the south-

west mountain areas. F-test suggests, in general, a less varying wind despite the increase in wind

speed. The mountain areas, both the southwest and the east, have more varied wind speed, espe-

cially in the afforestation scenarios. Land cover uncertainty is ignored since it was not significant

for wind speed.

5.5 Discussion and conclusions

In this chapter, a hot near future (2030) regional climate was simulated in the RAMS model,

fed by NASA-GISS-E2-H GCM outputs of year 2028, 2029, 2031 and 2032, and with varying land

cover inputs. The simulated future climate was compared among urban change and afforestation

scenarios as well as simulations for the current hot years (1997, 2001, 2006, and 2008). The

propagation impact of the input land cover data (MCD12Q1) uncertainty was examined, which in

this case was mostly insignificant either by itself or compared to the difference between simulated

future and current climate conditions. Below are summaries of the findings in this chapter.

• Temperature

Climate simulation results suggest an overarchingly warming trend in the study area in the

2030s. Most area is expected to gain at least 2 ◦C in average temperature. At the same time,

temperature variation is predicted to decline significantly. Urban expansion is found to contribute

to the additional warming where new urban expansion concentrates, and afforestation seemingly
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Figure 5.27 Wind speed change in 2030
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reduces such effect. The impact of land cover data uncertainty is negligible.

• Precipitation

Precipitation change is dramatic but unrealistic. With most areas getting slightly wetter, the

west side of the domain has significant precipitation changes in the order of hundreds of millime-

ters per year, equivalent to the total annual precipitation in this area. It is more likely that the

simulations failed to produce realistic precipitation patterns, considering the overall precipitation

variability in the western border from the more controlled experiments (aka. sensitivity tests for

land cover uncertainty and urban scenarios).

• Wind speed

Wind is generally getting stronger and less variable in the 2030s. Urbanization significantly

reduces wind speed in urban areas by as much as 5m/s in the most aggressive scenario. Afforesta-

tion further brings down the wind speed but to an unrealistic extent that reduces more than 0.6m/s

almost everywhere south of 44 ◦N.

In general, the regional climate simulations are showing interesting spatial patterns within the

global climate change context. Many of them are related to the urban change and afforestation

scenarios, though some could be a manifestation of poor model performance. The land cover un-

certainties were minor compared to the simulated climate change. However, it does not necessarily

mean a good quality of input land cover data. It could also be possible that they have huge bias de-

spite little variance within the time-series. The particular impacts of changing climate conditions,

either from global forcing or local disturbance, need to be re-examined in the context of specific

themes of urban sustainability, which is the focus of the next chapter.
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CHAPTER 6

URUMQI’S SUSTAINABILITY UNDER FUTURE CLIMATE CHANGE

6.1 Introduction

Urumqi is facing an increasing threat from its limited water availability. On the supply side,

Urumqi is fed only by a couple of short rivers (and their groundwater systems) that run from the

top of Tianshan Mountains to salt lakes at dessert fringe. On the demand side, Urumqi needs to

support over three million people and its water-intensive coal-petrol industries. This area also fea-

tures extensive planting of some water-hogging crops, for example, cotton and alfalfa. In addition

to Urumqi’s own water shortage, over-consumption of water resources in this endorheic system

will lead to drying-up of the terminal lakes. The case of the Aral Sea (Micklin, 2007) and the

nearby Ebinur Lake (Liu et al., 2011a) may provide some insights on the environmental disasters

associated with this problem.

In this chapter, several sustainability-related topics are explored which are within the scope

of the Human-Land-Atmospheric system and particularly crucial to the Urumqi area. Each of

the following sections was developed by comparing the future (2030s) conditions for that specific

issue with the base year (2010s), supported by the simulated urban change and climate change

results in addition to the theme-related local statistics and literature. Most of the following work

is exploratory, in the sense of illustrating the analytic frameworks of the problems and potential

usage of the simulation results.

6.2 Water supply and demand

6.2.1 Overview

According to Li and Tursun (2001), Urumqi’s long-term average renewable water resources (an-

nual flow of rivers and groundwater) are 11.48×108m3/year, around 40% of its total precipitation,
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including surface and groundwater from six drainage areas: Urumqi River (4.74×108m3), Baiyang

River (2.88× 108m3), Toutun River (1.68× 108m3), Chaiwopu lake (1.45× 108m3), and Alagou

River(0.72×108m3). Urumqi’s water consumption, on the other hand, has risen from 4.59×108m3

in 1995 to 10.89× 108m3 in 2010 (Tang et al., 2013), quickly approaching the limit of its aver-

age water availability. According to the Statistics Bureau of Xinjiang Uygur Autonomous Region

(2012), Urumqi’s available water resource in 2011 was 9.85× 108m3, but the total consumption

was 10.68× 108m3. The agricultural sector used 58.52% of the water, the manufacturing sector

21.72%, the service sector 1.87%, household-use 13.86%, and environmental protection1 4.03%.

Urumqi’s renewable water resources primarily come from precipitation and glacier/snow melt-

ing, which compensate each other in hot/cold and wet/dry years (Li and Tursun, 2001). Recent

climate change has reported having a significant impact on the availability of water resources. The

Urumqi river, accounting for more than 40% of Urumqi’s water resources, has an increased runoff

at 2.2% /10a in the past 50 years (Lan et al., 2011). The primary factors are the increased pre-

cipitation and temperature in the mountain areas (Han et al., 2005; Lan et al., 2011; Saydi et al.,

2015). Precipitation directly recharged surface and groundwater, which is the main reason for the

increased runoff. The elevated temperature accelerated snow and glacier melting (Sun et al., 2013),

which slightly and temporarily added to river flow but in the long-run will deplete the overall fresh-

water reservoir and weaken their ability to adjust intra- and inter-annual runoff balance.

Urumqi’s water consumption has surpassed its annual water resource several times in the re-

cent years. The need for securing its water supply is urgent. Besides overdrawing groundwater

and transporting water from remote rivers, Urumqi also looks for ways to increase water-use ef-

ficiency. Table 6.1 presented data collected from multiple sources regarding Urumqi’s water-use

efficiency, compared with the national average and some global and national leading cases. In

general, Urumqi consumes less water per capita and per 10k CNY of GDP than Chinese cities in

average. The agriculture water use efficiency is relatively high, but the manufacturing water reuse

rate and water leakage rate in municipal distribution networks are behind the national average.

1Water used in environmental protection includes landscaping water and water supplementing
rivers, lakes, and wetlands.
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Table 6.1 Water use efficiency

Indicies Urumqi National Leading cases

Total renewable water resources (m3/perc) 3391 4543 220.7 (Israel)4

Household daily water consumption (L/perc) 143.682 170.942 –
Productivity (m3/10kCNY ) 641 1293 15.8 (Beijing)5

Manufacturing water reuse rate 70%1 85.7%2 94.07 (Tianjin)2

Agriculture water-use efficiency 0.621 0.513 0.773 (Israel)6 0.709 (Beijing)7

Municipal water loss 17.9%1 13.012% 2.2% (Tokyo)8 7.82% (Denmark)9

Data sources: 1. He et al. (2014), 2. Ministry of Housing and Urban-Rural Development (2012), 3. Ministry of Water
Resources People’s Republic of China (2011), 4. FAO (2016), 5. Beijing Municipal Bureau of Statistics (2016), 6.
Israeli Water Authority (2011), 7. Wei (2016), 8. Bureau of Waterworks, Tokyo Metropolitan Government (2014), and
9. Danish water and wastewater association (2016)

Nevertheless, when compared with national and global leading examples, Urumqi has potential to

improve its water-saving practices.

Based on the expectation of climate change and urban development in the near future, both the

supply and demand sides of water resources will fluctuate. The question here is how to assess them

under the coupled Human-Land-Atmosphere system.

6.2.2 Climate change and water availability

As mentioned previously, precipitation and temperature are the primary determinants of Urumqi’s

annual renewable water resources. Cumulative precipitation (eq. 6.1) and Positive Degree Day

(PDD, eq. 6.2) were calculated from the 2030 and 2010 climate simulations and their differences

were examined by season and by location. The winter season (DJF) was not included because

the first two months were discarded in model spin-up. Given the fact that winter is not the main

season for snow-melting and its precipitation is much smaller compared to summer, the final result

will not be affected much. The calculation also excludes the outmost five pixels of the simulation

domain due to the strong edge effect discovered in Chapter 5. The differences among urban change

scenarios are negligible in this case, so only the average results are presented.

Cprcp =
T

∑
t=1

HPt (6.1)
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Where HPt is the hourly precipitation at time t

DD =
T

∑
t=1

Dt
n

Dt =


T EMPt − th, if T EMPt ≥ th

0, otherwise

(6.2)

Where:

n is the number of time-steps in one day

T EMPt is the temperature in time t

th is the temperature threshold, in this case 0◦C

Local precipitation is the ultimate source of various forms of renewable water in this area. Most

of the precipitation occurs in the mountainous regions and summer months. As shown in figure

6.1, precipitation will decrease slightly in spring (MAM) and fall (SON), but increase in an average

of 5 mm for the summer (JJA). The mountain (>1500m) and high mountain (>3000m) areas will

receive 10 mm more. If 40% (Li and Tursun, 2001) of it becomes usable, the entire domain is

expecting 3.16×106m3 more available water in the three seasons. 3.71×106m3 more water goes

to mountain area that is more likely to become river runoff and recharge groundwater in the plain

areas.

Temperature affects the melting of glaciers and snow cover. Most seasonal snow cover in lower

altitude areas melt into water nevertheless. Only the high mountain area is sensitive to temperature

change in a way that would affect annual water availability. As shown in figure 6.2, despite the

overall warming trend, the high mountain area is getting cooler in spring (−0.30◦C · d) and fall

(−1.71◦C · d) and slightly warmer in summer (0.94◦C · d). The ratio between PDD and glacier

melting depth is called Degree Day Factor (DDF), which ranges from 0.98−14.3mm ·◦C−1 ·d−1

in this area (Cui et al., 2013). Assuming peak DDF (14.3mm ·◦C−1 ·d−1) in summer and average
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(a) MAM (b) JJA (c) SON

(d) Summary

Figure 6.1 Seasonal changes in cumulative precipitation

DDF (7.64mm ·◦C−1 ·d−1) in spring and fall, the melting differences will be 13 mm, -2 mm, and -

13 mm, respectively. The overall change is negative for the three seasons combined, indicating less

water from glacier and snow melting in the 2030s compared to the 2010s. However, the amount of

volume change is negligible given the limited area of glaciers and multi-year snow cover.

To sum up, the overall water balance between the 2030s and 2010s will be no more than

3.71× 106m3 in this particular simulation, which is merely 0.3% of Urumqi’s average annual

water resources. The precipitation and snow-melting increase in summer and their decrease in

spring and fall will further enlarge the seasonal gap in water availability. In that case, the city

will face a greater challenge to redistribute its water equitably throughout the year. It is worth

mentioning again that these estimates are tied to the particular simulation from the earlier chapter

and many of the changes in temperature and precipitation are not statistically significant.

104



10
5

(a) MAM (b) JJA (c) SON

(d) Summary

Figure 6.2 Seasonal changes in Positive Degree Day

6.2.3 Urban development and water demand

In 2030, Urumqi is projected to increase its population by one third, GDP to nearly tripled, and

urban area by 20%, 70%, and 120% based on different development scenarios, compared to 2010

(see chapter 4). Estimating future water demand can be simple or complex depending on the

assumptions and number of factors taking into consideration. He et al. (2011) projected Urumqi’s

2030 water consumption as 13.96× 108m3 based on socioeconomic projections and published

national water-use quota. Tang et al. (2014) used System Dynamics model to simulate the 2030

water usage under scenarios of different development speed and produced estimations ranging

widely from 13 to 54 ×108m3. All estimates have surpassed Urumqi’s total water resources but to

varying degrees. In this section, I will make several projections using simple methods based on the

national quota and water-use efficiency. The purpose is not to produce the most accurate prediction

but reasonable estimations that help in understanding the water stress as well as potential solutions.
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Table 6.2 Quota based 2030 urban water use estimations (108m3)

Urban area Population
m3/(km2×day) m3/(perc×day)

Scenario GB1998 GB2016 GB1998 GB2016*

Quota 0.6-1.0 0.35-0.6 0.5-0.8 0.3-0.5
Estimates S1 9.01-15.02 5.26-9.01 8.63-13.81 5.18-8.63

S2 12.77-21.28 6.38-10.64
S3 16.53-27.54 8.26-13.77

* GB2016 specifies water use for different urban land use. The aggregated quota
was derived from applying the proportional change of the population quotas on the
GB1998 urban area quota.

In 2016, the Ministry of Housing and Urban-Rural Development published a new Code for Ur-

ban Water Supply Engineering Planning (GB 50282-2016, GB2016 hereafter) to replace an older

version (GB 50282-1998, GB1998 hereafter) that was frequently used in urban planning to esti-

mate future urban water consumption. This code recommends water use quotas based on urban

areas or total population. Table 6.2 listed various urban water estimates based on quotas from

different years. Before looking into those numbers, it is important to know that these estimates

are only for urban, not including agricultural use. If taking the 2011 agricultural water consump-

tion, 6.25 ×108m3, out from the long-term average of 11.48 ×108m3 total water resources, the

maximum water allowance for urban use, including manufacturing use, is 5.23 ×108m3. GB1998

produces estimates from 8.63 ×108m3 to 27.54 ×108m3, well beyond the water availability. Only

the most strict quotas in GB2016 produce estimates around the city’s capacity, and just for the

most conservative urban expansion scenario. Generally speaking, Urumqi must follow the most

strict GB2016 quotas to contain its water consumption within its water availability, and it needs to

do even better if it is seeking to expand its area more than the 20% scenario. To achieve such goal,

Urumqi needs to make substantial efforts to improve its water-use efficiency.

Based on the 2011 water consumption data, table 6.3 tweaks several efficiency-related indices

thus provide both future estimates and the potential water-saving benefit from improving water-

use efficiency. Agriculture has the biggest share in today’s water consumption. Assuming the net
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Table 6.3 Efficiency based 2030 water use estimations (108m3)

Sectors Water use 2011 Water use 2030
Current Improved Advanced

Agriculture water-use efficiency 62% 70% 77%
Agriculture 6.25 Estimates 6.25 5.54 5.03

Water consumption m3 per 10k CNY GDP 30.56 20 8.34
Manufacture 2.32 Estimates 5.01 3.28 1.37

Water consumption m3 per 10k CNY GDP 2.2 – –
Service 0.20 Estimates 0.43 – –

Daily water consumption L/perc 143.68 140 130
Household 1.48 Estimates 2.48 2.42 2.24
Environment 0.43 0.43 – –
Total 10.83 14.61 12.10 9.51
Municipal Leakage rate 17.9% 7.8% 2.2%
water leak 0.58 Water-saving – 0.33 0.51

water use in the agricultural sector remains the same2, improving water-use efficiency from 62%

to 70% and 77% will save 11% and 20% of agricultural water, respectively. Manufacturing water

use is the second biggest portion which is expected to grow considerably in the future. If there is

no improvement in efficiency, manufacture will use 116% more water than 2011. Improving water

consumption to 20 and 8.34 m3 per 10k CNY GDP will change the balance to +41% and -41%,

respectively. Household water use is directly related to population growth and has the smallest

elasticity. Keeping the 143.68 L daily consumption level requires 1 ×108m3 more water for the

additional population. The 140 and 130 L scenario will save 2% and 10% respectively compared

with no improvement. Assuming the environmental use stays the same, and the tertiary sector

remains its low water demand, meaning only 0.23 ×108m3 more water from these two sectors.

Moreover, improving the leakage rate in the water-distribution network to 7.8% and 2.2% will

save 0.33 ×108m3 and 0.51 ×108m3 respectively.

In summary, if keeping today’s water use habits, Urumqi’s annual water consumption is esti-

mated to reach 14.61×108m3 in the year 2030. If improving water-use efficiency, the annual water

consumption may be limited to 12.10 or even 9.51 ×108m3 if today’s most advanced water-saving

practices can be adopted. The biggest water-saving potentials lie in the primary and secondary

2The loss of agricultural land to urban expansion was not considered because (1) its relatively
small area and (2) the governmental regulation that requires restoring the same amount of cropland.
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sectors and municipal water-distribution infrastructure. Together they would save 2.68 ×108m3

annually, which is more than enough to support the additional 1×108m3 household water demand.

6.2.4 Summary

Urumqi is an oasis city facing tremendous water stress. Its annual water consumption is approach-

ing its long-term average of renewable water resources and is expected to increase as the population

and economy continue to grow. Urumqi already has no resilience to inter-annual water variability.

In the case of a dryer than normal year, Urumqi will face immediate water shortage. Regional

climate simulation provides a basis for estimating future water supply through precipitation and

temperature projections. The particular simulation results in this study suggest slightly increased

precipitation and possibly decreased snow-melting in the 2030s, which in total would increase

3.71×106m3 for Urumqi’s annual water availability. Neither the urban change nor the afforesta-

tion scenarios have significant impacts on this estimate.

On the other hand, even the most strict national water use quota cannot guarantee Urumqi’s wa-

ter security in 2030. The estimated urban water consumption ranges from 5.18 to 27.54 ×108m3

depending on urban expansion scenarios and different quotas. The water consumption is projected

to be 3.13×108m3 more than its average water availability if keeping today’s water use efficiency.

It is equivalent to 3/4 of the Urumqi River or 1/25 of the total mountain glaciers in this area if con-

sidering water import and glacier exploitation as solutions to Urumqi’s water problem. In the case

of adopting the state-of-art water-saving practices, the overall water consumption can potentially

be reduced by 5.61× 108m3, even less than the current water use, despite a one-third increase in

population and nearly tripled GDP. It does depend on any uncertain technological innovations, but

the success stories in more developed areas around the world, e.g., Israel, Tokyo, Beijing. Sub-

stantial capital investments are inevitably required, but in the long run, they may justify themselves

considering the alternative costs on the unstainable solutions. However, the financial feasibility of

any water-saving project is beyond the scope of this study.
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6.3 Agriculture productivity

6.3.1 Overview

Population growth and economic development generally require more agricultural production.

Agriculture is an integral part of sustainable urban development. It provides food and raw ma-

terials for urban consumption and is under constant stress from urban growth (competition for

land, pollution). In the Urumqi area, most recent and prospective urban expansions occurred or

will occur on agriculture lands, according to historical data and future simulations. The future

urban change simulations for the three scenarios result in 90, 247, and 372 km2 agriculture lands

lost respectively. Although the governmental regulation requires cropland restoration somewhere

else, the makeup lands are often of less quality. On the other hand, future climate change, together

with land cover change, will alter the agroclimatic/agrometeorological environment of this area,

impacting agricultural suitability and productivity in various ways.

Urumqi has limited agriculture land within its administrative boundary, but the neighboring

Changji region is a major agricultural base in North Tianshan area and is closely connected and

under the impact of Urumqi urban area. Therefore, Changji is included as part of the greater

Urumqi area (Wu-Chang) in this case. According to Statistics Bureau of Xinjiang Uygur Au-

tonomous Region (2015), Urumqi and Changji have a total of 6090 km2 sown area, with 50% for

grains, 22% for cotton, 9% for vegetables, 7% for oilseeds, and 12% for others. The main grain

crop here is wheat and corn. Another 191.5 km2 is devoted to fruit orchards, of which 53% for

grapes and 14.3% for apples.

Agriculture lands in Urumqi area (see figure 4.11 for reference) lie primarily on alluvial plains

north of Tianshan Mountains. They surround cities and towns and span from mountain foothills

to the edge of the desert. Most of them are below the elevation of 1000 m. Another agricultural

agglomeration is to the south and southwest of Urumqi, in the Chaiwopu-Dabancheng Valley, with

the elevation between 1000m and 1500m. In the following of this section, these two areas will be

referred as the plain and valley agriculture areas, respectively.
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The general agroclimatic environment here can be described as short growing season, low and

(spatially and temporally) uneven heat and precipitation, high diurnal temperature variation, and

ample sunshine hours (Pu and Zhang, 2011). The major weather-related hazards include drought,

cold waves, late/early frosts, and high winds (Liu, 2011). All these conditions may change due to

future climate change and urban expansion. In the following of this section, I will explore future

agroclimatic resources and agrometeorological risks based on climate simulation results.

6.3.2 Agroclimatic resources

Agroclimate describes the relationship between crop adaptation and climate. Solar radiation, heat,

and rainfall are the major factors that determine the type of crops to grow and their potential yield

and quality. In areas with advanced irrigation coverage, such as Urumqi, precipitation matters only

indirectly through surface and groundwater systems and overall water budget. Heat is, therefore,

the dominant uncontrolled variable and is also projected to change significantly in the future.

Four indices were selected to depict Urumqi’s agroclimatic environment, including the length

of Growing Season (LGS, day), Growing Degree Day (GDD, ◦C · day), maximum summer tem-

perature (TMAX, ◦C), and average Daily Temperature Range (DTR ◦C). LGS is defined as the

longest freeze-free (temperature > 0◦C) period that permits normal plant growth. A short LGS is

often a major limitation for local crop selection. The GDD is the cumulative degree days with a

temperature base of 10◦C. GDD is a good indicator for many aspects of crop development, e.g.,

suitability, growing-stage and even pest life cycles. TMAX is the temperature extreme that affects

crop suitability, especially for cotton, a staple crop in this area. DTR, or diurnal temperature vari-

ation, is the difference between the maximum and minimum temperature of the same day. Larger

DTR leads to better nutrition and dry matter accumulation for many crops. All these indices were

calculated for the RAMS regional climate simulation results for both the base (2010s) and future

(2030s) years (discussed in section 5.4.4). Again, only March to November were included in the

calculations. The lack of winter months will not cause big problems here because they are usually

outside the growing season.
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Figure 6.3 Agroclimatic resources 2010

The base year results show increasing heat resource from north to south and from mountain

to valley and plain (figure 6.3). It is worth mentioning that LGS, GDD, and TMAX all seem

underestimated compared to Urumqi’s historical records. According to (Pu and Zhang, 2011), the

average LGS, GDD, and TMAX at northern alluvial plains are 140-170d, 2400-3200◦C, and 33-

37◦C, respectively. The northwest corner is most problematic for the simulated climate with LGS

less than 20d, GDD less than 200◦C, and TMAX smaller than 20◦C. The DTR seems somewhat

close to what was reported in the literature (12◦C).

Estimated changes in the four indices of different scenarios were calculated by subtracting
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Figure 6.4 Changes in agroclimatic resources by scenario

the base year value from simulated future values. Both the base and future year are a collection

of multiple years, so the average annual values were presented. The average changes across the

domain were summarized by scenario (figure 6.4). Overall, LGS, GDD, and TMAX are estimated

to increase while it is the opposite for DTR. Urbanization impacts positively on LGS and GDD,

but negatively on TMAX and DTR. Afforestation mitigates the impact of urbanization on LGS

and DTR but aggravates it on GDD and TMAX. The spatial variation of these variables only differ

slightly among scenarios, so just the urban2 scenarios were further examined.

As shown in figure 6.5, the alluvial plains to the north get longer LGS and increased GDD,

except for a narrow band following 44 ◦N and ends near Fukang. The valley agricultural area to

the south receives shorter LGS and less GDD despite the overall warming trend. It seems like urban

expansion increases heat in situ but causes cooling in its downwind nearby places. TMAX rises at

most locations, but drops a little in a large triangular area covering Hutubi, Changji, Urumqi, and

almost reach Dabancheng. DTR mostly shrinks except areas near the western border. The place

with the greatest drop in DTR sits in the city of Urumqi.
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Figure 6.5 Changes in agroclimatic resources: scenario urban2

6.3.3 Agrometeorological risks

Agrometeorological risks usually associate with some weather events that could be detrimental to

crop growth. Some of the events are extreme and harmful by themselves, e.g., drought, cold wave,

and high wind; some are normal but dangerous when happening in unusual times, e.g., late spring

frost and early fall frost. Just like in the previous section, the impact of precipitation becomes

complicated as a result of intensive irrigation coverage. Only the temperature and wind speed

based indices were examined in the following.

Four indices were selected to illustrate agrometeorological risks in Urumqi area (figure 6.6).
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Cold Wave (CW) is the number of times with temperature dropping greater than 8◦C within 24

hours or 10◦C within 48 hours and with the minimum temperature below 4◦C. Plants may suffer

cold injuries during cold waves, with or without temperature dropping to freezing, leading to poor

growth, loss of harvest or even plant death. High Wind (HW) counts the number of days with

maximum wind speed above 17m/s. High winds could damage tall plants, field structures, and

also aggravate the impact of cold, heat and drought. Last Frost (LF) is the last date that has

a minimum temperature below 0◦C before the longest freeze-free period (growing season). If

the last frost comes later than usual, it will damage the low cold-hardiness crops that have been

planted following old schedules. First Frost (FF), in the opposite, is the first date that temperature

drops below 0◦C, marking the end of growing season. An earlier first frost may catch the farmers

unprepared and their harvest loss due to freeze injury. LF and FF were presented as the number of

days after March 1st, and both were set to 0 for places with year-round freezing.

Estimated changes in the four indices of different scenarios were calculated by subtracting

the base year value from simulated future values. The average changes across the domain were

summarized by scenario (figure 6.7). Both CW and HW are estimated to increase their frequen-

cies in 2030 for basic urbanization scenarios. Urban expansion seems to slow down the increase.

Afforestation further increases CW but decreases HW to be even lower than 2010. LF and FF

are brought forward/backward respectively as warmer climate expand the growing season. Urban

expansion further extends the growing season. Afforestation does not affect the length much but

seems to move the entire growing season a little later.

Results for the urban2 scenario is examined in detail as all have similar spatial patterns. For

CW, the plain area between 500m and 1000m generally gets fewer events of cold waves. The

area lower than 500m and the valley area are expecting more of them. Most agriculture areas are

getting slightly more HW. The area between Changji and Hutubi is a little complicated, with de-

creasing HW in lower places and significant increase around the elevation of 1000m. Dabancheng

is getting considerably more HW as well. Late LF may strike the valley area. Early FF will im-

pact a large area including the 1000-1500m valley area and the 500-1000m plain area. The drastic
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Figure 6.6 Agrometeorological risks 2010

changes in the northwest corner are, however, less important because the simulated growing season

is extremely short (see figure 6.3).

6.3.4 Summary

Four variables were calculated to illustrate the spatial pattern of agroclimatic resources, including

the length of growing season, growing degree days, maximum temperature, and daily temperature

range. Another four variables were calculated to show local agrometeorological risks, includ-

ing cold waves, high winds, last frost, and first frost. A rough comparison with historical record
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Figure 6.7 Changes in Agrometeorological risks by scenario

revealed substantial underestimation of heat resources. The future-current comparisons of those

variables unraveled complex patterns that could impact different agriculture production areas dif-

ferently. The comparisons among urban and afforestation scenarios are potentially informative

when assessing the impact of specific scenarios on agriculture productivity and vulnerability.

6.4 Discussion and conclusions

Two sustainability-related topics were discussed in this chapter. Water availability may be the

single most natural constraint on Urumqi’s future development, while agriculture is probably the

sector that future climate change will impact most.

For water, regional climate simulations supported the estimation of future water resource avail-

ability. On the consumption side, even following the most strict water-use quota cannot prevent

Urumqi from water deficiency. If no significant improvement is to be made on water-use efficiency,

there will be a water deficiency at 3.13 ×108m3 per year, around 30% of Urumqi’s current annual

renewable water. Fortunately, if adopting the best water-saving practices available today in the

field of, e.g., irrigation, industry water reuse and leakage prevention in municipal water network,
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Figure 6.8 Changes in Agrometeorological risks: scenario urban2

the water usage can be contained within sustainable levels.

Agriculture in Urumqi area will lose some land to urban expansion but could potentially benefit

from a warmer climate through increased heat resources. Both agroclimatic resources and agrom-

eteorological risks were evaluated using the temperature and wind speed outputs from regional

climate simulations. Complex patterns of those variables emerge in response to both the warming

trend and different urban and afforestation scenarios. Although the results may not be directly

usable due to their substantial discrepancies with the historical records, they suggest the need for

future research to investigate climate change impact for different agriculture areas.
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Many more themes are potential candidates to discuss within the Human-Land-Atmospheric

framework. For example, the weaker wind brought by the urban expansion will lead to poorer

air quality in the city. It may also impact energy generation at the famous wind farms in the

Chaiwopu-Dabancheng valley. Temperature changes, especially in the hottest and coldest months

will alter water consumption, energy use, and air quality consequently. Different urban change

scenarios, with substantial variations in population density, are inherently different in potential

traffic preferences, which in turn affect energy consumption and air quality.
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CHAPTER 7

GENERAL DISCUSSION AND CONCLUSIONS

7.1 Summary and conclusions

The ultimate purpose of this study was to explore Urumqi’s sustainability under the impact

of both urban expansion strategies and climate change. Different urban development strategies

should yield distinct urban expansion trajectories regarding total area and spatial pattern. Those

urban change scenarios potentially affect how global climate change manifests at regional and local

scales. Both urban change and climate change may increase Urumqi’s vulnerability to climate

change and diminish prospects for sustainable development.

To explore potential outcomes, a coupled Human-Land-Atmospheric modeling framework was

used to unravel the consequences of the human decision on urban expansion and then on local

climate. It combines statistical models for population, GDP, and urban area predictions, the Dyna-

CLUE model which simulates land use change spatially and dynamically based on locational suit-

ability and competition between different land uses, and the RAMS model which dynamically

downscales general circulation according to local land surface conditions. The outputs of this

modeling framework, i.e., urban and climate patterns in 2030 corresponding to different develop-

ment strategies, were used to support preliminary investigations on sustainability-related issues,

e.g., the city’s water security and agricultural productivity.

Historically, Urumqi is high in urbanization rate, i.e., urban population percentage, but low in

urban land use intensity, in terms of population and GDP densities in urban areas. Three different

scenarios were developed based on various predictions to represent different urban use intensities

in 2030. All predictions were based on a population of 3.25 million and GDP of 365.23 billion

CNY, as predicted by the time-series models.

The conservative scenario leads to an urban land intensity similar to other major Chinese cities.

It yields a 20% increase in urban land area from 2010 to 2030. In this scenario, predicted by the
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Dyna-CLUE model, the urban area will expand from the northern fringe of Urumqi city and along

the transportation axis between Urumqi and Changji city. The planning scenario respects the pub-

lished land use/urban planning documents. In this scenario, the urban land area will increase 70%.

All urban and industrial establishments to the north of Tianshan Mountain will grow significantly,

including northern Urumqi, Changji, Wujiaqu, Ganquanpu, and Fukang. The West Mount area

also starts to see some new urban developments. The aggressive scenario represents the business-

as-usual, which maintains low urban land use intensity and will require a 120% increase in the

urban area to accommodate growing population and economy. In this scenario, two new urban

clusters, Urumqi-Changji and Ganquanpu-Fukang, are formed from previously disconnected ur-

ban patches. Also, Urumqi’s aggressive afforestation plan was extracted from local planning maps

to evaluate its effect on top of urbanization scenarios. As a result, six different urban expansion

scenarios were produced. Three of them are the above listed and three with added afforestation.

It is also worth mentioning that a new index, the multi-resolution adjusted-kappa, was devel-

oped to support calibration and validation effort for land use change simulation using the Dyna-

CLUE model. The new index compares simulated land use pattern with reference focusing on the

changed area and match on general patterns. Six different model setups were proposed and tested

using this new index. The best match was at 0.67 in the calibration phase (1990-2000) and 0.62 in

the validation phase (2000-2010).

The six scenarios, together with the baseline 2010 urban land map, were passed into RAMS to

test the sensitivity of future climate change. The non-urban areas were filled by modal land cover

type from MCD12Q1 2001-2012. The global forcing uses the NASA-GISS-E2H model, and the

years 2028, 2029, 2031, and 2032 from RCP 4.5 were selected to present a hot 2030 climate. How-

ever, the RAMS simulation results suggest that urban change scenarios introduced no statistically

significant impact on temperature. The differences in the average precipitation were not signifi-

cant either, but some areas were significant in terms of variance change, including the core urban

area which was predicted to have more intense but less frequent precipitation. The wind speed is

found to be significantly lower and with less variance at urban area. The afforestation introduced
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stronger and more extensive wind speed decrease, which may be unrealistic, and increased wind

speed variation in mountain areas. In general, the magnitude and spatial extent of those difference

are positively related to the degree of urban expansion.

Before looking at climate change, the uncertainty propagation effect from land cover input

to RAMS was evaluated for the MCD12Q1 product. It was found that nearly 10% of the pixels

in the simulation domain may be incorrectly classified due to categorical uncertainty in grassland-

cropland and grassland-barren types. A binary control model was developed to generate alternative

land cover maps from the categorical uncertainty. The sensitivity of climate simulation to those

uncertainties was tested in RAMS. The experiment suggests a significant impact on latent heat

flux primarily due to the different settings in soil moisture for cropland and grassland. No signifi-

cant effect was found for temperature and wind speed, but the precipitation variance was slightly

affected by land cover data uncertainty.

To assess the climate change, the four recent hottest years (1997, 2001, 2006, 2008) were cho-

sen to represent a current hot climate and simulated using the same parameterization as in the

future simulations. The collection of future and present hot years were then compared statistically

to reveal changes. Temperature, precipitation and wind speed were all found significantly differ-

ent in both mean and variance. The magnitude of those changes was well above the uncertainty

introduced by land cover inputs. In general, most of the area was found to become hotter but with

smaller temperature variance. The overall precipitation is predicted not to change much, but most

of the area will experience more intense but less frequent rainfalls. The wind speed will increase

in most places except urban areas. However, some of the results are not realistic, especially for

precipitation.

Finally, two sustainability-related topics were explored. Water resource availability is the pri-

mary natural constrain for Urumqi and agricultural productivity as the most affected sector under

climate change. It was illustrated that the coupled Human-Land-Atmospheric modeling framework

could be used to help evaluate future water supply/demand, agroclimatic resources, and agromete-

orological risks.
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7.2 Research limitations

Although the possible uses of the proposed modeling framework are presented, the specific

projections from this study may not satisfy the need of real-world decision-making. The limitation

lies in both the breadth and depth of this research, as sustainability assessment of a city requires a

comprehensive understanding of nearly every aspect of city functioning. This study delved into a

few sub-systems, i.e., population, economy, land use, climate, water, and agriculture, in relatively

simple ways, the synergy of which is still not sufficient to present the big picture of Urumqi’s

sustainability under future climate change. Listed below are some specific limitations.

•Simple land-atmosphere interaction

The insignificant impact of the dramatically different urban expansion scenarios on local cli-

mate is possibly a side effect of the inadequate representation of the urban land-atmosphere inter-

action. Urban land was simply treated as a uniform artificial cover on the land surface. It differs

from other land covers only in physical conditions, such as radiative reflectance, evapotranspira-

tion, and surface height, etc.. The intensive human activity and associated waste heat emission are

completely ignored, and may be a significant contributor to urban heat islands (Li and Zhao, 2012).

• Insufficient simulation accuracy

The urban land change simulations achieved no better than 70% accuracy even in the calibration

phase. It was not a huge concern due to the coarse resolution used in regional climate simulations

(8km in RAMS vs. 120m in Dyna-CLUE). However, if the predicted urban land use pattern is used

in evaluating other sustainability-related issues, for example, transportation and infrastructure, the

current model accuracy may become a consideration. The quality of regional climate simulation

directly impacted the intended sustainability assessment. Realistic evaluations on water resource

availability and agroclimatic conditions could not be achieved due to the substantial underesti-

mation of temperature and precipitation. Moreover, the tested land cover uncertainties represent

only a small portion of the potential uncertainties inherent in the modeling framework. The high

computational burden of regional climate simulations discourages more extensive uncertainty in-

vestigations.
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•Unaccounted uncertainties

The uncertainty impact of MODIS land cover products on RAMS simulations were investigated

in this study. However, it presents only a limited portion of the uncertainty within the modeling

framework. Every modeling component and their interactions could suffer from uncertainty pit-

falls. Especially for the regional climate simulations, there are plenty of other model inputs that

could suffer great uncertainty, such as topography. The particular GCM used in this study is only

one of the dozens of widely different GCMs included in the IPCC reports and may or may not be

representative. Ideally, more GCMs need to be incorporated to construct probability based future

estimations and more extensive and accurate observations will be needed to calibrate and reduce

model biases. However, the computational burden of regional climate simulations will become a

major obstacle for extensive uncertainty investigations.

• Inadequate social dimension

As mentioned in section 3.2.2, the Uygur-Han ethnic contention can be a major obstacle for

Urumqi to function and thrive. Unfortunately, the HLA system analysis in this study contributed

nothing to the understanding of or the solution to this problem. It is hard to imagine easing the

historically and culturally rooted conflict using solely urban planning measures. Besides, the liveli-

hood of other ethnic groups need to be considered given that the macro economic development

policies may interfere with their traditional lifestyles. In one word, the potential inter-group im-

balance of opportunities and different vulnerabilities under climate change and various urban de-

velopment strategies should not be overlooked.

Despite the various shortcomings, the coupled HLA system modeling efforts presented a con-

structive step towards the more comprehensive and scientifically founded sustainability assessment

for alternative urban development decisions.

7.3 Prospects

The major contribution of this study is the design and implementation of the coupled HLA

modeling framework. It fills the gap of the decision-support process for addressing various HLA
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related sustainability concerns at the local level. The HLA modeling framework and its supported

systematic approach are generalizable. It can be readily adapted to a different study area where

the climate consequences of urban development strategies are of interest. The analysis work-

flow presented in this study may provide direct guidance for places with similar environment and

problems, such as many other semi-arid cities in northwest China and Central Asia. However, it

is more likely that the location specifics of a new study area will require a different set of factors

to drive process models and a different set of model outputs to address particular sustainability

concerns.

Attempting to thoroughly assess urban sustainability within the coupled HLA system through

single-person effort is worthwhile but likely not ideal. The breadth and depth of sustainability

science questions would be better served by a multi-disciplinary research team. The challenge

of co-operation often lies in, as in any interdisciplinary research, the communication among ex-

perts with different expertise, research scopes, and terminologies. Nevertheless, the effort of this

study presented potential benefits as well as pitfalls when integrating all the different models to

investigate urban system dynamics and sustainability.

Under a teamwork setting, more models can be integrated into the framework to assess a larger

set of sustainability-related issues and in greater depth. For example, air quality simulations can be

integrated to assess the impact of urban and climate change on Urumqi’s toxic winter air. Trans-

portation models can improve land use change prediction and evaluate changing traffic patterns

under different urban expansion paths. Hydrological models are capable of predict soil mois-

ture, surface runoff, and groundwater balance, as well as water pollution which reduces already

inadequate water supply. With well-organized modeling frameworks and some successful case ap-

plications, the coupled HLA modeling framework and associated sustainability evaluation method

will be applicable in any city if general uncertainty and location specifics are well considered.

More interested parties need to get involved to make the modeling work policy-relevant. Lo-

cal government and planning departments should play a leading role in initiating and sponsoring

interdisciplinary sustainability assessments using coupled HLA modeling frameworks. Such as-
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sessments can be incorporated into the effort of developing periodic socio-economic, land use, and

urban master plans. The involvement of local communities will ensure successful identification of

local vulnerabilities and promote social equity through public-participation in the policy-making

process.
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