
u
.

i
.
.
.

.
.

u
m

3
h
;

'
5
‘
.
.
.
»

‘
v
i

.
a

W
.

.
p

”
a
t
.
“

w
a
n
»
.

I
n

.

o v
'
~
.

.
«

.

J
. .

1
:
?
!
”

"
.
'
.
.
‘
.
,
?
°
'
t
'
:
.
‘
J

~
O
-
“
I
t
“

!
A
.

M

O
"

o
n
.
“

J
.
l
i
v
i
d
“
?

‘
.

u
n
0

V
.
u
m

-
c
-
.

O
0

l
.

'
o

O
A

‘
.

I

-
1
.
3
,
m
u
m
u
h
v
v

o
;
$
"
r
v
‘
-
L
§
"
w
«

.
o
.

l
,

,
0

_
.

Q
‘
o
-

.

v
-

"
>
‘

d
o

’
0
'
I
“
.

'
l
l
\

0
1
l

.
l

.
'
I
.

2
‘
J
o
'
J
.

.
5
4

.'
.

'
'

'
‘

.
-

0
"
«
‘
1
1
'
2
'
3
'
3
Y
fi
i
d

_'
,’
:
‘
2
:

_—

.
Q
.

.

”
t
a
u
-
f
l
»

H
.

t
h
a
n
“
.

0
£

.
.
‘
,

.
'

u
.

g
-
u
-

'
.

c
‘

'
.

<
.
u
h
l

.
u

.
.
'

[
'
1

-
,
u

 
 

 

 
 

 

A COMPUTER, SIMULATION or INFORMATION

ammoN m A] PEASANT comMUN-19W __

Thesis for thegiD-egree‘onM. A

: MICHIGAN - STATE ; ustIVE'RSJTY _

. :‘GERHAR'D 1:. HANNEMiA-N '

 

 

 

v

.

'

. o

.
‘

Q C N

— O. -

-1- l
v u

a “

' o

. - C O

O ' .

.9
. _ ..

.. -‘

'
. u

-‘l ,

v ' ‘,

o. ~ -

- .
, .1

. .

J.. o .-1

. _ -u I-

... ~o

, .0

' n‘l
. ‘. . ..

Vv ‘5

~ .

I ‘ '
. .

~ . ll

. 9
- .

- -h 0

. _ ‘ .‘

O ' '
- ~

, o

- a
c

- 9

- ..... . -.

Q ~c ' o

.<. c‘

9 'l
,-

- - .0

O ' .

9- ~ I- -

. _ c

‘

. ‘ .0

- C O '

- >~

O

c i ‘

I -->
- -

-- -

.

.

.0 .

- ‘ .

~. . o. -

. a

;- i

.

- n-

- ow .-

‘ - u .

x
.

- -
.

- \ -

- ‘9

s

, .

.

v

.-

, .

. -

.

-

0

I

O

n

I

\

 



HUTWINWWWHT[11
31293 00808 6567

THSSSS

 

 



 

E
$26mwas

7516

n141 
 



ABSTRACT

A COMPUTER SIMULATION OF INFORMATION

DIFFUSION IN A PEASANT COMMUNITY

BY

Gerhard J. Hanneman

SINDI l is a Monte Carlo computer model which simulates the

diffusion-of*information in a peasant community. The runs reported

here use data collected in Colombia as a means of parameter estima-

tion and for validity comparisons.

The diffusion of an innovation is the spread over time of a.new

idea through a social system. 'Information about the actual innovation

is transmitted through communication channels in the form of messages

representing'the idea of the innovation object. SINDI l simulates

this process of diffusing information about the actual innovation

through a social system to create awareness about the innovation. The

model does not presume adoption of the innovation by the receiver of

the information.

In SINDI 1 there are two external channels through which innovation

information enters, one representing an extension agent, the other

representing the school teacher who has an urban, rather than local,

orientation. Mass media channels are not important in SINDI 1 because

the villagers are illiterate and not exposed to agricultural radio

programs. Individuals in°a community can be divided into cliques of

highly interacting members, with local word-ofdmouth messages flowing

more frequently within cliques. In the model, 56 peasants were divided
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into four interacting cliques and one group of isolates. There is a

small group of individuals ("tellers") within the community with a high

probability of passing information to others after they have received it;

all others have a low probability of passing information. There are nine

potential tellers in SINDI 1, each of whom cannot contact others until

he has received information about an innovation (become a "knower"). Prior

to each run, SINDI l preassigns some individuals as knowers if they were

knowers before the start of simulated time.

The following parameters are defined as input to SINDI l: (1) the

number of cliques, the number of members in each clique, and the number

of potential tellers in each clique; (2) the number of contacts allowed

each external channel source per time period; (3) the number of contacts

allowed a teller once he becomes a knower; (H) the prObability of a

nonknower becoming a knower through any external channel source;

(5) probability of a member of a clique becoming a knower through contact

with a teller from any clique.

Technically, SINDI 1 consists of a main program and five subroutines.

The main program routine handles the monitoring tasks for the simulation:

it executes the main DO loops and calls the other subroutines. The

first subroutine, INPUT, reads in the parameters and initializes arrays

for the beginning of a run and a time period. The next routine, BXTMES,

is the external message section. In this routine each external channel

randomly contacts a specified number of individuals. Associated with each

individual (as an input parameter) is an information transfer probability

based on his channel orientation and the channel source of the message

for a particular contact. A randomly generated decimal is compared with

the information transfer probability: if the former is less than or equal
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to the latter, the person will become a knower; if not, he remains a

nonknower. Subroutine TBLCON is the teller contact section. It

functions like the external message section except that the information

transfer probability depends on the individual's clique membership and

the clique membership of a contacting teller. Subroutine OUTPUT prints

out a sumary of the information transfer events for the simulation.

Subroutine RANDOM is random number generator based on an extension

of Lehmer’s rule which provides random integer subject numbers and

random decimals between zero and one.

Results of different series of runs of SINDI l were discussed.

The runs simulated diffusion of information about a weed spray to

Colombian peasants. The results have so far failed to replicate 2232_

the slow initial curve rise and the high number of knowers at the tOp

of the "8" curve of the reality data.
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CHAPTER I

INTRODUCTION

THE PROBLEM

The central problem of this study is: "Can we validly simulate

part of the diffusion of innovations process by computer modeling?"

Or, in other words, is it possible to abstract from the many variables

affecting innovation diffusion, model those abstracted variables

dynamically, and obtain results which closely approximate realoworld

data?

Rationale for Simulatinngiffusion Processes

There are three main reasons (in this case) for using a simulation

model to study information diffusion of innovations: (l) to refine

the technique of computer simulation for studying the diffusion process

by actually programming a model usable by potential diffusion researchers;

(2) to examine the interaction of specific diffusion variables and the

effects when those variables are manipulated for a part of the process;

(3) on the basis of the computer simulated process and output, possibly

revise relevant (or add to) generalizations of diffusion theory.

Innovation diffusion theory is generally well—formalized and can,

for the purpose of this paper, be divided into two broad approaches.*

The first approach is that of spatial diffusion theory--characteristic

of the work of Hagerstrand (1967); the other approach is that of

 

“fihwever, diffusion theory, unrelated to innovations, is also used

in mass media research to analyze the dissemination of news, and has

been used by biologists to study the epread of communicable diseases

(epidemiology).



communication-sociological diffusion theory characteristic of the

work of Rogers (1969b). While the former researcher studies spatial

variables (i.e., those dealing with relationships based on proximity)

in the diffusion process, the latter researcher studies communication

and social system variables (e.g., message channels, norms, roles,

etc.). Both, however, are interested in the process by which new ideas

diffuse or spread to individuals; they deal with variables representing

the individual‘s characteristics, and the communication process's

characteristics. The spatial diffusion theorists also study proximity

variables, and determine probabilities of interpersonal contact based on

these variables. The communication diffusion theorists do not generally

deal with proximity probabilities, but with social system variables

affecting the communication process and the individual's acceptance of

the new idea, and with variables describing the characteristics of the

innovation.

Researchers in each of the above areas manipulate many different

independent variables in order to measure and/or predict the dependent

variables of the rate of adoption of an innovation by an individual,

and/or the rate of diffusion of an innovation in a social system (such

as a peasant village) or in a geographical area. Thus, depending on

his approach, the diffusion researcher uses either cartography or

sociology, plus methodological tools such as sociometry and surveys,

with the statistics of description and inference. Utilizing these

methods, the researcher measures and makes inferences based on the

population observed and the innovation diffusion studied. What he

lacks, however, is an adequate method for modeling the behavior he

wishes to measure or, in the case of a change agent, an adequate model



which he can use to predict the effects of diffusing a particular

innovation. Verbal models have the disadvantages of being overdetailed

and lacking dynamism. Mathematical models and hand simulations have two

drawbacks: if many variables are involved, the hand simulation is very

tedious and time consuming; if certain mathematical equation systems

are not known or unavailble to the model builder he is behooved to

apply the mathematical models for which he knows solutions are available

(this criticism is applicable to computer simulation,in a sense, because

the software and hardware also impose constraints on the model's

completeness). Computer simulation provides a method of modeling which

incorporates time changes, i.e., it is not a static description of a

process unavailable to manipulation and precise value changes like the

verbal model; it can manipulate complex variable relationships with

speed, restricted only by the inability of the model builder to state

theoretic assumptions in a computer language.

Computer simulation has been largely ignored by the diffusion

researchers in the communication-sociological tradition, but widely

recognized and accepted by spatial diffusion theorists.* One of the

reasons for this difference is probably because spatial diffusion

variables are highly mathematical and more amenable to simulation

than the communication-sociological counterparts. Computer programming

languages and practices favor quantification of statements due to the

computer's numerical-based Operation.

 

*0? the over 1500 diffusion studies in the Diffusion Documents Center

at Michigan State University, less than 25 are diffusion simulations-

and most of these are spatial diffusion simulations. A review of

computer simulation in the diffusion field may be found in Stanfield,

Lin, and Rogers (1965 ).



Thus, computer simulation offers diffusion researchers the

advantage of being a dynamic analog of theory, easily modeling complex

and lengthy real time processes in shorter simulated time. If, through

repeated comparison of simulated results with real data, and subsequent

refinement of the model and more comparisons we can develop a valid

analog,* then the model becomes a useful tool as a predictor: this is

the first reason for using a simulation model. A user of the model

would be able to predict the direction of an information diffusion

process (the model presented here simulates the information aspect of the

diffusion process), and even the effects of using different communication

channel combinations for the same innovation.

In the formal, analogic model to be described here we will abstract

from a part of general diffusion theory that deals with creating knowledge

of an innovation among individuals. This knowledge is created by the

systematic spread of information about the new idea through communication

channels. Of the variables which might be considered in the information

diffusion stage, only four (which will be defined in the next section)

are considered: Opinion leadership, clique structure, channel structure,

and amount of knowledge. We will simulate the dynamic interaction of

these variables to produce simulated data of the amount of knowers of

the information over a certain amount of time; in this way we can judge

the effectiveness of our variable's data "settings" and interaction.

Unfortunately, as Kaplan (196A) points out in The Conduct of Inquiry,

 

IRaliability is inherently assured in a simulation by the use of

computer programs. Computer simulations are reliable to the extent

that the computer processes the program statements without error (e.g.,

an error could occur if an electronic component was faulty within the

computer causing a program statement to be misinterpreted).



in the behavioral sciences data from models will never closely

approximate reality because of the huge number of variables to be

considered in any human interaction. The advantage of computer modeling

is that we can include many variables (practical limitations permitting),

to determine accurately what effect those chosen variables have on the

process being studied.

Finally, if we are certain that our model is a valid analog

(through constant comparisons between simulated results and other

criteria) then we may determine in the course of modeling that one or

more of the variables really has little effect in the information diffusion

process. On the other hand, through the additional use of inferential

statistical techniques we may determine that certain manipulated variables

have greater effect than previously supposed. If these effects were

consistent across many innovations then we might refine diffusion theory

to account for them. Part of the theoretic rationale for variables

being modeled here, represents a synthesis of variables from the two

diffusion approaches previously defined. By combining a study of the

interaction of variables from two areas, we have another way to refine

and arrive at a broader diffusion of innovations theory.

THEORIES OF INFORMATION DIFFUSION

Rogers (1969a, p. 1-9) emphasizes that social change is an effect

of communication. Indeed, change in cross-cultural settings is virtually

impossible to effect without communication. It is this assumption about

communication which underlies diffusion theory for both communication-

sociological diffusionists and the spatial diffusionists. The significance



of communication, cepecially via interpersonal channels, in under-

developed countries is recognized in the proposed simulation.

Social change, according to Rogers (1969a, p. 1-9) can be viewed

in three sequential steps: (1) invention, the process by which new

ideas are created and developed; (2) diffusion, the process by which

new ideas are transmitted through communication channels among members

of a social system; (3) consequences, the changes that occur as the

result of the introduction of the innovation in the social system.

The diffusion of information about an innovation, then, is

message transmission about new ideas through communication channels to

the members of a social system. An innovation is an idea, practice or

object perceived as new by the individual. A social system is a group

of individuals held together by a commonly shared goal (e.g., to be

members of a village). Communication channels are the means by which

innovation messages are transmitted to the social system members.

Inherent in any definition of the process of communication is time;

time is central to diffusion in terms of when innovation decisions

(decisions deciding to adOpt or reject the innovation) are made by

individuals in the target system.

Rogers (1969a, p. 1—36) conceptualizes four main functions of an

innovation decision process (the process whereby an individual decides

whether or not to adopt the innovation): (1) knowledge--first infor-

mation about the new idea; (2) persuasion--attitude formation and change

as a result of the information; (3) the decision--actual adaption or

rejection of the new idea on the basis of the newly formed attitude;

and (u) confirmation--justification of the decision made by the individual.

The computer model described here simulates the first function: creating

knowledge about the new idea.
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Another computer model, SINDI 2, operationalized by Carroll

(1969), extends this simulation model to include the last three functions

of the innovation decision process. That is SINDI 2 simulates not only

diffusion of information, but also the influence process which leads

people to adept innovations. Therefore, our model could be considered

more an aggregate simulation model of interpersonal diffusion processes

only, and SINDI 2, a model of the interpersonal diffusion processes

and "individual" decision processes.

An Alternative Theory of Information Diffusion

It is also possible to conceive of information diffusion as a

communication process based on learning principles developed by Bull

(19u3) and formalized as reinforcement theory by Hovland, Janis and

Kelly (1953). Using their theory, diffusion of information can be

viewed in terms of persuasive communication. A persuasive message

advocates something (in our case, a new idea) and is regarded as a

compound stimulus which raises a question and suggests an answer. The

question may be raised explicitly or bmplicitly, and the acceptance of

the communication, which results in attitude change, is dependent on

the incentives that are suggested by the communication. The incentives

may be arguments or reasons supporting the new idea, or descriptions

of overt reward and punishments. Acceptance, however, is contingent

on two important variabels: attention, and comprehension. Before

someone can be persuaded(accept message) he must attend to the

communication (this is an argument for the use of interpersonal channels--

which demand attention-~in diffusion strategies); the individual must

also comprehend the communication and assimilate it with other information



in his possession. This process compares to Rogers‘ decision functions

of knowledge, persuasion and decision about innovation information.

Where Rogers‘ approach centers on the characteristics of the innovation,

the social system, and the individual, the learning theory approach

canters on the reaponses made by the individual to the communication

about the new idea. In this there is a disadvantage; many of the

process variables presumed are internal--intervening variables; these

types of variables are empirically hard to point at. The advantage of

the reinforcement theory approach is that the individual is the only

unit of analysis: this makes for easy modeling.

Deeper discussion of this alternative conceptual approach to

information diffusion is not pertinent for understanding the simulation.

It was presented merely to be considered in terms of a possible "rival

plausible hypothesis" for the effects generated by the simulation. It

'was also presented to provide the reader with another viewpoint regarding

diffusion of information, and to caution him about the tendency to

over—generalize on the basis of simplified models of a complex process,

e3pecially computer models constrained by time and money lacks.

Communication

Communication channels can be broken down into two types: mass

media and interpersonal. Mass media channels can take the form of the

electronic media like radio, television, and in some cases movies; and they

can take the form of print media like newspapers, books and pamphlets.

Interpersonal channels are, of course, people—to-people. In diffusion

settings in less developed countries the peOple in the diffusion

channels are generally professionally trained change agents (e.g.,



agricultural extension specialists) who have considerable communication

skills. The functions of the two channels are different.

”Mass media channels are more effective in creating knowledge of

innovations, while interpersonal channels are more effective in forming

and changing attitudes toward the new idea," (Rogers, 1969a, p. 1-5u).

While this is the ideal case, we cannot always use mass media channels

to create knowledge nor interpersonal channels to help form attitudes.

'This is because the use of the mass media imposes two demands on the

system: literacy for print media; accessibility for electronic media

(peOple must have radios to hear messages). In develOping countries

literacy is the main impediment to using print media, because in most

diffusion settings people are illiterate. On the other hand, even if

electronic media are available programs tend to be urban oriented in

viewpoint and highly consummatory in purpose. Where used and relevant,

though, the mass media provide an efficient and speedy way of trans-

mitting messages of undistorted quality.

Because of the problems of literacy and information relevance,

interpersonal channels are used in many diffusion settings.* These

channels can be of two types: external and internal, depending on

whether the person who communicates the message is a member of the village

or a stranger-~someone from the "outside." A combination of both

external and internal orientation is usually preferred because indivi-

duals'who carry the innovation messages should be well accepted by the

 

Tia some countries, like India, a combination of the two channels is

used. This usage is known as the Radio Farm Forum. In this case

farmers gather around a centrally located radio, hold discussions

following an agricultural program, and send any questions to the radio

station. These questions are answered in a subsequent program.
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villagers but still have access to the outside world for their

information soumces. Frequently, change agents are trained who have

regular contact with urban information centers but who still live and

are accepted by the village. When this is not the case, villagers with

external contacts generally play the role of external information source

(Opinion leader). Some advantages to change agencies of using interper-

sonal channels are: ability to select receiver; immediate feedback

between communicator and receiver. Having immediate feedback (information

to the sender of the message about the receiver's reactions) about a

message is advantageous because it allows the change agent to alter his

message and be more persuasive. But, interpersonal communication has

the problem of distortion: if someone is describing a new idea he may

leave out certain details, etc., to reduce the effectiveness of the idea;

it is also a slower means of communication than the mass media. This

simulation models three interpersonal channels, two external channels

and one local face-to—face channel.

Use of "Information"

We have said that the proposed computer model simulates the spread

of knowledge of information about an innovation. Before continuing, it

is important to discuss exactly how the concept of information is treated

in the simulation.

Funkhouser (1968, p. 81) states, "The main difference between

diffusion of innovation and the diffusion of information is that the

former entails the decision of the diffusee to adopt the innovation or~

to reject it aftg£_the information of it has reached him." He explains

that in a simulation of innovation diffusion additional factors would
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have to be added to account for processes like individual resistance

and social system norms. Rogers (1969a) distinguishes between the idea

component and object component of an innovation. The idea component

 

(for example, the idea that a new fertilizer exists) is symbolically

transmitted (communication) and manipulated (thinking), while the object

component is actually transmitted (purchasing-obtaining) and manipulated

(using). Utilizing the distinctions made by Funkhouser and Rogers, this

simulation study deals only with the idea component of an innovation-

information about the Object--and makes no presumptions about eventual

adoption of an innovation. However, "information" is still a difficult

construct to define.

Morris (1968, p. 25) suggests that "information...is a meaningless

construct unless Specified in terms of its constituents--some set of

symbols interacting with some receiver with information being produced

as a result." For the purposes of this simulation then, we have incor-

porated this definition and designate "information" to mean the content

of any message which conveys facts, ideas, or meanings that are new to

the individual. In order for the information to be new to the person

the message must contain familiar symbols (words that the individual

understands--he must know what fertilizer is), and he must recognize

that the information is new (that the fertilizer being communicated

about is different than other fertilizers). Also, in this sense,

information cannot exist if everyone knows about an idea. That is,

information is a function of contrast: the more contrast between an

individual‘s knowledge level of an idea and the knowledge level of the

rest Of the social system about that idea, the more information there
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exists about it for that individual. So, what is information for one

individual may not be information for someone else.

Thus, when we mention the diffusion of information in a social

system, we are referring to the dissemination of messages which contain

new ideational content for an individual (presumably for most individuals).

Information "flows” in a social system in the fOrm of messages communi-

cated between persons. And, as will be discussed later, this simulation

does not consider varying degrees of informationabout an idea: information

is treated dichotomously--either a person possesses it or he does not.

For an extensive discussion of the ways"information"is used in communication

systems, see Morris (1968).

COMPUTER SIMULATION OF DIFFUSION

Computer simulation, according to Kiviat (1967, p. 53), is "the

manipulation of a system‘s model to reproduce its operations as it moves

through time.“ Pool, Ableson, and Popkin (1968, p. 188) emphasize time

changes in their definition: "...simulation is any attempt to model a

system in such fashion that the changes the main system goes through are

imitated by the behavior of the model. A computer simulation is a

programming and running of a computer such as to make symbols in the

computer's memory change in ways that presumably correSpond to the

changes in the system being simulated."

It is important to realize, when considering a computer simulation,

that the rules for modeling the changes described in the last definition

are contained in the computer programming language: the language

statements incorporate the assumptions of the model; these must be

isomorphic with the assumptions of the broader theory for the model.



13

Often these assumptions are not explicit in the theory and must be

contrived in order to create the simulation, but this is also one of the

advantages of simulation: it forces explicit statement of theoretic

assumptions. Simulations also use "parameters" which are fixed values

that determine how the input to a simulation will be treated. There are

at least two types of parameters in computer simulations: system

definition parameters and computer processing4parameters. The former

parameters specify relationships between the variables in the social

system being modeled, and also may be used to determine boundaries of

the system, e.g., number of cliques. The latter parameters specify

relationships between the computer and the simulation program (e.g.,

number of problems being run, number of time periods being simulated,

etc.).

There is one additional important description of a diffusion

computer simulation: it is sometimes a stochastic (also called Monte

Carlo) simulation in that it uses variableswhich have no predetermined

values, but rather are subject to random variation; the eventual value

of a variable can be specified in terms of probabilities.

Two other terms are important in simulation: sensitivity checking_

and validation. Sensitivity checking is the procedure by which "...the
 

investigator varies the values of certain parameters or relationships

around the values initially built into the model. Then he examines

how 'sensitive' or variable the model's results are to changes in these

parameters or relationships" (Carroll and Farace, 1968, p. 73). If

the model is sensitive to variations within a range of parameter settings

then more accurate data are needed in order to estimate the "true" value

of a parameter. If a model is insensitive to wide variations in certain
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parameter settings, there is little justification for including the

parameter in the model. Sensitivity checking is one type of procedure

in making a computer model more valid; validation is the overall confirming

process which indicates whether the simulation is "...a reasonable and

satisfactory representation of a system" (Kiviat, 1967, p. su). In

general, validation involves comparing simulated results with real world

data for similarity. The greater the differences between data, the closer

we need to examine (and possibly change) our modeled assumptions and

the parameter settings. It is also possible that if the results are

divergent, that the real world data are inaccurate (due to methods of

collecting the data or analyzing it). The best way to insure against

invalid data comparisons is to utilize results from more than one.

diffusion study in the validation process.

EVOLUTION OF THE SIMULATION MODEL: SINDI 1

SINDI 1 derives from the theories and models of Torsten

Hagerstrand (1967), Georg Karlsson (1958), and Paul J. Deutschmann

(1962a, 1962b, 1962c). Some of the concepts of Rogers (1969a, 1969b)

about diffusion and communication are also used in the present model.

Hagerstrand's approach to diffusion is probabilistic and spatial.

He presumes that information about innovations spreads most readily to

individuals who are spatially close; these individuals interact more, a

notion Hagerstrand calls the "neighborhood effect." The neighborhood

effect is represented as a series of probabilities of possible contact

between spatially related individuals. The probabilities comprise

the "mean information field" of contact; and these probabilities are
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compared with random numbers generated in Hagerstrand's models by

Monte Carlo methods.

Karlsson (1958) modified Hagerstrand's theory by considering social

distance. Karlsson presumed that a person's willingness to communicate

depended on the topic and the situation. The social constraints proposed

by Karlsson are often labeled under source credibility in attitude re-

search, and are akin to the concepts of homophily and heterophily

promulgated by Rogers (1969a). These concepts state that communication

is more likely between individuals of similar backgrounds (status,

education, urbanization, etc.) and is less likely if the individuals

are more dissimilar.

Deutschmann (1962b), building on the concepts of Hagerstrand and

Karlsson, actually set forth the outline of the simulation model presented

here (SINDI 1) in three mimeo papers written in Costa Rica in 1962. His

model was based on a hypothetical Latin American village, and he primarily

modeled its communication environment.

The technical structure, and to some extent the theoretical structure,

of SINDI 1 has also evolved through several stages of programming. The

prototype of the SINDI 1 model was programmed by Stanfield, Clark, Lin,

and Rogers (1965) using artificial data for parameter settings and

Deutschmann's verbal model in their computer program. They added the

idea of determining variance from multiple runs around the average number

of new knowers per time period. This idea has been used in all sub-

sequent models. These researchers also utilized real world data to‘

revise their parameters and produce a different series of simulation

runs; the results of the runs are reported in Hanneman, Stanfield, Lin
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and Rogers (1968). Carroll later analyzed these runs, found several

programming and logic errors in the model, and recommended the use of

subprograms and certain theoretical changes included in the final model.

Hanneman programmed the final version of SINDI 1, ran the sensitivity

checking and other validation procedures, refined certain programmed

assumptions and added a new pseudo-random number generator.

The Final Version of SINDI 1

SINDI 1 is an acronym for the Simulation of ngormation Elffusion:

a computer model which simulates the process of creating awareness or

spreading information about a new idea--part of the first step in the

innovation decison process. More specifically, SINDI 1 is a Monte Carlo

computer model (one that uses random numbers to process the model) of

information diffusion to peasant cliques in a small Colombian community.

In the model, clique members, chosen randomly, are exposed to a combination

of communicaton channels over a period of time. Through such exposure

and additional local contacts an individual may become a "knower" of

information about the new idea. If the new knower is designated a "teller"

of information to others, he becomes a local source who can contact

other village members.

SINDI 1 is programmed in USA Standard FORTRAN (United States of

America Standards Institute, 1966) because the language is widely under~

stood and available.

There are two objectives in this simulation. The first objective is

to create a valid simulation of the information diffusion process,

incorporating the four variables of opinion leadership, clique structure,

channel structure, and amount of knowledge. The second objective is to
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examine closely the interaction of the modeled variables--through

sensitivity checking--and to propose possible hypotheses for future

reality testing by diffusion researchers. Simply stated, the objectives

are to build a valid predictive tool which may contribute refinements

to existing diffusion theory.

ORGANIZATION OF THIS REPORT

The remainder of this paper will discuss the theory and describe the

SINDI 1 model. Specifically, Chapter II will discuss the theoretical

basis of the model and the relevance of clique theory; Chapter III will

describe the conceptual operation of SINDI 1; Chapter IV will describe

the computer operation of the model applied to data gathered from a

peasant village in Colombia; and Chapter V will discuss the results,

critique the model, and make recommendations.



CHAPTER II

THEORETICAL BASIS FOR SINDI 1

As described in the previous chapter, diffusion research, with its

profuse body of research, reports few instances of computer modeling.

The exception is the work of quantitative geographer Torsten Hngrstrand

(and his followers) of the Royal University of Lund, Sweden. This

chapter reviews Hagerstrand’s major contributions to diffusion simulation--

the "neighborhood effect" and Monte Carlo simulation. The chapter then

discusses how Karlsson simulates the diffusion process by including the

notion of "social distance." Further discussions of the contributions

of Deutschmann and others to SINDI 1 follows. The last section of the

chapter presents a detailed rationale for including the concepts of clique

structure and opinion leadership in the SINDI 1 model.

SIMULATION MODELS OF DIFFUSION
 

flggerstrand's Models

The relevance of Hagerstrand's work to simulation of information

diffusion is well documented in Stanfield, Lin, and Rogers (1965) and in

Brown and Moore (1968). Readers interested in a deeper analysis and

critique of the Hagerstrand theory should consult Brown, 1965, and 1966.

Hagerstrand (1967, p. 1) introduces his first chapter with the

heading: "The systematic study of the distributional changes of cultural

elements." He states that his objective is to deal with the diffusion

of innovations as a spatial process. To him, diffusion of innovations

18
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is "the origin and dissemination of cultural novelties," a somewhat

more restricted definition than used by the communication-sociological

diffusionists. His approach is also geographic, in that distance, direction

and spatial variation are of importance in his theory. Hagerstrand

labels his approach the study of spatial diffusion rather than geo-

graphical diffusion because he is not only studying locational relationships

between "vertical man and the earth's surface," but also between

"horizontal man and man's relations." Another distinction he makes is

between the relative and absolute physical and social distributions of

a phenomenon: ‘an absolute physical distribution is represented on a

map, for example, by depicting every field occupied by a certain crop;

this could also be a relative distribution if it showed the acreage

under cultivation of that crop relative to the total acreage in a

specific area. Social distributions are the representations of farmers

who do and do not cultivate a crop--either represented on an absolute or

relative basis. Social distributions, while not as accurate maps as

physical distributions, are used by Hagerstrand in the form of social

group distributions: the distributions of cultural phenomena among

social groups regardless of Spatial attributes. These social groups are

mapped according to characteristics such as age, size of farm, etc.

Ultimately, it is possible to superimpose "maps" of the physical and

social distributions for comparison.

Hagerstrand (1967) has created three models utilizing the simulation

ideas eventually found in SINDI 1. In Model I he defines the two main

ideas for which he is well known in the diffusion field: information

mediated via the neighborhood effect; and Monte Carlo predictions of

information diffusion. Brown and Moore (1968) list these ideas as
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Hagerstrand's two important conceptual contributions to the diffusion

of innovations.

Hagerstrand (1967, p. 138) begins his discussion of information

transfer by stating that the basic idea underlying the distribution of

information of a new phenomenon is: "the distribution of information is

synonomous with distribution of informed persons; the cultural element

in question cannot be found where information does not exist; and the

existence of information about an innovation does not in itself guarantee

acceptance." (Acceptance being the second step in the reinforcement

theory paradigm, presented earlier.) But Brown.and Moore (1968, p. 6)

restate Hagerstrand's basic tenet as being "that adoption of an

innovation is primarily the outcome of a learning process." In looking

at the spatial distribution of a certain innovation, Hagerstrand

further assumes, as have subsequent computer modelers, that an informed

population can only be divided dichotomously: informed and not

informed. Also, acceptances by individuals occur independently of

one another and in random order.

However, although acceptance of the information occurs randomly,

and more and more acceptance "outposts" arise, the center of the

distribution becomes more concentrated (p. 159) around the first

possessors of information. In other words, there exists Spatial

continuity; the effect is what Hngrstrand call the "neighborhood"

or proximity effect. But a point that many subsequent scholars have

missed in expanding on Hagerstrand's notions: "the neighborhood effect

is not a logical phenomenon unless we turn our attention away from

public information (mass media), and accept the idea that private
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information (interpersonal)--especially face-to-face conversation..

is the mg 3 important driving force behind the innovation diffusions

under study here" (Hagerstrand, 1967, p. 16H). This idea is similar to

that described in Chapter I. Also, the importance of interpersonal

channels in information diffusion about innovations is well documented

(see Rogers, 1969a; and Katz and Lazarsfeld, 1955).

The neighboorhood effect is influenced by the concept mean

information field. The mean information field consists of the private

and public information fields. If we imagine a randomly scattered

set of points (people), the communication pattern of one of those points

to other points around it over time may be construed as an information

field; it is either public or private depending upon the mode of message

transmission. Hagerstrand includes only private infbrmation fields in

his models, assuming some information has already disseminated via the

public field. The mean information field is operationalized through a

matrix of probabilities which indicates the probability of an individual

in any cell being contacted by an individual in the central cell (the

”teller"). This matrix expresses the idea that frequency of contact

decreases with increasing distance.

The process of distribution is not as simple as we are lead to

believe from Hagerstrand's first model, though. In another model, he

introduces the resistance concept-—that is, the individual's resistance

to adopting an innovation.* The gist of the concept is that through repeated

contacts with others, and other forms of obtaining information, the indivi-

dual builds an information sum-~when the sum reaches a certain point he

 

1!This concept is programmed in SINDI 2, but not included in SINDI 1.



22

adopts~~when the information sum is low the resistance is still in

effect.

The second important conceptual contribution by Hagerstrand is his

use of Monte Carlo simulation to create an operational model of diffusion.

The rules of Spatial relations are stochastically applied in Hngrstrand‘s

models, yet there are certain constraints in the models--although randomly

determinedp-which act deterministically, i.e., in a predetermined manner.

For instance, Hagerstrand (1967, p. 267), randomly combines resistance

levels with individual numbers according to a predetermined distribution

of resistance levels within a cell of the mean information field. Note

the similarity of this concept of deterministic decisions in a stochastic

model to that of the information transfer probability notion in the next

chapter.

There are some qualifications about such random methods which must

be mentioned, however. It is generally accepted that even though the

combined effects of human behavior may appear random to others (for

instance, digit dialing appears random to a far-away monitoring telephone

engineer), they are not random for the individual (the person knows the

number). As Alan Perd says in the postscript to HMgerstrand's (1967, p.

308) book:

Thus, when the rules of the game (the mean in-

formation field, the normal distribution curve

of psychological resistance, or some other

odds-setting device) are established for a

Monte Carlo simulation model of the Hagerstrand

type, a concession is made to the tendency of human

geographic distributions to be more dispersed,

clustered, or regular than random, and when cell

assignments are made by drawing from a table of

random numbers, a similar concession is made

to the random aSpects of aggregate decision-

making and, by extension, the random component

in virtually all human patterns.
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It is also interesting to note that in much of Hagerstrand's

work he assumes that information is always forwarded from knower to

nonknower or to another knower at some time interval; contrast this

with the notion of Opinion leadership implemented in SINDI l and

derived from the communicaton—sociological diffusion researchers. Brown

and Moore (1968) have summarized the stochastically determined constraints

used by HEgerstrand, which they feel are representative of all of his

conceptual models: (1) the frequencies of the population which fall

within a uniform grid; (2) the locations of adOpters at time zero;

(3) the probabilities of where a potential receiver falls in a resistance

category; (u) the probabilities that two individuals at a certain distance

apart will communicate;

This procedure of contact (utilizing the private information field)

is basically as follows. A random number is generated, and falls some-

where within the matrix of the mean information field according to a

predetermine (uniform) distribution. The mean information field is

placed over a similarly gridded map and the location of the new knower—

adopter marked. This effect is mediated, however, by the individual's

resistance level--the higher the level the more information "hits"

required.

Karlsson’s Model

Karlsson (1958) wrote a rigorous book summarizing much diffusion

and communication research. Based on his synthesis and a discussion of

Magerstrand and much interpersonal communication research (for example,

he has extensively integrated concepts from Hovland, Janis and Kelly

(1953)--concepts like source credibility, one-sided versus two-sided



24

messages, etc.) he proposes a "model for pure interpersonal communi«

cation." Karlsson states that in his model the probability of some

individual with social distance s and geographical distance g from the

communicator receiving certain information is denoted by pgs. Karlsson

uses the quadratic cell concept (the mean information field of Hagerstrand)

and so pgs is also influenced by the number of individuals in the cell.

The concept of social distance, however, he derives from communication

research. (See Karlsson, 1958, pp. 33-u5 for a discussion of the factors

comprising the notion of social distance.) His concept of social

distance includes such communication factors as perception and the

selectivity processes, reference groups, message characteristics, and

source credibility determinants. He also considers messages being

perceived as rumor, listing consequent effects derived from research on

rumor communication: assimilation, sharpening and leveling. It is

also important to note that unlike SINDI 1, Karlsson limits his knowers

to communication with one person per unit of time; after having told

three persons, knowers become inactive. Karlsson also neglects to

describe the idea of opinion leadership pg §£°

Although other diffusion simulators (Stanfield, Lin, Rogers, 1965,

p. 21—22) give Karlsson exclusive credit for the notion of social

distance, Brown (1966, p. 11) disagrees; in stating that the neighbor—

hood effect could be a communication barrier in terms of distance, he

says:

...since a terrestrial barrier does not differ

functionally from a social barrier such as social

class, it is not unreasonable to consider social

barriers as a part of Hagerstrand's theory,

terrestrial barriers having been emphasized only

because Hagerstrand is working with diffusion

through a sizable geographic Space in which the
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social groups are relatively homogeneous (social

barriers, therefore, having little effect upon

a real differentiation of the patterns of

diffusion).

Hanneman (1968) has incorporated the notion of social distance

somewhat differently in a prOposed simulation (programmable in IPLeV,

a list processing language). This model uses an empirically derived

mean status value and compares a simulated individual's status value

with the mean. If the individual's generated status is much higher or

much lower than the system mean, his attitude-toward-innovativeness

score is weighted either positively or negatively. This score is also

influenced by the individual's communication behavior, his role in the

community, and by the system norms. Together these variables have the

same effect as Karlsson's "social distance," but are manipulated in more

precise terms.

Deutschmann's Model

The structure of SINDI l is directly attributable to the outline

presented by Deutschmann (1962b). Deutschmann utilized the social

distance concept formulated by Karlsson, but dropped the reliance on

spatial variables. Rather than using Hagerstrand's social information

networks, he divides the village into small social subgroups (called

groups or cliques by different authors). This division is a good

approximation by Deutschmann of a social system because it takes into

account the distinction between communities and community loyalties

which Hagerstrand neglects. He includes the notions of selective exposure

and perception: the tendencies of individuals to expose themselves to

information they want to learn; and the idea that individuals perceive

information in ways consonant with previous experience. The tendency of
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selective exposure can also be thought of as a tendency to be oriented

to certain channels more than others. Deutschmann includes three

types of communication orientations: orientation to local face~to~

face sources; and orientation to mass or'impersonal sources. Deutschmann's

model, unlike those of Hngrstrand or Karlsson, starts at the point of

22 information being possessed by any person. On the other hand, as

do Hagerstrand and Karlsson, he perceives information to be dichotomous.-

a person is either a knower or a nonknower.

In addition to the selectivity processes just discussed,

Deutschmann makes four other assumptions: (1) any message will

inform the receiver, if it is deliveredf-this assumption is akin to one

included in the early Hagerstrand models and in Karlsson; (2) any

external message will touch off face-to-face messages-that is, messages

from the mass media touch off communications between individuals;

(3) face-to-face local messages flow more frequently within groups

than between groups; (u) there is a small group of individuals which

are called "tellers" (opinion leaders) within the community with a

high probability of encoding information messages to others after

they have received it; all others have a low probability of passing

information. Note that this latter assumption differs markedly

from those of his predecessors-who assume that all individuals

when they become knowers have equal chances of contacting other

nonknowers on a random-with replacement basis.

Deutschmann operates his information transfer by matching a

Inessage matrix to an audience matrix: that is, matching the channel

carientation of a number of receivers to the channels through which
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an equal number of messages are sent and testing for similarity.

Deutschmann states that p will equal one if the channel matches the

individual's channel orientation, and in all other cases, p equals

zero. Deutschmann also limits his tellers to four contacts apiece,

a similar type of constraint formulated by Karlsson.

What is important to recognize in the above model, is the

gradual transition it represents from the spatial to the social

simulation approach. Hagerstrand was almost exclusively spatial

(only because his receivers were in very homogeneous networks, if we

are to accept Brown's contention); Karlsson also depended on spatial

characteristics for information transmission but this was coupled

with an equal emphasis on social characteristics; finally,

Deutschmann neglects spatial variables almost entirely-except in

the assumption that message transmission is more probable within

cliques than without. Even though his cliques are homogeneous in terms

of social distance (homophilous in Rogers', 1969a, terms), and their

physical distance may be small, spatial relationships have little

bearing on the transmission between clique members.

Deutschmann never programmed his model on a computer, but he

ran the simulation by "hand" to approximate the effects. However,

Stanfield, Clark, Lin, and Rogers (1965) built a model using Deutschmann's

ideas. They state (p. 22) their simulation is designed to overcome

two shortcomings in past spatial diffusion simulation:

(1) An over—emphasis upon spatial variables and lack of full

consideration of social structural and social psychological

variables in diffusion processes.

(2) The lack of emphasis in diffusion Simulation on peasants in

developing nations...
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Their operationalization of the Deutschmann simulation model was

the forerunner to the general SINDI 1 model.

CLIQUE STRUCTURE AND OPINION LEADERS

In the course of the theoretical deveIOpment on which SINDI 1

is contingent, the simulation focus shifted from allowing all

knowers a probability of one in contacting nonknowers, to a diChOtO‘

mization of knowers into one group of tellers* (opinion leaders) with

a high (p = l.) probability, and another group with a low (p = .0)

probability of communicating to nonknowers. Notice that along with

this difference in possible teller contacts, there is a change in the

modeled composition of groups. Hagerstrand uses the idea of a

hierarchy of social networks. The networks operate with different

members on different information field levels: person A makes

certain contacts in his local information field, others in his

regional information field, and still others in his national information

field. Across these fields there may be one indiVidual contacted by

A in all three. This mutual contact makes the individual a frequently

chosen source. While this situation is explained by Hagerstrand (1967,

p. 239) it is not applied in any of his models. This point gets at

the basic idea of opinion leadership.

Karlsson lumps all of his social system members into one large

group and then implicitly subgroups them on the basis of their social

 

*Although the term "tellers" is used frequently in this study, strictly

speaking individuals are not tellers until they themselves have become

knowers of the innovation information.
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distance, 3 and geographical distance, 5 from the communicator-cin

cells much like those used by Hagerstrand. Deutschmann, however,

defines cliques on the basis of norm similarity and geographical

proximity. Stanfield, Clark, Lin, and Rogers (1965) utilize this

clique notion, and divide their simulated village into two cliques

and one group of isolateS--apparently only on the basis of geographi«

cal proximity. SINDI 1 defines cliques according to commonality of

sociometric choices.regarding communication about agricultural information.

Theoretical Justification

What is the theoretical justification for dividing the village

into cliques, and ascribing a dichotomous communication function

to its members? Deutschmann (1962, p. 2) states that "the introduction

of this assumption is based upon research by the writer." However,

to analyze this further, we must analyze two different but related

lines of thought: (1) can we justify using clique divisions in analyses

of diffusion patterns; and, (2) are there some system members who are

really supraclique--who communicate with high probability out of the

clique structures, as is assumed by Deutschmann?

Social-Psychological Basis of Clique Structure

Social psychologists like Newcomb, Turner and Converse (1965)

talk in terms of interaction groups when discussing the structure

of cliques. To them an interaction group consists of persons bound

together on some basis, who have face-to-face interaction with one

another over a continued period of time. Here, the basic core of
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larger groups is the mutually attractive dyad: an interaction rela-

tionship of two individuals who have positive attitudes towards each

other. Dyads can form into larger groups known as triads, and "as the

size of interaction groups increases, it becomes more and more likely

that they will become differentiated into two or more subgroupS'

(Newcomb, gtugl3, 1965, p. 309). Isolates are those individuals who

have no stable relationships at all, even in dyads, and thus have no

clique membership. To the social psychologists, a population is

described in terms of the number of positively related cliques (in

which members are attitudinally positive towards one another), the

type of connections between different cliques, and the number of

isolated individuals (isolates) found in that p0pulation. (Sociologists

call the connections between cliques liaisons or liaison persons-

indicating that they interconnect "...two or more subgroups in such

a way that...removal from the communication structure would separate the

two subgroups..." Yadav, 1967, p. 81.)

Because of work by Festinger, Schachter, and Back (1950) and

the research in small groups by Homans (1950) social psychologists

often cite the conclusion that attraction among individuals is often

based on association--that is, the higher the attraction among two or more

persons, the more frequently they interact, which in turn leads to

greater attraction. In addition to an attraction bond, groups can

also be analyzed in terms of similarity of members' attitudes, and

in terms of personality characteristics. However, there is a more

useful approach. It involves structuring cliques in terms of role

relationships that exist between any two individuals who occupy

certain positions in the system. This relationship can be differentiated
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in terms of power and authority (the family, for instance);

knowledge and skill; and social status.

Newcomb, SE al., (1965) reconciles the different ways social

psychologists look at small groups in a statement that relates to

both spatial and social diffusion:

All groups have structures that may be described

in terms of more than one dimension. It can always

be said, for example, that every member of an

interaction group has both a status relationship

with every other’member...and also a relationship

of communication accessibility. Thus, any inter-

action group has a status structure, a communi-

cation structure, an attraction structure, and

doubtless many others. (p. 396)

Communication accessibility refers to the amount of communications

oriented toward particular individuals in the group. Distance in

terms of accessibility may be determined by the physical nearness or

remoteness of position holders, or by role prescriptions according

to which specified position holders are required or forbidden to

communicate freely with each other. The distances refer to degrees of

difficulty or delay in getting messages transmitted; they may in fact

be regarded as barriers to direct communication. Thus, the distance

between any two persons has direct effects on their behavioral

relationship (Newcomb, £32., 1965, p. 3%).

Sociological_Approach to Clique Structure

Sociologists, such as Chinoy (1961), see the small group

as the fundamental form of social organization. To Chinoy, social

groupSo-a number of persons whose relationships are based upon a set

of interrelated roles and statuses--are populated in one form or

another by all of society. (Note the similarity of this definition
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to the more microsc0pic definition of the social psychologists.) One

type of social group-~and the one pertinent here—~is one characterized

by close and intimate relations, not necessarily goal oriented, and

held together by the intrinsic value of the relations: the primary

group. A primary group might be the family, friends, part of the

neighborhood, etc. From findings from the Hawthorne studies at

Western Electric, and by William Whyte, Chinoy (1961, p. 103) concludes

"The primary group, then mediates, in a sense between the individual

and the society in which he lives." On one level, the primary group

serves the function of providing reassurance, psychological, and

emotional support for its members. On a higher level, by operating

‘around positive or.negative societal norms and values, it serves the

purpose of unifying the persons who belong by providing them with

reference for their behavior. In a sense, the primary group provides

its members with a smaller society within the larger, complex society.

What is Significant here is that Chinoy (1961, p. 100) posits

the same statement that the social psychologists do and which is

sometimes also found in the diffusion literature: "numbers, frequency

of interaction, and shared vluaes, then constitute conditions that

make possible or inhibit the formation of'primary groups, but the

key factor would appear to be the functions they serve their members."

To elaborate on this, we turn to a study by Lionberger and Coughenour

(1957) which discusses extensively the function of social cliques in

Missouri.

These researchers say cliques are non-kindred groups which

satisfy many of the socio-psychological needs which might once have

been satisfied by the neighborhood. Neighborhoods consist of
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individuals bound together by proximity and perhaps some commonality

of interest; cliques consist of individuals bound together on the

basis of a common characteristic without regard to physical nearness.

To Lionberger and Coughenour, neighborhoods are relatively longer

lasting phenomena than cliques; cliques also tend to be somewhat

heterogeneous in regards to the mean prestige of their membership.

They see the clique as a phenomenon accompanying the change from

traditional rural society to a modern society that has become more

spatially mobile and more selective with reapect to intimate asso~

ciation. They found that information seeking on the part of lower

prestige members to higher prestige members, or to those contacted

most frequently, was best facilitated when the influencing member was

a member of the same clique, and most inhibited when the influential

(opinion leader) was not a member of the clique. Lionberger and

Coughenour hypothesize that locality types of social structure (neighbor~

hoods) predominate where "particularistic and ascriptive" values are

found, while social cliques flourish where "universalistic and

achievement" values predominate. Related to that hypothesis, they

found that clique memberShip was more prevalent among farmers living

outside, than among those living inside, neighborhoods. They also

found (with close to statistical significance) that information-

seeking-relationships with regular contacts (an individual contacted

regularly, not necessarily a friend--e.g., a storekeeper) or with

friends were unrelated to membership in either a neighborhood or a

'clique; however, information seeking relationships with local

influentials is based upon a different type of norm than the same

behavior with friends or regular acquaintances. Specifically, the
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former is probably based upon rational, instrumental norms relating

to agricultural technology and the latter type of behavior is based on

nonrational, traditional norms. A possible implication of this last

conclusion, relevant here, is that opinion leaders and cliques are

more modern oriented phenomena--possibly not relevant to more tradi«

tional peasant societies. Unfortunately, their findings only can be

generalized to Missouri and perhaps the United States.

Hubbell (1965) developed a method for determining clique structure

based on the strength of the dyadic relationship in the social system.

He interprets interpersonal communication as being equivalent to

influence; influence felt in one part of the system is transmitted

elsewhere (as relayed outputs and inputs), but most strongly to clique-

mates. Hubbell, unlike the two researchers above, allows for an

individual to be part of a clique on the basis of a few strong bonds,

even if the bonds are fewer in number than many weak ones. In his

model, then, the degree of influence determines the cohesiveness of

the clique, not just the similarity of incoming and outgoing choices.

Since the cliques are determined by strength relationships, and these

structural linkages are regarded as input-output channels of influence

transmission as above, intraclique members will be influenced more

strongly by one another than by outsiders. As Hubbell points out, the

model thus has functional significance (in much the same way as the

functional significance of the sociologist‘s primary group), because

the influence flows affect the performance level or status of each

person in the group.
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Loomis (1960b,p. #81) states, on the basis of his research in

the pseudonymous Southtown, that "...in most rural areas where there

is little opportunity to move up and down the social ladder, most

groups are family friendship groups." Note this finding is not

congruent with the findings of Lionberger and Coughenour (1957).

Loomis distinguishes between the prestige or power system, and the

communication or information system in the community which tie the

different groups together. On the basis of his research he concludes

that everyone (all of the family kinship groups) is part of the

communication system, but only few are members of the prestige system.

Those who are members of the prestige system, are members of existing

cliques who have contact with other cliques, or who are frequently

contacted by other clique members. He considers the prestigious

persons to be essential in the communication process-unlike Hubbell.

Later research by Loomis (1960a) in a Spanish speaking village in

New Mexico found cliques based only on extensive kinship patterns.

"These family friendship groupings with their central families with

grandchildren constitute the so called 'larger family,‘ common in

Latin American and other familistic cultures," (Loomis, 1960a, p. #90).

This latter statement of course has salience for this simulation

because SINDI 1 was applied to a communication environment in Latin

America.

A communication-sociological diffusion researcher like Rogers

1188 not, to date, discussed formation of cliques in any explicit way.

iiowever, in his recent book (Rogers, 1969a) he uses the concepts of

homophily and heterOphily to refer to tendencies of interacting
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individuals to be different or similar in regards to attributes,

beliefs, values, education, status, etc. He states that most

human communication takes place between individuals who are homo-

philous, thus leading to more effective communication. It may be

possible to infer that he implicitly recognizes the importance of

cliques in diffusion theory; on this level, cliques exist because

of individuals, who on the basis of similar characteristics tend to

have a higher probability of interacting. This notion is similar to

the one of social networks proposed by Hagerstrand and explained earlier.

However, there is a problem inferring this meaning from Rogers‘

theory. For, in his (1969b) description of the subculture of peasants,

he cites that a characteristic of peasants is mutual distrust in

interpersonal relations. He finds peasant communities characterized by

a mentality of mutual distrust, suspiciousness, and evasiveness. The

peasant also lacks trust and cooperation with and from his fellow man

and tends to be highly individualistic. This appears to contradict the

existence of cliques. E233 mutual distrust of other peasants means

greater dependence on the immediate family. Rogers reports the

observations of other researchers who have found that the peasant views

his family and their cooperation as being essential to him, a type

of cooperative insurance against aggression and exploitation, and

without which the individual stands isolated. This corroborates the

findings of Loomis (1960a, 1960b). See also Banfield (1958).

Qpinion Leadership

Before we draw conclusions about the relevance of clique membership

we must still discuss opinion leadership. Rogers (1969a, 1-u8) defines
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opinion leadership as "the ability fo informally influence individuals‘

attitudes or behavior in a desired way with relative frequency." And,

opinion leadership "is earned and maintained by the individual‘s

technical competence, social accessibility, and conformity to the

system‘s norms." Rogers points out that opinion leadership is a process

which stands in relation to another person--it is not an isolated

attribute. Also, opinion leaders may be active or passive-they may

be sought by, or they may seek followers. Rogers (1962, p. 212) has also

stated that Opinion leadership is not to be considered a dichotomous

variable: either you possess it or you don‘t. Rather, individuals

may possess varying degrees of it; and may also possess it only for

certain topics. Acceptance of this assumption that Opinion leadership

is a matter of degree, was not acknowledged by Deutschmann (1962b, p. 2)

in his model (the fifth assumption) nor in any subsequent programs of

the SINDI 1 model since that time. This neglect is one of its major

drawbacks. SINDI 1 also assumes that opinion leaders are always active--

they do the contacting. But recent research (Troldahl and Van Dam, 1965)

disclosed that opinion leaders are also passive, and in most instances

there is mutual opinion sharing occurring between opinion leader and

asker.

Let us draw some conclusionsrunvregarding the two questions posed

at the beginning of this section: Is there theoretical justification

for clique division and the concept of opinion leadership?

Conclusions

It is important to realize that in much social science research

dealing with aggregate data it is possible to form groups based on
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descriptive statistics of some characteristic alone. For instance, it

is possible, as Deutschmann does, to deduce that all members of a

certain race are a clique in the same manner as those with a commonality

of attitude about say, cars, can be considered to form a clique. Thus,

on the aggregate level, persons may be grouped together on the basis

of similar social attributes and logical relations, yet it would be

fallacious to imagine these persons as interacting together (although it

is possible that they do). We use "clique” to mean a group of individuals

bound together on the basis of shared interests, attitudes or ideologies.

Clique membership may have little relation to proximity or demographic

characteristics.

Based on the exposition developed here, however, it is possible

to accept the notion of clique structures in social systems as being

relevant to the SINDI 1 model. The exact nature of a clique may differ

with the society it‘s found in, but it can still be called a clique. In

a modern society with much social stratification and mobility, true

cliques exist on the basis of shared interests, attitudes, or some

other attribute-—without reference to spatial proximity. In more

traditional societies, especially in countries with peasants—-and

in the peasant village being simulated--little stratification exists,

there is little diversity of interest and the cliques that do exist

are probably based on family ties. Furthermore, the following

statements can be drawn from the above:

(1) Intraclique contact is predominant over interclique contact;

relating this to information diffusion we can generalize

that information diffusion occurs faster within cliques

among specific dyads in it and is mediated to other dyads

in the clique by opinion leaders. Theoretically, therefore,

a new knower of information should be allowed to make contacts

within his clique after receiving information.
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(2) Cliques very often take the form of extended family—friendship

groups in peasant systems. If houses are not centrally

located in a village, but on farms, spatial proximity may

have some importance.

(3) Liaison persons are those individuals who tie two subgroups

together; they can be considered opinion leaders with low

degrees of opinion leadership (or perhaps interclique

"gatekeepers") depending on the amount of other cliques

the person has liaison with.

(u) Opinion leaders are always members of a clique-—at least

in the sense that they communicate information and are

sought by other dyads in the same clique.

(5) There is a conceptual difference in being contacted by an

opinion leader (teller) and seeking out an opinion leader.

(6) Opinion leaders have more contact within their clique than out.

Discussing the influences of groups in the communication system of

society, Katz and Lazarsfeld (1955, p. 130) point out that groups have

two effects on their members: group norms and patterned channels

both within and without the group. The formerbfactor is important in

conclusion five, above; intraclique communication will always be more

successful because the group‘s norms reinforce the attitudes of the

group. Also, the crucial individuals in the patterned (regular) channels

are the opinion leaders who determine whether the information will be

circulated in the clique (as described in conclusion one, above). whether

it will be favorably received (he legitimizes the information), and

whether information from within will be transmitted outside of the

group (the opinion leader acts either as a gatekeeper by filtering

information from seekers, or by not acting as liaison in sending-the

information to other cliques).
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GENERAL DESCRIPTION OF THE SIMULATION MODEL

Based on the concepts and theory presented in Chapter II, we are

now ready to describe the general SINDI 1 model. We begin this chapter

by first describing the model‘s assumptions. Then, the following

section contains a discussion of the parameters in the model, and the

last section will describe the conceptual operation of the model.

ASSUMPTIONS IN SINDI l

The assumptions listed below are related to the assumptions of

Deutschmann (1962b) stated in the previous chapter (pp. 25-28).

Assumption 1: message reception is selective. This assumption

is based on research disclosing selective information seeking by

individuals. This notion predicts that a person will orient himself

more to certain communication channels than others, and will not accept

every message he attends to. This assumption is operationalized in

the model by the parameter CHANOR, which allows presetting of individuals

in the audience matrix to certain channels. It is also operationalized

_ by means of the external message matrix probabilities (also called the

information transfer probabilities*) which are compared with random decimal

fractions between zero and one in the simulation of information trans-

mission. This procedure says, in effect, that people have selective

probabilities of receiving information from a particular channel, and

*TE:'FE?EFZBEE§’to information transfer probabilities imply information

transfer between d ads although often it is used in this study with

reference to single individuals only.

40
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for each message from that channel there is a selective probability

that the message will be accepted by the individual.

Assumption 2: initial contacts between channel (external or

local) and members of the modeled social system are randomly

determined. By contacts we mean two people communicating (not neces~

sarily about innovations). For example, an extension agent may stop

by to see a farmer and only talk about the weather.

Assumption 3: the probability of information transfer from a channel-

source in contact with a nonknower depends on the nature of the relation-

ship. Even though only one type of probability is discussed in the

study, that is, the information transfer probability based on contacts

with external channels or local tellers, the probability is conceptually

two probabilities. It is both an information "imparting" probability,

i.e., given a contact with a channel, will the channel actually communicate

a message about an innovation during the contact. For example, the

greater the social distance between individuals as measured by clique

membership the less the prObability of imparting information. The

transfer probability is also comprised of an information acceptance

probability, i.e., given that a channel communicates information about

an innovation, will the individual accept it?

Assumption u: external messages will touch off local face-to~face

communication if the person contacted (the new knower) is a teller.

This assumption is related to the fact that in planned change, information

about innovations always comes from'external channels first, and then

diffuses to tellers who communicate the information locally. The

assumption is operationalized in the teller contact routine, where new
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knowers are checked to see if any are also tellers, and if so, then

are allowed to contact nonknowers.

Assumption 5: only tellers are allowed intra- and interclique

contacts, all other individuals are restricted from communicating

to nonknowers. This is one of the most tenuous assumptions in the

model, and based on the theory presented in the previous chapter,

future models should allow all knowers to contact nonknowers. This

assumption is operationalized by the teller contact routine.

Assumption 6: face-to—face local‘messages flow more frequently

within cliques than between cliques. This is operationalized through

the use of the local message matrix in the same manner as the message

matrix described in assumption #2. As Deutschmann (1962b, p. 5)

mentions, this is a modification of the selectivity assumptions,

because regardless of a person‘s channel orientation he will be

exposed to local teller contacts.

PARAMETER DESCRIPTION

Earlier we said that SINDI 1 uses two types of parameters: system

definition parameters and computer processing parameters. The former

parameters define the boundary conditions of the model or define the

degree of relationships between variables in the modeled system. The

processing parameters are fixed values which specify the constraints

of certain operating rules for the computer (e.g., number of probLens

being simulated).
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System Definition Parameters

1.

u.

Number of cliques and the amount of members in each. These

are labeled NCLIQS and NMEMCQ(ICQ)--they are related such

that for each value of NCLIQS there is an equivalent NMBMCQ(ICQ)

value (in technical language, NMEMCQ(ICQ) is dimensioned by

the clique number--1 through 5). They are read in at the

beginning of INPUT and are used throughout the simulation in

determining values of variables contingent on specific

clique membership, e.g., information transfer probability.

The number of clique members is totaled in INPUT to obtain

at TOTIND, a parameter for the total number of individuals

being simulated. This parameter is frequently used as a

limiting value in various iterations.

Number of external message channels. This is labeled NXCHAN

in SINDI 1; it is also defined in INPUT. The parameter controls

the number of cycles through the external message contact

routine. The program allows for up to five external channels.

The individual‘s channel orientation. It is defined (as CHANOR(IN))in

INPUT from the data card matrix of channel orientation for

each clique member. It is used in the EXTMES routine to

check the individual‘s orientation with the channel being used.

Number of contacts allowed each external channel source.

This is labeled NXCCON(ICH) and is related to the number of

external channels. That is, for each external channel, there

is an associate NXCCON(ICH) value. The NXCCON(ICH) parameter

determines the "activity" of the external channels in contacting

individuals. The total contacts allowed the two external

channels per time period is equivalent to the sum of all the

values of NXCCON(ICH).

The probability of a nonknower becoming a knower through

contact with any external contact source: this is the dyad‘s

information transfer probability based on the receiver's

channel orientation and the particular channel he is in

contact with. This is labeled PKWXCH(INCHNL,ICH) and is

determined by the matrix location of the intersection of

the individual‘s channel orientation with the contacting

channel‘s number. It is used as a comparison with a randomly

generated decimal in the EXTMBS routine.

Number of tellers in the simulation. This is labeled NTELRS,

and is determined from the total amount of individuals

listed in the teller orientation matrix in the data. The

data defining the parameters are arranged so that the first

individuals read in are the tellers. This parameter controls

contact cycling in the TELCON routine.
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Number of contacts allowed a teller once he becomes a knower.

This parameter, known as NTLCON is defined in input and

determines the amount of contacts each of the NTELRS can make

during a time period.

The probability of a clique member becoming a knower through

contact with a teller from any clique. This is labeled

PKWTLR(ICQ,ITELCQ) and is a dyad‘s information transfer‘probaé

bility based on clique membership of the receiver and the clique‘

membership of the contacting teller. It is compared with a

randomly generated decimal to determine acceptance of information

through local word-of-mouth channels in the TELCON routine.

- Processing Parameters

In addition to the above values, there are certain parameters which

control the processing of the program; they are as follows.

1.

3.

Number of problems. This is labeled NPROBS and is read in from

a data card in INPUT. It allows the program to be used with

varying sets of data, simulating different situations, without

the submission of new cards. Or, the same data may be run for

a number of consecutive problems, with a variation in parameter

settings for each prOblem in order to test the sensitivity of

the parameters.

' Number of runs. This is sometimes called number of iterations,

and is labeled NRUNS. This parameter allows for.replication of

simulation without reinitializing the system definition parameters

(which must be reinitialized for each problem). As has been

suggested elsewhere (Stanfield, Lin, Rogers, 1967, p. 17):

An important feature of the SINDI 1 model is that

multiple runs or iterations of the simulation are

facilitated. If we regard a complete run of SINDI 1

from generation (time peridd) l to n as a random

sampling of one diffusion process from the many pos-

sible diffusions of an innovation in the village,

we certainly would wish for a number of such elements

in our total sample so as to be able to estimate

sampling error and the true parameters. SINDI 1

can easily replicate the complete simulation periods

as many times as specified, so that a sampling distri-

bution of diffusions is obtained and estimates about

the true parameters are made.

Number of time periods. This is labeled NTIMPS in simulation;

each time period unit is equivalent to one year of real—world

time: the parameter is defined at the beginning of

the INPUT routine (see Figure 1) from a value on a data
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card. This parameter controls the number of iterations

through the EXTMES and TBLCON routines, i.e., the number

of times the channels are allowed to make contacts.

u. Number of detailed printouts of the simulation. This is

labeled NPRINT; is also determined in INPUT and is used

throughout the simulation as a check value of the number

of runs completed and printed, with the number of runs to do.

5. Choice of logical units. The user must specify the identifi-

cation number of the logic unit he wishes to use for input,

output, or punch, by specifying the numbers for LUNI,

LUNO, and LUNP, reSpectively, in the program deck.

There are also various internal indexes and keys used as

programming aids. Definition of them is found in the program listing,

Appendix A.

STATE VARIABLES
 

If we imagine the system definition parameters as being input values

to the simulation, we should then determine what they "operate" on to

produce the output variables. The variables Operated on may be thought

of as state variables in that they take on different "states" (i.e., dif-

ferent values) during the course of the simulation run.

Individuals may then be thought of as having lists of attributes,

or variables, depending on the way they are described. As an analogy

we might imagine the parameters being the innate characteristics of

a person, while the state values are values which a person learns

during life and which constantly change and affect his behavior,

depending on the experiences he encounters. State variables in the

simulation are as follows (each of the variables below takes on a

different value for each individual in the simulation):
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1. CHNSOR(IN) is the individual‘s "memory" of the channel source

which informed him (if it has). This can take on a value of

0, l, or 2-—depending on whether a local channel contacted

him, or whether external channel 1 or 2 contacted him. It

is primarily used as a memory trace for analysis of the output.

2. TLRKWR(IN) is a variable name which describes whether a new

knower is also a teller; if he is, then he is activated one

time period later as a contacting agent in the TBLCON

routine; if not he remains inactive. This variable is set to

zero or one representing a "no" or "yes" that the teller is

a knower.

3. KNOWBR(IN) a variable which tells whether the individual is

a knower yet; the setting of this variable tells the

routines that if he has been informed, not to count him

again as a new knower. This also takes on a value of zero

or one.

u. TELSOR(IN) is the individual‘s memory of the teller who informed

him (if he has). It is the actual individual identification

number, and is primarily used as a memory trace in output.

(Note, SINDI l is set up to simulate up to 100 individuals. If the

simulation exceeds this amount, the array dimensions must be changed.)

DESCRIPTION OF SINDI 1

The SINDI l prOgram consists of an executive routine and five

subroutines. (Refer to Figure 1, a flowchart of the general operation

of the routines.) The main program routine handles monitoring tasks

for the simulation. It executes the main D0 loops (one for the problem

cycle; one for the run_cycle; one for the time period cycle) and calls

the other subroutines. The first subroutine, INPUT, inputs parameters

and initializes arrays for the beginning of a run and a particular time

period. (One run ends after all the specified time periods have been

completed.) This routine also prints parameter list headings in the

output and handles other data input chores. The next routine, EXTMBS,

is the external message section. Here the theory about the external
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interpersonal channels is manifested: this routine simulates individual

contacts by channel—sources leading to either message acceptance (the

person becomes a knower) or non-acceptance (the person remains a

nonknower). Subroutine TELCON is the teller contact section, which

includes the theory of local face-to-face contacts between tellers and

nonknowers. Subroutine OUTPUT controls most output functions for the

simulation program. It can be keyed to print-out either detailed

individual-by-individual contact traces, or statistical summary data,

for each time period and for the entire simulation period (i.e.,

one run). Subroutine RANDOM is a random number generator which provides

random integer numbers within a Specified range, and associated random

decimal numbers. The generator functions with or without replacement*

and is also based on an extension of Lehmer‘s rule.

The program begins by calling subroutine INPUT. Input reads in data

from the data cards to determine the number of problems, runs and time

periods, and the composition of the cliques. It creates a matrix of

the clique composition of the social system which includes the total

number of individuals included in the simulation, their channel

orientation, and whether or not they are tellers. This part of the

model also arranges the information transfer prObability matrix. The

input parameters are printed out as an "Input Section" following the

prOgram listing to assure that all data are properly read in and

ordered. Some of the statistical variables (e.g., mean) are also

 

3§ampling with replacement is sampling from a hypothetical population

whereby everyone is replaced in the total in order that the next individual

chosen has as equal a probability of being selected as all previous persons.
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initialized in this section. When all of the data have been processed,

the input section and the individual identification list (see Appendix A)

printed out, control returns to the executive routine. Then the

program enters the run DO lOOp, cycling through attribute list initiali-

zation, followed by entrance to the simulation time period D0 loop. If

the print setting (NPRINT) is at least 1, headings are printed out for

the output section.

The executive routine next calls the BXTMBS routine (see the flow-

chart in Figure 2). Here the simulation enters the external channel DO

loop, cycling through the statements in the routine as many times as the

NXCHAN (number of external channels) setting allows. The random number

generator (Subroutine RANDOM) is called to supply as many random

individual numbers as is dictated by the number of contacts for that

channel (NXCCON). For each random individual generated (called RANIND)

as associated random fraction in decimal form (RANDP) is also generated

to compare with the listed information transfer probability. when the

random generator is called, the arguments specify the type of desired

sampling, the upper and lower limits of the random numbers (i.e., from

one to the total number of individuals in the simulation), and the total

number of random individual numbers desired. (While we could generate

an amount of random numbers equivalent to the total amount of individuals

in the simulation, this would be wasteful-of space in the computer‘s

core memory--therefore the generation is limited to the number of contacts

allowed each time period.)

In the generator, a random integer is generated, the power of ten

needed is calculated, and the number is truncated appropriately. After
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truncation, the test is made for the replacement option; if no replacement

is desired, the number is tested to see if it is within the desired

range. Immediately after this procedure, another random integer is

generated, converted to decimal and associated (in a matrix) with the

integer generated prior to it.

Control returns to the external message section and the random

individual is located on the identification list to determine his channel

orientation, and if he is already a knower. A random decimal is compared

with the information transfer probability to represent the process of the

individual receiving information about the innovation from an external

channel message contact. If the random decimal is less than his infor—

mation transfer probability, then the individual becomes a knower;

otherwise, he remains a nonknower.

If he does become a knower, the single event and cumulative event

counters are incremented, and the knower tallies for each clique

incremented. Also, the individual‘s attribute matrix is updated with

the information that he is a knower and which channel contacted him.

If the individual also happens to be a teller, the teller activation

tally is incremented. To conclude the routine, the information just

tallied is printed out (unless suppressed) for each individual in the

output section." The external message section continues cycling until

a channel has made all of its allowed contacts. Then, another channel

is activated and the process is repeated for the number of contacts

it is allowed. After all channels have made all of their message

contacts, the TBLCON subroutine is called..

The TELCON routine (see Figure 3) does not process a knower-teller

until one time period after their activation. This routine first checks
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Is

Teller a knower

from prior

time periods?

 Select Next

Teller on list

IL
 

 

Call RANDOM for list of

of random individuals

and decimals equal to

number of teller

contacts allowed

v

I LOOP for Number of random individuals

   

 

  

YES Information Transfer?

(Is information transfer probability

greater than random decimal?)

0

 

 

Update Knower list, event

list and cumulative counters,

’ Print event information

unless suppressed

   

   

    Have all Tellers NO

YES made allowed .

‘\\\\ contacts? l////'

Return to Main Program Routinel

   

 

Figure 3. Flowchart of TELCON Routine
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the list of potential tellers to see if any are knowers from previous

time periods. If not, the routine returns control to the main routine,

checks if any of the new knowers from the external channel contacts

are also tellers, and sets the attribute matrices appropriately. The

program then begins another time period.

But, let‘s presume we have at least one activated teller from a

previous time period. The teller contact routine would then call for

RANDOM to return a list of randomly chosen individuals which the

teller will contact during the current time period. The number of

individuals on this list is equal to the number of message contacts,

NTLCON, allowed each teller during a time period.‘ Each random individual

is checked to see if he is a knower already—-if he is, the teller has

"wasted” one contact and goes on to the next individual. If the person

is not a knower, the information transfer probability--based on his

clique membership and the clique membership of the teller--is compared

to the random decimal in the same manner as in the external channel

routine. If the person becomes a knower, the attribute matrices and

counters are changed. The routine runs down the list of random

individuals until the contacts for that teller have been exhausted.

When they are, a check is made to see if any tellers remain, and if so,

the routine continues to cycle, repeating the procedure for each remaining

teller and the number of contacts allowed during that time period. If

no tellers remain control returns to the executive routine for updating

of the teller-knower list. This process continues for the remaining

number of runs and time periods. When all runs are completed, OUTPUT

is called to print a summary of contacts made, and print descriptive
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statistics if desired. OUTPUT can also only summarize data after each

run if the detailed summary is not wanted.

The entire program cycle continues until there are no more

prOblems left, at which time the simulation exits.

OUTPUT VARIABLES

Output variables are produced by the simulation on the basis of

the parameters‘ effects on the state variables described above. For

each time period the simulation outputs five items of information.

1.

2.

5.

The number of events during a time period. This

variable is called NEVENT. It is the number of clique

members who becane knowers as a result of being‘informed

by one of the three channels, i.e., each time someone

becomes a knower a diffusion event occurs.

The number of cumulative events to date. This is labeled

NCUMEV. It is important in determining the cumulative

frequency curve of knowers over time.

The cumulative number of tellers activated during a time

period. This is labeled NTELAC, and is only incremented

when the teller is actually active in the simulation, not

during the time period that he becomes a knower.

The number of new knowers in each clique this time period.

This is labeled KNOTLY and is used for analysis purposes

in the detailed output.

The number of total new knowers to this time. This

variable is called KNOSUM and is also used for analysis

purposes in the detailed output.

In addition to the output variables, the simulation is able to print

detailed summaries for each time period: (a) which channel-source

contacted which individual, and (b) whether information was accepted

during the contact. The comparisons of the information transfer
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probability with a random decimal are also listed for each contact,

unless this type of output data is intentionally suppressed.



CHAPTER IV

SPECIFIC RESULTS OF THE SIMULATION

Previous chapters have presented the theory from which SINDI 1

models, and have also discussed the assumptions and parameters used in

the general model. This chapter describes the derivation of the data

used in this simulation with SINDI l and the results from runs based

on that data.

BACKGROUND DATA ON THE VILLAGE OF PUEBLO VIEJO

The validation data and the data used in determining parameter

values in SINDI l are from Rogers‘ (1965) research in Pueblo Viejo,

Colombia. Pueblo Viejo is a small peasant community located about no

miles from the capital city, Bogota, in the foothills of the Andes

mountains. The community is generally characterized by "...extremely

small farms, Operated by subsistence farmers of mixed Indian-Spanish

stock with relatively low levels of education, serious poverty, and

very limited economic opportunities" (Rogers, 1965, p. 616). The

purpose of Rogers‘ study was to investigate antecedents and consequences

to mass media exposure in five communities in central Colombia, among

the Pueblo Viejo.

Despite some mass media usage in the community, there were no

reported instances of learning information about agricultural innovations

from the mass media, because the media lacked relevant agricultural

content and were largely urban oriented and consummatory in purposes.

56
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PARAMETER ESTIMATION

The values of many of the parameters used in the runs of SINDI 1

reported here were determined by Stanfield, Lin, and Rogers (1967).

While some of parameters (e.g., channel orientation) have a theoretical

basis for their values, the parameters for number of channel contacts

and especially information transfer prObabilities were arbitrarily

determined.

The parameters below are presented in the same order as in their

general description in Chapter II.

1. Cliques: The village was divided into four cliques and a fifth

group of isolates on the basis of sociometric data in response to an

interview question about whom the villager sought for agricultural

information. ("Have you talked with another farmer about agriculture

in the last two months? If yes, with whom?") This question was asked

because SINDI l simulates the diffusion of agricultural information of

2, u-D weed spray. The cliques were delineated by plotting a sociogram

on a map of the village (each member had a maximum of four sociometric

choices. The peasants were categorized into cliques so most of the

sociometric choices of a set of individuals went within (rather than

outside) the clique. The intraclique choices tended to be spatially

proximate individuals, providing support for spatial diffusion. However,

in Colombian villages homes are located on the farms rather than in the

village center. Table 1 indicates the number of members (NMEMCQ(ICQ))

in each clique for the number of cliques (NCLIQS) simulated.
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2. External Channels: Two external interpersonal channels

were chosen: (1) extension service agents, and (2) school teachers.

In Colombia, the extension agent usually lives and has his office

outside the village. His objective is to communicate new agricultural

ideas to the villages he serves. The teacher lives in the village and has

closer rapport with the villagers; however, a teacher serves as a

change agent in a particular village for only a year or two. But, he

generally has greater contact with the outside world than the average

peasant. The extension agent sometimes works through the teacher in

introducing new ideas to the community. Thus, it seemed appropriate

to utilize the extension agent and school teacher as the chief channels

of external innovation messages (NXCHAN = 2).

3. Channel Orientation: The degree to which each individual was

oriented to either the two external interpersonal channels or one

local interpersonal channel was determined from the relative frequency

with which he reported having communicated with any of the three

channels in the past year. For instance, an individual in Pueblo Viejo

may have reported four communications with the teacher, and three

contacts with the extension agent, his channel orientation would be

the teacher. Table 1 indicates the channel orientation (CHANOR(IN))

.of individuals in each clique.

u. External Channel Contact: Each message introduced through

a channel in a time period reaches a specified number of people. The

number of villager contacts made by the extension~agent (referred to as

"channel 1" from now on) was, for the purpose of these*runs, estimated

at three per time period (i.e., per year), and the number of contacts

by the school teacher ("channel 2") at six per time period. Thus,
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NXCCON(l) = 3 and NXCCON(2) = 6 in this simulation. While the

extension agent makes relatively few trips to the village per year,

the school teacher resides there and should, therefore, make more

interpersonal contacts about an innovation.

5. Probability of Becoming a Kncwer form an External Channel:

This probability (PKWXCH(INCHNL,ICH)) was calculated on the basis of

the amount of interpersonal communication each peasant reported

with each channel. Eighteen villagers were primarily oriented to

channel 1, the extension agent. These 18 peasants had a total of an

contacts with channel 1 and 17 contacts with channel 2. The infermation

transfer prObability was arbitrarily set, given primarily a channel 1

orientation, at .50. The probability of learning about an innovation

from channel 2, given a channel 1 orientation, is 17/3n x .50 = .25.

The 19 villagers oriented primarily to channel 2, the teacher, made

55 contacts with channel 2 and only 10 contacts with channel 1. Thus,

for those oriented primarily to channel 2, the probability of becoming

a knower about the innovation from channel 2 is arbitrarily .50, and

the prObability of awareness from channel 1 is .10. The remaining 32

peasants in-the-village had-no-contact with either the-extension agent

or teacher channels. Table 2 shows the values for this parameter.

Table 2. Information Transfer Probability

Matrix from External Channels

 

Individual‘s Message Channel

Orientation 1 2

1 .50 .25
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6. Local Interpersonal Channels: This is the same as the number of

tellers (Opinion leaders) in the village (NTELRS). An opinion leader

was an individual who received three or more sociometric choices as

sources of agricultural information. For the Pueblo Viejo data NTELRS = 9.

See Table l.

7. Teller Contacts: NTLCON was originally set at 30 contacts-per

year, based on the number of reported opinion leader contacts contacted

plus the number of contacts each received. However, subsequent sensitivity

checks revealed that 20 contacts in the model produced output which

better approximates reality.

8. Probability of Becoming a Knower when Contacted by a Teller-

Knower: For each clique, it was necessary to determine the probability

of a nonknower becoming aware of the new idea upon contact with a

knower—teller of his clique (PKWTLR(ICQ,ITELCQ)). This prObability in

clique l is .58. The procedure for estimating this probability was

first to count the total number of reported sociometric contacts

between the Opinion leaders and the non-leaders in clique l, which

is seven. Then the total number of possible contacts in clique 1 between

the two opinion leaders and the five other clique members was calculated,

which is 12 (two possible contacts for each of the five non—opinion

leaders and one each for the Opinion leaders). Therefore, the

prObability given a contact of a nonknower learning from a knowervteller

in clique l was 7/12 or .58.

In a similar fashion, the probability for a nonknower learning from

a knower-teller in clique 2 is l3/6u or .20, and for clique 3 the

probability is ll/u8 or .23. There are no opinion leaders in clique u
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or for the isolates, so there is a zero probability of learning of

the innovation in such a way.

The probability that a person in one clique will become a knower

upon contact with a knower-teller in another clique, is restricted to

only two cliques with mutual contacts, cliques 2 and 3. The probability

of interclique contact was calculated in an analagous fashion to the

calculation of the within—clique probability. The total number of

peasants in clique 2 contacted by knower-tellers in clique 3 is 5,

while the total number of possible contacts is 51.‘ Therefore, the

probability of clique 2 members being contacted by clique knower—tellers

in group 3 is .10. Similarly, the probability of contact of clique 3

members by clique 2 knowerbtellers is 6/68 or .09. See Table 3.

Table 3. Information Transfer Probability

Matrix from Teller Contacts

 

Individual's Teller’s Clique

Clique 1 2 3 u 5

l .58 .00 .00 .00 .00

2 .00 .20 .10 .00 .00

3 .00 .09 .23 .00 .00

4 .00 .00 .00 .00 .00

5 + .0 .00 .00 .00 .00 .00     
Processing Parameters

The values of the processing parameters were generally changed for

different series of runs and are reported in the results section. However,

for a few of the parameters we used similar values every run. NTIHPS was
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set to 15 for every run; we usually suppressed detailed printouts to save

computer time and so NPRINTS was set to zero; in the runs at Michigan

State University using a CDC 3600 computer, the values for the logical

units parameters, LUNI, LUNO, and LUNP were always set to 60, 61, and

62 respectively.

State and Output Variables‘

The values for these variables are determined in the course of

the simulation and are reported in the results section.

Preassignment of Individuals in the Simulation

Prior to each run, seven members of the community are preassigned

as knowers. The reason for this preassignement is as follows. These

early knowers learned over an 18 year time period ranging from 1935-

1953. The model does not purport to explain the process by which 3223:.

individuals first heard. The social system itself would have changed

considerably in the 28-year (1935-1963) time period covered by the

Colombia data. The model does not take into account dynamic changes in

the structure nor the membership of the social system.

It is necessary to point out that four of the seven individuals

are tellers. Preassignment of four tellers has the effect of creating

four additional local interpersonal channels in the simulation every

time period, regardless of how many knowers are activated.‘

In Pueblo Viejo, at the time of data collection, there were 56

knowers (88% of the farmers interviewed). Included among the knowers

were 22 isolates, 11 of whom were oriented to one of the two external
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interpersonal channels. The remaining ll isolates were not oriented

to any channel-~but 10 of the 11 did become knowers. Because the

SINDI 1 model makes the assumption that individuals become knowers only

when oriented to one of the external channels or to a local teller; the

remaining 11 tellers could never become knowers in the simulation. Since

our simplistic channel division was not isomorphic with the real world

the ll were dropped from inclusion in the simulation, and were also

excluded from real world data comparisons. Thus, the total possible

knowers in the reality data is u6 (i.e., the 56 out of the 67 possible

farmers who were knowers at the end of the measurement period, minus the

11 isolates); in the simulation there are 56 possible knowers (i.e., 67

minus the 11 isolates because there is no restriction of when "measure—

ment" of new knowers stops).

SIMULATION RUNS OP SINDI l
 

The SINDI 1 runs provide as output a distribution of new knowers

per time period over a series of time periods. Since per year data

provide the basis for the calculations of the program's parameters, the

simulation results are a rough approximation of the annual rate of

diffusion of information.

To compare the simulation with the Colombia data used for

validation, SINDI l was run #5 times; each 15 runs (i.e., for each new

problem) the parameter settings were altered. The three sets of

parameters for the data reported were determined from a number of

earlier sensitization checks» (A brief description of the tests follows

this section.) The OUTPUT routine was flagged to print summary statistics
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after each 15 runs. The results (as indicated in Figure u) show

that three series of settings approximate the reality-data curve.

The model responded broadly to any alteration of the teller contact

parameter; i.e., decreasing or increasing the number of contacts

allowed an activated teller affects the rise between the fourth

and tenth time periods more‘than the curve at the bottom of the "S."

Altering the external channel*contact parameter, i.e., increasing

or decreasing the number of contacts allowed each external channel,

has more effect early in the simulation; the more tellers it activates

the closer the upper end of the simulated curve eventually approaches

the reality data. It is important to remember here that four tellers

are always preset as knowers; this effectively creates four additional

local channels at the start of the simulation-oa total of six channels

with the external channels.

Comparison of the three simulation period curves with the realty

curve indicates the results during the preliminary trials did not replicate.

2222 the slow initial curve rise and the high number of total knowers at

the top of the 8 curve. SINDI 1 does come to within 5% of the total

number of knowers with parameter settings of 20 teller contacts per

year, and three contacts for channel‘one and six‘contacts for channel

two. Because the simulated curve using the 20/3/6 settings came closest

to the total number of actual knowers, another series of runs were

processed in order to determine variance around a mean number of new

knowers attributable to the random sampling.
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Final Runs of SINDI l Usingfthe Colombia Data

For the final runs, SINDI l was run 5, 10, 20, and no times using

the 20/3/6 settings. Twenty runs seemed the optimal number of runs to

use for the general model. They provided a minimal amount of variance

around the mean number of new knowers based on the use of our pseudo~~

random number generator and considering the cost of computer running

time. That is, even though no runs provided somewhat less variance,

the cost of relative computer time between 20 and #0 runs outweighed

the small amount of variance decrease attributable to the larger number

of runs. 'The results of the 20 runs are shown in Figure 5.

The KolmogorovsSmirnov goodness-of-fit-test for two samples (the

average number of new knowers from the 20 runs and the reality data)

was applied to~the two curves. This test indicates the two distributions

differ more than could be due to chance from 195a to 1960.

Shape of the Simulated Curves

Notice that the final curve, like the others, does not have the

rapid initial rise of the reality curve, it is essentially linear.

However, this almost linear curve may have some isomorphism with

reality. Support for this statement comes from Coleman, Katz, and

Menzel (1957); Coleman (1964); and Rainio (1961).‘

Coleman, Katz, and Menzel (1957) studied the diffusion of new

drugs among socially isolated and socially integrated doctors. They

found that "social location," that is, the frequency of contact with

other doctors in the medical community for social or discussion purposes,

was the cause of the difference between drug adoption between the two
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types of doctors. The isolated doctors got their new drug

information from salesmen and advertising-~essentially a two-step

flow of communication from opinion leader to follower. The twoostep

flow is similar to that modeled in SINDI l. The integrated doctors

who received new drug information from various sources can be likened

to participating in a multi—step flow of communication. It is

interesting to note that the distribution cumve for the isolated

doctors (and the two-step flow) is almost identical in shape to our

simulated curve, while the distribution curve for the integrated

doctors is more similar to the S shape of the reality data curve.

Coleman (196“) discussed the linear curve for the isolated doctors

in terms of a "constant-source" diffusion process. This means that

all diffusion of information proceeds from a constant source of

information--independent of how many knowers there already are in the

population. This processalso presumes a limited“ population, and the

number of new knowers per time period is then proportional to the

number of nonknowers remaining. Relating this to the SINDI 1 model,

we see there is a close analogy. SINDI 1 also has relatively constant

sources of information; the model begins with two external channels and

four preset tellers; once the five additional tellers are activated

the sources are constant. Also, in the simulation, as time proceeds

there are less available nonknowers and the number of new knowers each

time period decreases accordingly. It appears that SINDI l is a

better model of a constant source diffusion process than the Pueblo

Viejo diffusion process.

Rainio (1961) discusses a Monte Carlo model of interaction based

on laws of learning. For Rainio‘s model, the probability of learning
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information changes for each individual depending on the contacts he

has. If the contact is rewarding the probability increases (analogous

to reinforcement) if the contact is punishing the probability decreases

(analogous to negative reinforcement). However, these probabilities

are based on groups of individuals-~that is the learning by an individual

depends on the amount of learning by the group. Further, the amount to

be learned depends on the amount remaining to be learned by the group.

The notion of group learning produces an essentially linear learning

curve, which rises faster than our simulated curve.

SENSITIVITY CHECKING

Various sensitivity checks of SINDI 1 revealed that the teller contact

parameter (NTLCON) was the most sensitive of the two contact parameters.

As mentioned previously, the external channel contact parameter

(NXCCON(ICH)) seemed to have more affect on the initial rise of the

curve, and the total number of knowers activated. Its initial influence

in the final distribution is explainable, of course, because the external

channels are the first channels-sources allowed to make contacts in the

simulation. Since they make fewer contacts per time period than a teller,

they have a lower probability of activating knower-tellers. Eventually,

as the external channels activate knowers, the number of knower-tellers

increases, and the tellers begin activating more knowers because of the

greater number of contacts they are allowed each time period.* For

instance, if six tellers are active, a total of 120 contacts per time

 

*New teller—knowers are not allowed to make contacts until one time

period after their activation.



71

period is made--compared to nine total contacts for the external

channels.’ Thus, after the first four time periods or so, the effects

of the teller contacts become very significant.

However, the effect of this greater influence in the distribution

by the teller contacts is mediated by two factors. First, the

external channels have a higher probability (see Table 2) of

transmitting information to individuals. The probability is never below

.10. On the other hand, the probabilities for the various tellers

(depending on their clique) of transmitting information are much lower

(see Table 3), and are frequently zero.~ Second, the four preset tellers

give the teller contact routine a constant advantage of 80 contacts per

time period. But, the preset tellers are equally spread between the

first three cliques (one each in cliques one and two; two tellers in

clique three). Only for the first clique‘s members, for the teller.

contacts from clique one, is the probability of information transfer

high, it is zero for the rest of the cliques; for the tellers in

cliques two and three there are low probabilities of information transfer

by members in those same cliques, and zero probabilities for members

from all other cliques; The effect of these 80 contacts is not as

great as might be imagined though." Figure 6 shows the curve of ten

runs without preset tellers and knowers using the 20/3/6 parameter

settings. Notice that it is exactly the same shape as the other

simulated curves (in Figure 9) but drops much lower than any of the

other curves during the last five time periods; it appears to average

about six knowers less than the closest simulated curve with preset knowers

(including knower-tellers).
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However, there is greater variance of the mean number of new

knowers per time period (standard error of the mean) for the ten

runs without preset knowers than for ten runs with preset knowers.

Bapecially between the third and tenth time period, the variance

for the runs-without preset knowers is almost double the variance

for the runS'with preset knowers. This difference, of course, is

because in the preset runs there is less random-variation of when

tellers are activated due to four out of nine tellers being activated

by the first time period.

The only two parameters that we have changed during sensitivity

checks to date are the channel contact parameter and the teller

contact parameter. ‘NXCCON(ICH) was varied from 1dl(l.contact per

time period for channel 1, and l for channel 2) to 3-6; 6-6; 6-12;

12—2“; and 24‘2“. The NTLCON was varied from 12, 20, 30, no, to 50

contacts per time period, with 20 contacts chosen as~the best setting

for the simulation in terms of output matching reality. ~The‘following

generalizations may be made regarding the variation of these parameters:

1. The higher the teller contact parameter’is set, the higher the

rise of the simulated curve between the second and eighth time periods.

2. Higher teller contact settings have little effect on the eventual

number of total knowers.

3. The lower the teller contact setting, the better the simulated

curve fits the reality curve during the first seven time periods.

9. A lower teller contact setting has negligible effect on the

total number of knowers.

5. As the teller contacts increase, the shape of the curve becomes

more "S" shaped, but its initial rise still is much greater than the

reality data curve.
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6. As the number of external channel contacts increase, so does

the eventual total number of knowers.

7. An increase or decrease in the number of external channel

contacts affects the average number of new knowers the same way in‘all

time periods, i.e., changing the parameter does not affect the shape of

the simulated curve, only its height.

8. There is no difference between the amount of channel contacts

allowed one channel over another; the difference is only significant in

the sense that it affects the total number of external channel contacts

allowed.

Recommendations for future sensitivity checking with the general

model are included in the next chapter.



CHAPTER V

CONCLUSION

ThiS‘chapter offers a critique of the SINDI 1 model. Another‘

section makes recommendations for future research with the SINDI l

model. The chapter ends with a summary description of SINDI l.

CRITIQUE

Figure 9 shows that there is little goodness-of-fit between the

simulated curves and the reality curves overall, although they do

approach each other at the end of the ten time periods. Hhat accounts

for this difference? There are two major reasons: conceptual inequiv-

alence between model and reality and parameter estimation.

Conceptual Inequivalence

The following specific criticism may be made.

1. SINDI 1 does not model the psychological processes involved

in accepting information (such as Hagerstrand's psychological resistance

concept). In actual application to an innovation diffusion process

there may be a time lagbetween information awareness and final adop-

tiono-individuals may not pass on innovation information until the final

adoption stage. Also, given a contact is unsuccessful with an individual,

the probability of his accepting information during the next contact

does not change—-he doesn't learn.

2. The model treats opinion leadership dichotomously instead of

as a matter of degree. That is, either a person is allowed to contact

75
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nonknowers, or he isn't. In actuality, some individuals have more

contacts with nonknowers than other individuals. This:is not an

either/or process and knowers in the simulation should probably not

be restricted from contacting individuals completely.

3. The information seeking behavior regarding tellers is

unrealistic. In SINDI 1, the tellers contact individuals, but

nonknoers are not allowed to seek out tellers. This assumes active

opinion leadership only and neglects passive opinion leadership for

which there is empirical support.

9. SINDI 1 assumes that tellers make random contacts with

individuals.* Although we don‘t completely understand this notion

in diffusion research conceptually, it is true that active opinion

leaders seek out their nonknower contacts, and do not "waste" contacts

with individuals who already know. In other words their contacting

behavior is not random. (The data for Pueblo Viejo indicated certain

individuals regularly had more contacts with opinion leaders.) Further,

the information transfer probabilities are not really contact probabili-

ties for everyone has an equal chance of being contacted due to random

selection.

5. The model allows for only 232 type of channel orientation for

each individual. Persons may be equally oriented to two channels and

thus have a higher probability of accepting information than someone

oriented to only one channel.

6. There appears to be heavy emphasis in the model on system

statics rather than system dynamics, i.e., it emphasizes ascertaining

the final values of entities rather than continuous change variables.

A continuous change model would permit the simulation to change
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continuously as time advanced-~the decision rules would change and

the simulation would be adaptive. This would be especially useful,

for example, in modeling the curve of change agent activity (Rogers,

1962, p. 259) against the diffusion curve. The change agent activity

rises initially and then falls off as the diffusion process increases.

This problem, however, is indicative of the general problem of modeling

change activity.

Parameter-Estimation

As mentioned in earlier chapters, most of the general parameters

were very arbitrarily set. For example, there seems little rationale

for channel contact probabilities based on an arbitrary value of .50.;

the method for dividing the village into cliques is imprecise; the

restriction of the number of external interpersonal channels (limited

totwo) seems severe, for it neglects the influence of visitors or

families from outside of the community. Further, with the Pueblo

Viejo data if an individual disclosed equal contacts with two channels,

he was randomly assigned to one of them (see criticism #5, above).

There is also a prOblem due to the data gathering methods of the

Colombia data. Since it relies on recall, there are a number of

discrepancies in the reality diffusion curve which could affect the

simulated output comparison. It may be true, that just because the

curves don't match overall, that-the‘data are faulty and the curve

actually does represent the true diffusion curve.
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RECOMMENDATIONS FOR FUTURE RESEARCH WITH SINDI l

1. Change the NTLCON setting into an array equal to the'number‘

of tellers in the simulation with a different number of contacts

apiece. This relates to criticism #2, above.

2. Run the simulation a number of times changing the information

transfer probabilities, to determine how sensitive these are.

3. Collect specific data congruent with the model's structure,

and then run the simulation for additional comparisons with reality data.

.9. Perhaps add a learning probability matrix to be used in

compariscnwwith the information transfer probability matrix. That

is, the probability of an individual" accepting information-would be

calculated to increase with the number of unsuccessful contacts he has

had.

5. An interaction effect should also be modeled.' Somewhat

similar to Rainio's (1961) model of group learning, the probability

of the remaining nonknowers becoming knowers would increase proportionally

with the number of knowers in the social system. In SINDI 1 this

probability does not change. This probability would change of course,

if everyone (instead of just nine individuals) was a potential teller

and once activated could tell anyone else innovation information.

CONCLUDING REMARKS AND SUMMARY

Stanfield, Lin, and Rogers (1965, p. 22) state:

Peasant villages provide obvious advantages as locales

for Monte Carlo diffusion simulations: the basic, primitive

nature of communication behavior as compared to the mass

media saturated nature of other locales, the localistic
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tendency of peasants which emphasizes the sharpness of

village boundaries and results in relatively few commmnis

cation channels by which innovations enter the village from

external sources, and the relatively small number of

individuals involved.

In one-manner of speaking these advantages seem attractive,

especially when it appear we are modeling an almost closed system.

However, it is this apparent attractiveness which may lead to over.

simplification of a model.

Thus, the statement that the advantage of computer modeling is the

ability of the computer to systematically vary relationship and

variables more readily than a human could hope to, ought to be

qualified. The computer may be an efficient model manipulator, but

thegpractical limitations of time, money, andprogramming skills are

very real drawbacks to the simulation technique which tend to lead to

oversimplification.

He suggested two objectives in the beginning of this report:

building a predictive tool and possibly adding refinements to diffusion

theory. How well have we met these objectives?‘

We can't be certain yet that we have a useful predictive tool with

SINDI 1. It hasn't been utilized with enough real data to make this

estimation. That it simulates an information diffusion~curve fairly

well, we know. Just how well and what conclusions may be drawn from

the simulated effects remain to be tested.

On the other hand, the model did force us tO‘lOOk closely at a

number of theoretical assumptions in diffusion we were willing to take

for granted: it forced us to state these assumptions in explicit terms;

and it forced us to look closely at the interaction of four variables.

In our case, we found that diffusion research had little to say about
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the probability of information imparting and acceptance by an

individual; and we had to come to grips with this problem. Thus,

SINDI 1 has (a) exposed missing links in a theory-the information

acceptance‘concept, and (b) allowed consideration of alternative

hypotheses--the hypothesis of diffusion as learning, for example.

Future researchers, following these leads, may alter some of the

generalizations found in the diffusion literature today.

There is another utility to building the SINDI l model,“though.

It is inwproviding a working example of simulation to diffusion‘

researchers. By using the model, researchers can become familiar with

Monte Carlo simulation techniques; they can also realize that simulation

may be an expensive and time consuming procedure which must be weighed

against alternative methods of modeling.

Summary

This report has discussed the use of simulation techniques in

diffusion research. SINDI 1, based on theories of Hagerstrand (1967),

Karlsson (1958), and Deutschmann (1962a, 1962b, 1962c), is‘a stochastic

computer model of the diffusion of information about an innovation. The

validation data, and the data used to arrive at parameter values, were

from Rogers' (1965) research in Pueblo Viejo, a small Colombian peasant

village. Messages about the innovation enter the village through external

interpersonal channels. In SINDI 1 there are two such channels, one

representing an extension agent, the other representing the school

teacher who has an urban, rather than local orientation. 'Mass media

channels were not important in SINDI 1 because the villages are largely

illiterate and not exposed to relevant agricultural radio programs.
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During the simulation each interpersonal channel randomly contacts

members of the village. Because of the selectivity processes, some'

members are more inclined to obtain information from one channel than

another; thus an individual's probability of information transfer'will

be higher for one channel than another. The peasants are divided into

four cliques and one clique of isolates. Local communication flows

more frequently within cliques than between cliques; and individuals

have a higher assigned probability of receiving information from like-

c1ique members. However, there is a small group‘of individuals, known

as "tellers" (the Opinion leaders discussed previously), who are in

three of the cliques; they have a high probability of passing on

information to any other members of the community, after they become

knowers.

N Following description of the model, results obtained from various

runs were discussed, and criticisms, recommendations, and conclusions

were made;
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APPENDIX A

SINDI 1 PROGRAM LISTING
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commow /ARRAYS/ PAETNWEPKCH"’UTUUQZEETC1TTEEEED‘.KNC'"Q"tH"’3DT“’

15099 NMEMCQ9 NXCCON VNUTLY9KNC‘UN9AVTKQ,\LAN, Sngv,DUHVAH99TLPKNE-D'

 

ZWXCH9 F5K'.UTLQ_ ‘—’“_“’ _‘ -' —- —-— — —— - _ _

COMMON /VAFBIBL_/ NPROBSQNRUN59NT
I vuI—IggwaHAw.NCLI

OJ.I\PI~’INT.LV11,L_V .

 

IvLUNPRLUNIoNCUMEVNEVENT; NTELAC.NTECON;TOTIND "'”‘

COMMON /INDEX/ ITIME9IP9NTELR89XCHTEL

 

QEAL MEAN

INTEGER CHANOR9 CLIOUEQTELLER9 TLRKWR9CHNSUR9 TEL.SOR9 DUMAHR9 PANII'D T:

 

ITIND9TEL9_XCHTEL— —_—m_"____“—”_ 'E_~"‘m—m’_""“-"—”-__

KEYl IS A KEY WHICH9 WHEN SET TO 09 SUPPRESSES F’I’QII-ITCL'TS 'V'F" Th:

 

UNI-SUCCESSEUL_ CONTACTS? “— _ E __U_ _--_ T— T- _ T- --

KEY1=D

 

TTHIS LUUPECYCLTES UH; LXTEES RCVTTTE:ZH:jUHTYTTIT; KS TTLHZM:H:”

CHANNELS o

 

D5—_6©_1Cr1— IONALIIH‘V T ”"-
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IDEpzl

 

THIS CALL. TU WANDUT- WRCLJJLLIJ KI LTqT Ur— '(A‘v-LJUT-t TTJUIVILJDAL:

EOLJAL TO THE: IVU-''IC)if; OI; CUI‘QTATC:) HLLV ULL/ OJL QI'IAIJIVLL.
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NCONTzNXCCON(IC
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n

LUUE SU'TS'EUQ'THE'NUMbLH uF CSIJTACTS’ALL3 ED' CKEHCHANNEL-_Tnéf

159 IT ITERATE3 THROJGH THE ENTIWi LIST OF RA.
I"\'I -K- \I--

IDV~ IHuIvquHLv

 

GENEQAILZL) BY THE TIZ'ALLE'U WANDUT-ao

DO 6"? KCONT=19NCONT

  

TN=QKNIN (K GMT)

HERE THL INDIVIDUAL IS CHECKED TO SEE IF HIS CHAHLZL LflleTMTZ-
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15 EXTERNAL ENUWHEMIS‘NUT A KNUILK“AE;EAuv;‘"

IF (CHANOR(IN)9E090) GO TO E0

 

IF (KNDWEQTTN)9EQ91) GO TD 50

INCHNL=CHANOQ(IN)

 

THTb I: THEMCDMPARTSDRTQF'THE INFORMATION TRANSKER PRQmAuILITI

WITH A RANDOM HELIMAL (CALLLD PnDD IN THIé LISTING INQTLHU ur
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IW‘NEVENT=NEVENT+1“*““'“- --‘ - - --- 1 -— -~ ————-— -
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GO TO 56

4“ T§L=3H

IF (INoLioNILLHD) ILLZJHALH

‘A‘HI IE (LUNUO IdIJ) If“J:E'_L_9i’.’_L_911'\19r-’I'\.‘-.|LN{ILU'IIC,L~\,U)9P:~;VQ\ IILUW)
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