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ABSTRACT
IDENTIFICATION AND CLASSIFICATION OF THE REASONS GIVEN BY
COLLEGE STUDENTS FOR WHY PLAGIARISM IS WRONG AND A

DESCRIPTION OF HOW COLLEGE STUDENTS RESPOND TO EXPLANATIONS
AND STATEMENTS ABOUT PLAGIARISM

By
Timothy Smith Jenkins

Historically, a number of solutions for the problem of
plagiarism have been proposed. However the solution that
has been most consistently recommended throughout the
professional literature is the utilization of faculty-led
discussions with students which give them the opportunity
to confront the ethical implications of cheating behavior.
While the content of these discussions may vary, what is
noticeably missing in most of them is a consideration of
how students themselves conceptualize the issue of
plagiarism.

The purpose of this study was to test the following
research hypotheses: (a) there will be no difference in the
types of reasons given by men and women, or by high school
family education level students and college family
education level students, when responding to the question
"Why is plagiarism wrong?", (b) there will be no

statistically significant difference in the numerical level



of agreement ratings of explanations about plagiarism given
by men or women, or by high school family education level
students and college family education level students, (c)
there will be no difference in the numerical ranking of
explanations about plagiarism given by men or women, or by
high school family education level students and college
family education level students, and (d) there will be no
statistically significant difference in the numerical level
of agreement ratings of statements about plagiarism given
by men or women, or by high school family education level
students and college family education level students.

In terms of both frequency and importance, the three
categories of Individual Responsibility, Fairness, and
ownership accounted for the largest percentage of students’
responses across all four comparison groups (males,
females, high school family education level, and college
family education level). 1In regard to the explanations of
why a person should not plagiarize, and to the statements
about plagiarism, the analysis of Variance procedure
revealed some statistically significant differences between
males and females. No statistically significant
differences were found at all between high school family
education level students and college family education level

students.
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CHAPTER 1

INTRODUCTION

Statement of the Problem

The commission of acts of dishonesty is not a new
phenomenon. In ancient China civil service applicants were
required to take their examinations in individual cubicles
to prevent cheating. As deterrents, prior to entering
these cubicles examinees were searched for notes and told
that the death penalty was in effect for them as well as
their examiners if they were caught cheating (Brickman,
1961). Even under the threat of death, cheating still
occurred.

Today, acts of academic dishonesty, including
plagiarism, answer copying, and completing a test while
impersonating another student, are at what have been
described as epidemic levels in America’s institutions of
higher education. A recent estimate indicated that the
frequency of cheating within institutions of higher
education may be as high as 90% of all U.S. college
students (Jendrek, 1989). Other studies, which have
compared the rates of cheating during the past fifty years,

have indicated a more moderate rate of participation in
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some form of academic dishonesty among students. These
studies have found the incidence of cheating to be from 23%
(Drake, 1941) to 56% (Bowers, 1964; Stannard and Bowers,
1970; Singhal, 1982; Tom and Borin, 1988).

In an attempt to understand the problem of academic
cheating, Lamont (1979) interviewed 675 parents, students,
faculty, and administrators from twelve universities: Yale,
Princeton, Michigan, Dartmouth, Columbia, University of
california at Berkley, Stanford, Harvard, Pennsylvania,
Brown, Cornell, and the University of Chicago. Given the
size and comprehensive nature of this study, it may be
considered one of the new "classics" in the professional
literature about cheating. Lamont’s (1979) analysis
indicates a "generation losing its soul to the demons of
competitive stress. College students today are obsessed
with grades, accreditation, and achievement at all costs"
(p- 3). "Cheating was once a practice of students who were
lazy or unprepared. Today bright and ambitious students
are cheating in the name of academic survival" (pp. 71-72).

According to Lamont (1979), in the first half of the
century academic integrity was supported through a less
diverse student population, a close relationship between
student and teacher, the existence of honor codes, the fear
of harsh punishment, and the internalization of the
normative social value that cheating was wrong. Today,
college students come from diverse backgrounds and are less

likely to conform to a single standard of values or
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behavior (Pendleton, 1975; Fass, 1986). Students are
cheating more openly and talking about how they can get
away with it. They think that no one gets caught and that
cheating is endemic to academic life.

The high incidence of cheating can be attributed to a
social trend in the direction of ethical cynicism. As
evidence, Lamont (1979) cites related incidents of
falsifying letters of recommendation for graduate school
admission, the alteration of transcripts, students
sabotaging laboratory experiments of peers, and stealing
resources from the library so other students cannot use
them. He believes that cheating has been tolerated by the
generation following the "do-your-own-thing" moral climate
of the 1960s as students have witnessed the educational,
political and corporate scandals of the 1970s and 1980s.

Today'’s college students have grown up during two
decades which have been characterized by scandals involving
private corporations and public servants. These scandals
have the potential for affecting attitudes of appropriate
behavior and eroding the perceived integrity of parents,
teachers, and other figures of authority. In addition,
this generation of students has witnessed publicized
incidents of unethical behavior within institutions of
higher education: recruiting violations and drug abuse in
athletics, cheating at U.S. military academies, and the
fabrication of scientific data are just a few examples

(Fass, 1986). The conclusions drawn from these incidents
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may be that dishonesty is a viable and acceptable means of
getting ahead. Jellison (1984) elaborates on this theme by
indicating that there have been increases in office thefts,
falsification of resumes, shoplifting, and tax evasion in
recent years. "These instances of dishonesty have a
snowball effect: many people tend to think that since
everyone else is cheating, they have to do the same in
order to protect themselves. In the past, breaking the
rules was viewed as an exception. Now such behavior is
considered commonplace" (p. 53). Lamont (1979) challenges
universities not to "condemn this Watergate mentality while
adopting the same hypocrisy and self-delusion" (p. 86). If
cheating is as widespread as currently thought,
institutions of higher education should be challenged to
create innovative solutions to the problem.

Historically, a number of solutions for the problem of
cheating have been proposed. Several of these solutions
have included publishing a policy statement about academic
dishonesty that defines and illustrates its different forms
(Barnett and Dalton, 1981; Stevens and Stevens, 1987),
greater utilization of the campus judicial process (Hardy
and Burch, 1981) and severe sanctions (Malloch, 1976), the
implementation of honor codes (Canning, 1956; Brooks,
Cunningham, Hinson, Brown & Weaver, 1981), the creation of
an institutional environment more conducive to learning
(Cooper & Peterson, 1980; Raffetto, 1985), maintaining

tight security during examinations (Oaks, 1975; Hardy,
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1981), and checking term papers for rare bibliographic
references and a writing style that is appropriate for the
level of student (Bjaaland and Lederman, 1973). However
the solution that has been most consistently recommended
throughout the professional literature is the utilization
of faculty-led discussions with students which give them
the opportunity to confront the ethical implications of
cheating behavior (Atkins and Atkins, 1936; Page, 1963;
Fogg, 1976; Barnett and Dalton, 1981; Nuss, 1984; Kroll,
1988). This solution to the problem of cheating would also
seem to be most consistent with the philosophy that it is
the goal of education not to catch the cheater, but to
teach the learner (Connell, 1981).

While the content of these ethical discussions may
vary somewhat, what is noticeably missing in most of them
is a consideration of how students themselves conceptualize
the issue of cheating. It can be intuitively assumed that
by the time students reach college they have been told
cheating is wrong. But what do students understand about
the nature and significance of academic dishonesty?
Although there have been numerous research studies which
have focused on behavior and attitudes (frequency of
cheating by college students and student attitudes about
cheating), personality characteristics of cheaters, and the
environmental factors associated with cheating, only one
study (Kroll, 1988) has examined college students’ concepts

of why it is wrong to cheat. This, despite the fact that
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it would seem logical to consider college students’ own
moral frames of reference when explaining the ethics of

cheating.

Purpose and Significance of the Study

A review of the literature revealed that only one
study (Kroll, 1988) has been conducted that examines the
reasons students give for why plagiarism is wrong, and this
study utilized a sample of students who were enrolled in
freshmen composition courses at a mid-western state
university. Therefore, the primary purpose of this study
was to investigate, by means of a questionnaire, what a
randomly identified cross section of college students at a
small, private liberal arts institution located in the mid-
Atlantic region think about the form of cheating known as
"plagiarism," describing the reasons they think it is
wrong, and to determine if there are differences in those
reasons by gender and family education level. Exploring
the reasons a randomly identified cross section of college
students give for why plagiarizing is wrong may provide
more generalizable insights into how students view the
ethical issues surrounding plagiarism. this is important
since the high incidence of cheating has been attributed to
a social trend in the direction of ethical cynicism
(Lamont, 1979), and because what is noticably missing from
the content of faculty-led discussions about cheating is a

consideration of how students themselves conceptualize the
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issue of cheating. By identifying these ethical issues,
faculty can begin their discussions of plagiarism with
those issues that are most familiar and salient for
students, taking into account the students’ moral frames of
reference when asking them to examine the ethics of
plagiarizing. Furthermore, it may be possible to identify
how infrequently certain other moral principles occur in
students’ explanations. If these other concepts are not
used by students to think about plagiarism, faculty may use
this information to help students explore new lines of
moral reasoning, thus deepening and broadening students’
understanding of why plagiarism is wrong. Hopefully, these
new insights will encourage students to internalize the

value of academic honesty.

Research Hypotheses

The goal of this study was to test the following
research hypotheses:

1. There will be no difference in the types of
reasons (see questionnaire "Section I - Free Response")
given by men and women, or by high school family education
level students and college family education level students,
when responding to the question "Why is plagiarism wrong?"

2. There will be no statistically significant
difference in the numerical level of agreement ratings of
explanations about plagiarism (see questionnaire "Section

II A. - Explanation Agreement Scale") given by men and



women, or by high school family education level students
and college family education level students.

3. There will be no difference in the numerical
ranking of explanations about plagiarism (see questionnaire
"Section II B. - Explanation Rank Ordering") given by men
and women, or by high school family education level
students and college family education level students.

4. There will be no statistically significant
difference in the numerical level of agreement ratings of
statements about plagiarism (see questionnaire "Section IiI
- Statement Agreement Scale") given by men and women, or by
high school family education level students and college

family education level students.
Definition of Terms

Student:

Any person enrolled in an undergraduate degree program
at Waynesburg College, during the Fall, 1991 semester.
Faculty Member:

Any person who is teaching an academic course at
Waynesburg College during the Fall, 1991 semester.

Family Educational Level:

The highest level of education (high school or

college) reached by anyone in a student’s immediate

(parent[s] or guardian([s] and/or siblings) family.
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First Generation College Student:

A student who is the first member of their immediate
family to attend college.
Plagiarism:

Presenting another person’s words or ideas as if they

were one’s own, without acknowledging the source.

Delimitati

The focus of this study pertained only to certain
students attending Waynesburg College. There was no
empirical evidence to support a belief that Waynesburg
College students are representative of other students who

choose to attend a small, private liberal arts institution.

Order of Presentation

The purpose of Chapter I was to introduce the problem
for this investigation, including the purpose and
significance of the study and the associated delimitations.
Chapter II provides the review of the literature and
delineates variables relevant to this research. Chapter
III furnishes an explanation of the research design and the
methodology for the data analysis. In Chapter IV, the
results of the descriptive analyses are reported. Chapter
V contains a discussion of the results and implications for

further research.



CHAPTER II

REVIEW OF RELATED LITERATURE

The review of related literature addresses the
following three components: (a) behavior and attitudes
(frequency of cheating by college students and student
attitudes about cheating), (b) personal characteristics of
cheaters, and (c) environmental factors associated with

cheating.
Behavior and Attitudes

Frequency of Cheating by College Students

As previously reported in The Problem, a comparison of
statistics over the last fifty years indicates that student
participation in some form of academic dishonesty has
remained relatively constant, involving between 23 to 56
percent of campus populations (Drake, 1941; Bowers, 1964;
Stannard and Bowers, 1970; Singhal, 1982; Tom and Borin,
1988) . However, when self-report measures are used, the
frequency of cheating is higher. This percentage has been
reported as high as 95 percent of the undergraduate
population at large universities. Tables 1 and 2 indicate

the incidence rates for studies using self-report

10
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questionnaires and those using some form of temptation to
induce a behavioral measurement of cheating.

Even though self-report measures tend not to be
accurate measures of reality, nonetheless since the
criterion measure in this instance is cheating it is
logical to accept the results of self-report studies over
behavioral experiments. Intuitively, there appears to be
no reason why students would inflate their self-reported
incidence of cheating, although they might minimize their
involvement. Conversely, there is ample evidence that
experimental inducements to cheat reduce the risk of
detection such that either the incidence of cheating
unnaturally is inflated or the purpose of the study is so
transparent that brighter students refrain from
participation. Thus, the behavioral measure may not be
generalizable to the non-experimental setting.

Johnson and Gormly (1972) explain, "A problem with
research on these issues is that it is not possible to
discern whether the effects are due to enhanced motivation
or increased opportunity to cheat" (p. 321). Frequencies
of cheating, therefore, should be viewed cautiously with an
awareness of the settings in which they were collected.
Student Attitudes About Cheating

The following studies indicate that college students
believe cheating is a common practice on campuses, that

other students are not strongly opposed to cheating, and



Table 1

12

Percentage of Self-Reported Cheating by College Students

Author(s)
Percentage

Freeman &
Ataov

Bowers
Bonjean

&
Steininger

Garfield

Knowlton &
Hamerlynck

Smith et
&

al.

Oaks
Budig
Chapin &
Dalton
Dalton
Baird

Cole

Roark
60

Singhal

1964
1967

1967

1972

1975

1979

1979

1980

1980

1981

1981

New York
national
sample

Texas

Pennsylvania
Illinois

Illinois

New York

Nebraska

20 large
universities

Iowa

Iowa
Pennsylvania

California

Stanford,
Amherst,
Dartmouth,
Michigan

Arizona

38 freshmen &
sophomores

5000 students
at 99 colleges

392 undergraduates
at 2 universities
49 undergraduates
80 undergraduates

80 undergraduates

112 undergraduates
at 2 universities
512 undergraduates

20 student body
presidents

152 undergraduates

802 undergraduates

200 undergraduates

1961 = 75
1976 = 192
1980 = 565

summary of studies

(samples unknown)

365 undergraduates

81
96
50

50

91

97

50

40

83

52

75

30

30-
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Table 2

Author(s) Date Location Sample

Percentage

Hetherington 1964 Wisconsin 78 undergraduates 59

& Feldman

Dienstbier 1971 Nebraska 95 undergraduates 38

& Munter

Johnson & 1971 Wisconsin 27 ROTC men 33

Gormly

Sherrill 1971 Texas or 119 undergraduates 23-

30

et al. New York

Fakouri 1972 Indiana 154 undergraduates 16

Karabenick 1978 Michigan 64 undergraduates 45

& Srull

Bronzaft 1973 large urban 117 undergraduates 56
university

Wilkinson 1974 Ohio 137 undergraduates 25
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that few students would report a cheater to an
institutional authority. Nuss (1984), who polled
undergraduates at a large public university, found that 43%
would ignore an observed incident of cheating; only 3%
would report a cheating student. However, if the incident
was considered to be "somewhat serious," approximately 28%
would report the student cheater. Given the situation that
a university regulation required students to report others
who cheat, 15% would report the incident. This percentage
represents approximately half (28%) of the proportion of
students who would, however, still ignore the incident.

Singhal (1982) surveyed 364 Arizona undergraduates and
found that although 86% believed cheating was wrong, 40%
indicated a person could have a valid reason for cheating.
Only 7% of the undergraduates in this study had ever
reported another student for cheating.

Barnett and Dalton’s (1981) survey of 802 Iowa
freshmen and seniors revealed that only 49% strongly
believed that cheating is never justified and most students
believed that their close friends only mildly disapproved
of cheating. More than 80% of the sample said they "looked
the other way when they saw someone cheating on an exam"
and only one student would report a cheater.

In contrast, Cole’s (1981) longitudinal study of
Stanford University students surveyed in 1961 (n = 75),
1976 (n = 192), and 1980 (n = 834) revealed that although

many students believed widespread cheating occurs, they
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generally saw little cheating and were rarely aware of
others’ cheating. About three-fourths of the students in
the 1980 group would report observed cheating. These
findings stand apart from other frequency and attitudinal
studies. Although the study provided no discussion as to
what factors account for the differences, it is suspected
that the population of students who attend Stanford
University is different from the population that supplies
enrollees to the mostly public institutions reported
herein.

Baird (1980) administered a questionnaire to a random
sample of 200 undergraduates at an institution in
Pennsylvania, representing approximately equal numbers of
males and females from different academic majors. While
57% of these students disapproved of cheating, 40% did not
disapprove of cheating. More than 75% believed that
cheating is a normal part of life and estimated that more
than 75% of the student body cheats. Of the students in
this sample, only 1% said they would report students they
saw cheating compared to the 80% who would not report
cheating. Only about half of the non-report group would
not be disturbed about seeing other students cheat.

The Carnegie Council on Policy Studies in Higher
Education (1980) reported that approximately 9% of the
25,000 undergraduates polled in their 1976 national survey
said "some forms of cheating are necessary to get the

grades they want" (p. 10). This incidence increased to 11%
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at comprehensive universities and colleges. This
prestigious research group reported that "almost half (47%)
of American college students believe that many successful
students at their college make it by ’‘beating the system’
rather than by studying” (pp. 12-13). The report cautions
readers to recognize that this group of cheaters consisted
of a "substantial minority," not the majority, of college
populations. One interesting aspect of the Carnegie
surveys of 1976 is that "93% of undergraduates think it is
essential or fairly important to formulate ethical values
during college" (p. 2).

Schab (1980a) compared the attitudes of over 1,000
college and non-college bound Georgia high school students
surveyed in 1969 and 1979. The proportion of college bound
students who agreed with the statement, "Sometimes it is
necessary to be dishonest," increased significantly during
the ten year period. 1In 1969, 30% agreed, whereas in 1979,
62% agreed. Only about 25% of these students believed most
Americans are honest. An opposing trend was noted,
however, in response to the statement, "Cheating to get
into college will result in failure in college.™ In 1969,
62% agreed and in 1979, 79% agreed. The author attributed
this result to the increase in the number of high school
students who attended college in 1979 and who had more
contact with college students who may have related their

experiences to them.
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Budig (1979) surveyed student body presidents at 20
large public universities and found they believed cheating
was on the decline. Most of these presidents perceived
that fewer than a third of the seniors at their
institutions had ever cheated and that cheating was more
prevalent in high schools, where students had not yet
established career objectives. Since this survey
contradicts the results of most other attitude studies
conducted at large universities, it might be speculated
that this small sample of student body presidents either
does not know their student body populations as well as
expected or that they are conscientious public relations
representatives for their institutions.

Oaks (1975) surveyed a random sample of speech
students at two medium-sized universities, one in urban
Maryland (n = 390) and the other in rural Nebraska (n =
512) . Approximately half of the students (53%) at the
Maryland university, compared to only 16% of the Nebraska
students, considered cheating to be a moderate to serious
problem on their campus. The author noted that the longer
the Maryland students were on campus, the more serious the
problem was perceived to be. Results from the Nebraska
university may have been skewed, however, because over 90%
of the sample consisted of freshmen or sophomores.

Zastrow (1970) administered three unannounced quizzes
to 45 of the entering first-year social work graduate

students enrolled in one of the three required courses at a
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large Midwestern university. It was found that 40% cheated
on at least one of the three quizzes. Given the size of
this percentage, it may suggest that cheating among
graduate students is at least as extensive as among
undergraduates.

Knowlton and Hamerlynck (1967) polled representative
samples of undergraduates at two universities, a large
metropolitan university in Indiana (n = 533) and a small
rural university in Oregon (n = 165). Upon comparing
admitted cheaters with non-cheaters, they discovered that
cheaters (more than non-cheaters) perceived that other
students frequently cheat. The authors believed the
cheaters’ estimates were accurate because 81% of one sample
admitted to having cheated. The "frequent cheaters" of
that group believed 40% of the university cheated
regularly, while the non-cheaters believed that only 10% of
the student body cheated regularly.

Steininger, Johnson & Kirts (1964) administered a
questionnaire to 49 undergraduates in a psychology class.
Most of the students said cheating was justified in some
situations, that they sometimes had the urge to cheat,
and/or to let others copy. Only two students said that
cheating was never justified. All of the students believed
that cheating was the norm among college students in
general, although only 14% said most college students cheat

frequently.
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Other than the Stanford results (Cole, 1981), where
the incidence of cheating remained stable at 30% and where
three-fourths of the students said they would report
cheaters to an authority, most studies indicated that only
one to seven percent of students would report an incidence
of cheating. Lamont (1979) attributed this disinclination
to condemn cheating to "the bugbear of tattling, a
suspicion of authority, and the belief that personal
integrity should not be policed" (p. 84).

Lamont’s statement is in keeping with Chickering’s
(1969) developmental theory which posits that most college
students have not yet resolved the challenges of becoming
autonomous individuals (Vector 3) and have not integrated
values, which typically occurs at a later stage (Vector 7).
Similarly, Kohlberg’s (1971) theory explains that strong
peer-orientation is typical of most college students who
are still reasoning at Stage 3 in which "individuals
conform to stereotypical images of what is the majority
behavior" (Kohlberg & Wasserman, 1980; Widick et al.,
1981).

For example, Levine (1980) describes an occasion where
one student explained that others did not report cheating
"because students genuinely care about each other" (p. 59).
Another study (Barnett & Dalton, 1981) showed that although
most students disagreed with the contention that reporting
someone for cheating is worse than cheating, nevertheless,

approximately 75% of that sample said that students looked
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the other way when they saw someone cheating on an exam.
Apparently, there is truth in Schab’s (1980a) observation
that the "no squealing code" is as strong today as it was
over a decade ago. The only substantial risk of detection
lies in the authority of the instructor.
Rationale for cCheating

Because so many students believe cheating is sometimes
justified, it is important to determine what constitutes
their rationale for cheating. When questioned about why
they had cheated, college students have offered the
following reasons:

1. A strong need to compete for grades and/or avoid
failure (Oaks, 1975; Baird, 1980; Barnett & Dalton, 1981;
Antion & Michael, 1983; Nuss, 1984; Raffetto, 1985; Fass,
1986) ;

2. Inability to cope with pressures, or otherwise
survive (Bushway & Nash, 1977; Barnett & Dalton, 1981;
Hardy, 1981; Nuss, 1984; Stevens & Stevens, 1987);

3. Confusion as to what, specifically, constitutes
cheating (Bushway & Nash, 1977; Carroll, 1982; Brownlee,
1987);

4. Differing needs and/or priorities than faculty
(Connell, 1981; Kolich, 1983; Brownlee, 1987).

These reasons suggest that Leming’s (1980) and
Houston’s (1976a) analysis of cheating behavior is
accurate. They contended that cheating behavior is complex

in origin and involves the interaction of specific
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situational variables and broad personality traits. Both
authors cautioned that generalizations about cheating must
take into account the type of task required, the subject
matter, and other situational characteristics. The
remainder of the literature review will focus on the
personal and environmental factors found to have relevance

to cheating behavior.
Personal Characteristics of Cheaters

Gender

Of all the personal variables mentioned in the
literature, the relationship between the student’s gender
and cheating behavior has been the one most frequently
examined. Most of the results fall into two categories:
(a) males cheat significantly more than females
(Hetherington & Feldman, 1964; Oaks, 1975; Bushway & Nash,
1977; Kelly & Worrell, 1978; Baird, 1980; Newhouse, 1982)
or (b) there is no significant difference between the
frequency of cheating by males and females (Bonjean &
McGee, 1964; Bowers, 1964; Knowlton & Hamerlynck, 1967;
Fischer, 1970; DeVries & Ajzen, 1971; Dienstbier & Munter,
1971; Johnson & Gormly, 1972; Vitro & Schoer, 1972;
Holleque, 1982; Haines et al., 1986).

Of the studies that examined this variable, only two
(Jacobson et al., 1970; Leming; 1980) found that females
cheated significantly more than males. The first study

(Jacobson et al., 1970) was unusual in design in that it
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focused on a temptation task of working beyond a time limit
during the experimenter’s absence, rather than on the
changing of incorrect answers as in most experimental
studies. The task was presented to students in an
environment where there was a low risk of detection and
where personality variables were less likely to have
interfered with the results. (See "Environmental Factors"
in this review for further discussion.)

The other study (Leming, 1980) found that all
subjects, male and female, cheated more in a setting where
there was little risk of detection (as opposed to a high
risk condition) and that females cheated significantly more
than males in this setting. The author believed the
results indicated that females are less conforming and
obedient than was once true and, thus, they are just as
likely to cheat as males.

That assumption may be accurate given that few other
factors can be identified which account for the ambiguity
of results among studies. In the three groups, the
chronology, regionality, numbers of subjects, and methods
of measurement (use of temptation task versus self-report
questionnaire) were similar with few outstanding
exceptions. Two of the "no difference" studies (Bonjean &
McGee, 1964; Holleque, 1982) showed that although males
cheated more than females, the results were not
statistically significant. Three of the "no difference"

studies (Fischer, 1970; Johnson & Gormly, 1972; Vitro &
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Schoer, 1972) used elementary school rather than college
populations, but they are included in this review because
they were conducted carefully and are exemplary studies in
the field.

Kelly & Worrell (1978) conducted a personality study
of male and female cheaters identified through a temptation
task (scoring their own tests in the absence of the
instructor). The authors used a large, non-randomized
sample of undergraduates enrolled in a psychology class at
the University of Kentucky (n = 259 males and 370 females).
Subjects were administered Jackson’s Personality Research
Form to ascertain personality characteristics.

The authors profiled male cheaters, relative to those
males who were non-cheaters, as aggressive, antagonistic,
vindictive, interpersonally domineering, highly dependent
upon other people’s evaluations and concerned about the
possibility of bodily harm. Male cheaters were overly
reliant on external sources of approval, loud and
attention-seeking, and lacking in cooperation. The authors
stated that status is a potent reinforcer for the male
cheater.

Female cheaters, as compared with female non-cheaters,
were described as exaggerated thrill-seekers, lacking
concern about physical harm, lacking impulse control and
more likely to seek attention through conspicuous,
demonstrative behavior. Female cheaters were found to be

rebellious, non-conformists, and relatively alienated. The



24

author stated that female cheaters are reinforced by the
very act of cheating rather than by the status accrued from
high grades.

Although the results of that study indicated that
females and males may cheat for different reasons, the
authors cautioned that cheating behavior is influenced by
situational determinants such as ease of transgression,
perceived surveillance, and reinforcements associated with
the transgression. Burton (1963) offered similar
conclusions: "...there are no reliable overall sex
differences in honesty. The differences found are
contingent on other factors that interact with the sex of
the subject, such as the motivation elicited by the tests
and the age of the subjects" (p. 182).

Age and Year in School

Results of studies that have examined the variables of
age and/or year in school are mixed. Five studies
disclosed that the incidence of cheating was greater for
younger than older students (Knowlton & Hamerlynck, 1967;
Henshel, 1971; Cole, 1981; Baird, 1980; Haines et al.,
1986) .

Although Henshel (1971) did not use a college
population, her study is important because it revealed a
congruence between values and behavior for students who
were much younger than the subjects of this study. (See
the "Attitudes" and "Moral Reasoning" sections of this

review for further discussion of this topic.) She
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presented elementary schoolgirls in the fourth through
seventh grades with a values questionnaire and an
opportunity to alter answers during the self-scoring of a
test. The results indicated that younger children cheated
more than older students and that negative correlations
between the values scores and the number of cheating
incidents rose steeply from the lower to higher grades.

Knowlton & Hamerlynck (1967) and Haines et al. (1986)
found that self-reported cheaters were younger than non-
cheaters and were more likely to be freshmen or sophomores.
Cole (1981), however, reported a substantial increase in
self-reported cheating at Stanford from the freshmen to
sophomore years with no substantial increases or decreases
thereafter. These three studies all used large, random
samples.

Baird (1980) discovered that more students said they
had cheated in high school than in college and of that
group, upperclass students were least likely to have
cheated in high school. The author, in agreement with
Cole’s (1981) conclusions, reported that sophomores were
more likely to have cheated in college. Of note was the
finding that sophomores cheated more on unit tests (which
occur more frequently), seniors cheated more on final
exams, and freshmen were least likely to involve other
students in the act of cheating. The "number of present
courses cheated in" did not vary by year in school,

however. This last finding agreed with those of DeVries &
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Ajzen (1971) who found that age and/or year in school had
no significant relationship with the tendency to cheat.

In contrast, four earlier studies reported that older
students were more likely to cheat than younger students
(Bonjean & McGee, 1964; Bowers, 1964; Harp & Taietz, 1966;
David & Kovach, 1979). It is believed, however, that those
studies had measurement problems that may place them in the
"no relationship" category directly above. The results
from the first study in this group (Bonjean & McGee, 1964)
were ambiguous in that they used a dichotomous variable
(less than or more than one year of duration at the
university) rather than the usual four-year descriptors.
They determined that students who had been enrolled more
than one year reported more cheating than those who were
new students. This study, therefore, might fit into the
previous category because it was not made clear whether
there was any increase in cheating after the sophomore
year.

The second study (Bowers, 1964) revealed that the
incidence of cheating increased moderately during the first
three years of college and leveled off at the junior year.
However, when a specific time period was delimited (number
of cheating incidents during the previous academic term), a
slightly smaller proportion of students in each successive
year admitted cheating. The authors offered two reasons
for this result: (a) cheating occurs relatively early in

the students’ college career and the proportion of recent
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cheating adds nothing to the cumulative rate for seniors,
or (b) the progressive attrition of "poorer" students
lessons the population who are more prone to cheat. The
authors concluded that when proper research controls were
included, year in school was not a major correlate of
cheating, which places this study in the "no relationship"
category.

The third study in this category (Harp & Taietz, 1966)
found that cheating among fraternity students (not a
representative sample of the larger university population)
significantly increased from the freshmen to sophomore
year. Because this author did not compare the fraternity
sample to the rest of the population, it is difficult to
relate the results to the other studies reported herein.
It is suspected that the normative environment of
fraternities is quite different from other college
environments. (For further discussion, see the
"Fraternity/Sorority Membership section of this review.)
Additionally, the authors provided no control for time as
did Bowers (1964).

In the fourth study, David & Kovach (1966) offered
students at a large, eastern university the opportunity to
purchase insurance to guarantee a passing grade as a
measure of their tendencies to engage in unethical acts.
They discovered that seniors were three times more likely
to want to purchase grades than freshmen. None of the

junior and senior respondents considered the option
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dishonest, yet all of the freshmen either were undecided or
had no opinion about the opportunity to buy grades.

It is unknown how the David & Kovach (1979) findings
about unethical decisions toward buying grades would
correlate with cheating behavior. The constructs of the
study led students to believe that the grade insurance plan
was acceptable to university administrators, whereas most
students know cheating is not.

Although there is some disagreement among the results
of the above studies, they lend credence to the belief that
students quickly internalize the cheating norms of the
college environment when they discover that cheating is
profitable and the risk of detection is minimal. As Baird
(1980) pointed out, the freshmen incidence of cheating is
likely to increase as skills, sophistication, and the
socialization process mature.

Race

There are few studies that have investigated the
variable of race. The classic study by Hartshorne & May
(1928) pertaining to fifth through eighth graders revealed
that cheating was more related to the cultural level and
social status of students (r = -.45), than to racial
identity alone. When intelligence was held constant, even
the cultural relationship to cheating was reduced (r = -
.30).

David & Kovach (1979) surveyed 100 undergraduates at a

medium-sized Eastern university and discovered that black
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students (31.3%) were more willing than white students
(14.7%) to pay $100 to guarantee a grade in the course.
The authors speculated that the racial difference was due
to the perception by black students that education is "an
expensive commercial effort or business which pays off for
those who can afford it" (p. 342). The sample of black
students (n unknown) was small, according to the authors,
and it should be reiterated that this study may have no
bearing upon cheating behavior, which is a considerably
different variable than attitudes about grade insurance.

Glatt and Haertel (1982) compared plagiarism
incidences among four sections of undergraduates (n = 75),
two which were instructed to plagiarize and two which were
not so instructed. Students who were unable to accurately
£fill in blanks that had been substituted for words in their
returned papers were assumed not to have written the
original material and, thus, to have plagiarized. Non-
native English speakers exhibited more errors in the no-
plagiarize condition than in the condition where they were
instructed to plagiarize and black American students had
higher error scores than non-black students. It is unknown
whether cultural or academic characteristics were held
constant in this study, which would explain whether race
alone was the influential factor.
Intelligence

Hartshorne and May’s (1928) pioneer research about

cheating revealed an inverse relationship (r = -.50)
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between IQ and a behavioral measure of cheating for fourth
through eighth grade students; cheating increased as level
of intelligence decreased. When cultural level and age
were partialed out, the more intelligent were still found
to cheat less.

Fischer (1970) did not find a relationship between IQ
scores of cheaters and non-cheaters in a sample of Kentucky
fourth through sixth graders (n = 135) using the Otis Form
B. In one school (n = 21), however, a negative
relationship was noted between number of cheating responses
and the Kuhlman-Anderson Form D IQ test (r = -.48, p <
.05), which partially confirmed the Hartshorne and May
(1928) results.

Wilkinson (1973) reported that undergraduates enrolled
in education courses (n = 137) who had higher Scholastic
Aptitude Test math subscores tended to cheat less than
stﬁdents with lower SAT math scores. Verbal subscores,
however, were not found to be related to cheating
incidences. Kelly & Worrell (1978) disclosed that male
cheaters had lower ACT scores than male non-cheaters at the
University of Kentucky (n = 38, p < .02), but the
relationship, although present, was not as strong for
females (n = 46, p < .10).

Although it seems logical for intelligence to be
negatively correlated with cheating, the samples of these
three studies differed greatly in time, age and number of

students, and type of measurement instrument. It further
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may be argued that the ACT and SAT tests are achievement,
not intelligence measures. Additionally, it is possible
that other environmental and psychological factors may be
interrelated with "intelligence." For example, Johnson &
Gormly (1972), Leming (1980), and Scheers & Dayton (1987)
found no relationship between cheating and intelligence
when the risk of detection was low. The authors contended
that high intelligence may function as an adaptive
mechanism for evading obvious detection devices, but that
it is not associated with a reduced motivation to cheat.
Academic Achievement

Investigations of the relationship between cheating
and academic achievement fall into two opposing groups.
Nine studies disclosed that there was an inverse
relationship between academic achievement and cheating
behavior (Bonjean & McGee, 1964; Bowers, 1964; Hetherington
& Feldman, 1964; Knowlton & Hamerlynck, 1967; Johnson &
Gormly, 1972; Fakouri, 1972; Bronzaft et al., 1973; Baird,
1980; Holleque, 1982). Students with lower grades cheat
more than students with higher grades. Of these, the
Bowers (1964) study deserves further mention.

Bowers (1964) surveyed a random sample of 5,000
students from 99 accredited colleges and universities
throughout the nation (approximately 50 students per
institution) and 600 deans of students and 500 student body
presidents from a larger sample of universities. He

discovered that "grades have a more important effect on
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cheating than the value placed on grades either by the
student himself or, as he sees it, by his parents" (p. 92).
The percentage of students who reported they had cheated
significantly increased as grades dropped.

The issue is not that simple, however. Although he
found that low grades and poor study habits operated as
pressures to cheat, students who placed great importance on
getting good grades were not likely to cheat even when they
exhibited low grades. Conversely, the value parents placed
on the importance of getting good grades (as perceived by
students) acted as a pressure to cheat, especially for
students with low grades. Bowers reported, "The highest
proportion of cheaters (68%) is found among poor students
who treat grades lightly but whose parents consider them to
be important; the lowest proportion occurs among the good
students who place high value on good grades" (p. 95).

In contrast, nine studies revealed that achievement
and cheating were not related (Hartshorne & May, 1928);
Garfield, 1967; DeVries & Ajzen, 1971; Johnson & Gormly,
1971; Smith et al., 1972; Ellenburg, 1973; Wilkinson, 1973;
Leming, 1980; Singhal, 1982). Only two of these studies
(Hartshorne & May, 1928; Wilkinson, 1973) examined both
variables of intelligence and achievement. The two studies
found that although cheating was inversely related to
intelligence, it was not related to achievement.

The Hartshorne & May (1928) study attributed this

result to two different possibilities: (a) achievement
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grades may have resulted from deception, whereas deception
is less likely during the administration of intelligence
tests, or (b) students at different levels of achievement
differ only in their motives for cheating. Students with
lower grades may cheat to improve their standing while
students with higher grades cheat to maintain them. (See
"Need for Achievement" and "Fear of Failure" sections of
this review.)

Leming (1980) reported that the perceived risk of
detection may interact with the achievement variable.
Their results, similar to the Johnson & Gormly (1972)
findings about intelligence, revealed that students above
the mean GPA cheated less in high risk conditions than in
low risk conditions. Leming explained, "There is a point
at which average students judge the advantages of cheating
to be not worth the risk. Only above-average students were
sensitive to variables in the testing condition" (p. 85).

Since examinations of achievement do not lead to a
unitary result, it appears that other variables must be
interacting with achievement such as motives, personality
factors, and the environment. There are no otherwise
outstanding research factors that might account for the
difference.

Major Field of Study

Studies that have investigated academic majors or

departments of study are inconclusive because each involved

a different set of units. Bowers (1964) discovered that
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students in career-oriented fields such as business,
engineering, and education cheated more than those who
viewed college primarily in intellectual terms as in
history, the humanities, and languages. Students majoring
in the social sciences, physical sciences, and the arts
fell between the two extremes. Bowers concluded that the
latter group included a mix of students seeking both
occupational training and knowledge for its own sake. He
encouraged further research on the occupational plans of
college cheaters.

Similar results were produced by Baird’s (1980) survey
of 200 Pennsylvania undergraduates, which revealed that
business majors cheated significantly more on unit tests
than did liberal arts or education majors. Liberal arts
and education majors also were more likely to disapprove of
cheating than business majors.

Oaks (1975) surveyed 512 students (mostly freshmen and
sophomores) from a Nebraska college to determine in what
departments cheating was perceived to be most prevalent.
Although 19 of 27 departments on campus were mentioned at
least once, mathematics (67%), English (54%), and history
(29%) received the greatest mention by students. Cole
(1981) discovered, similarly, that "experiences with and
knowledge about cheating were highest for science/math
majors, although these students were not more likely than

were others to have cheated themselves" (p. 113).
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Need for Achievement

The need or motive to achieve has been described as "a
disposition to approach success in order to obtain a sense
of pride in accomplishment" (Smith et al., 1972, p. 641).
Theoretically, a high need for achievement would "dispose a
person to seek a good grade without resorting to cheating
since cheating would deprive him of a sense of
accomplishment" (Smith et al., 1972, p. 656). Three
studies have confirmed that theory.

Schwartz et al. (1969) provided 35 male undergraduates
from the University of Michigan an opportunity to cheat on
a vocabulary test followed by a puzzle task in which an
accomplice applied psychological pressure for help in
completing the task. The authors discovered that need for
achievement (as measured by Atkinson’s Achievement Risk
Preference Scale) was related positively to not cheating
and negatively to helpfulness. That is, high-need
achievers were less likely to cheat and also less likely to
provide help to others.

Johnson and Gormly (1972) examined 113 fifth graders’
achievement motivation scores (as assessed by Atkinson’s
modified thematic apperception measure) in relationship to
their cheating on a temptation task. They found high
achievement motivation was associated with not cheating for
females and with cheating for males. Additionally, among
children with low-achievement motivation, cheaters received

lower grades, but grades did not differentiate between
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cheaters and non-cheaters in the high-achievement
motivation group. The authors concluded that cheating is a
means of avoiding failure in individuals with a low need
for achievement.

Smith et al. (1972) related self-reports of cheating
by 112 undergraduates to their achievement motivation
(using Atkinson’s thematic apperception measure) and test
anxiety scores. Test anxiety was hypothesized to indicate
a need to avoid negative feelings accompanying failure.

The authors believed that the motive to achieve and the
motive to avoid failure were two independent dimensions,
not opposite ends of a single continuum. For male students
(n = 44), higher achievement motivation resulted in less
cheating and greater feelings of accomplishment when good
grades were obtained without cheating. That result was not
achieved for females. The authors speculated that the lack
of expected results for females was due either to (a) an
obscure measurement instrument that presented only pictures
of men, or (b) other motives that may be<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>