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ABSTRACT

CONTROL METHODS FOR A CONTINUOUSLY VARIABLE
TRANSMISSION WIND TURBINE

By

Chad Phillip Glinsky

Continuously variable transmission (CVT) control, for a grid-connected wind turbine,

is studied beyond the proof-of-concept by analytically and systematically designing and

tuning controllers using various methods. Three different approaches are used for CVT

controller design. These include typical torque (TT) control, classical proportional-integral-

derivative controls, and modern control theory for disturbance tracking control and realizable

drivetrain dampers. Entire control systems ranging from wind turbine start-up through rated

conditions are designed, implemented, and simulated with nonlinear plant models using full-

field turbulent wind inputs.

Various controller designs, based on rigid and rotationally-flexible drivetrain models, are

compared for turbulent flow simulations of the nonlinear model with rotor rotation, drivetrain

twist, and system load twist degrees of freedom. For the rigid drivetrain, the TT controller

has less control action and better energy capture than the proportional controller. For the

flexible drivetrain model, the proportional controller proves to be infeasible for practical

implementation due to excessive drivetrain torque fluctuations. The TT controller with a

realizable drivetrain damper proves to have the best damping characteristics, lowest CVT

workload, and best power regulation. For the flexible system load model, the TT controller

with a realizable damper has the best results again, with the exception of generator shaft

loading conditions. The thorough comparison of CVT controllers leads to identification of

controller feasibility, actuator workload, and achievement of objectives.
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Chapter 1

Introduction

Around 80 percent of Earth’s energy needs are fueled by coal, oil, and natural gas. Most

of the carbon dioxide and other greenhouse-gas emissions are produced by the excessive us-

age of these fossil fuels. Their present abundance, present affordability, and well established

facilities often make them the preferable choice for utility companies. Unlike wind and so-

lar energy, fossil fuels exist with finite quantities which makes them susceptible to volatile

pricing. In the United States (US), this leads to economic susceptibilities in the form of

national security since the majority of the oil is purchased outside the country. In 2009, 63%

of oil consumed in the US was imported. In 2008, $475 billion of US money was sent to

foreign countries in exchange for oil. The US makes up 4.5% of the world’s population yet

consumes 25% of the worldwide production of oil. These facts clearly illustrate the excessive

dependence the US has on oil and that it’s an economic deterrent. [1]

Nuclear power was used for 9% of the US total energy consumption in 2009. Advantages

of nuclear power include low carbon dioxide emissions and high energy density. However,

disadvantages include high water usage, catastrophic consequences if system failures are en-
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countered, and radioactive waste by-product that poses a threat to human health. Wind

turbines do not produce carbon dioxide, consume no water, and do not pose a threat to

human health. The 2011 disaster in Japan, caused by an earthquake and tsunami, led to

serious damage to the Fukushima Daiichi nuclear power plant. The radioactivity became

widespread throughout Japan, and scientists even reported increased radioactive levels in

the US. The nuclear disaster in Japan is currently considered the second largest in history,

only behind the Chernobyl disaster of 1986. The estimated cost of recovery due to the earth-

quake, tsunami, and nuclear disaster is as much as $308 billion. In the event of catastrophe,

wind turbines do not pose near the threat to mankind nor rebuilding costs as nuclear power.

[1, 2]

With the advent of large utility-scale wind turbines commonly seen in the news in recent

years, it can easily be forgotten that utilization of wind energy is a practice dating back to

around the 1st century B.C. for the first historically known windmill [3]. Some of the first

well known devices used to obtain power from the wind include sail boats, grinding mills,

saw mills, and hydraulic pumps. In present day, what is known as a modern wind turbine is

most often used for the conversion of wind to electricity. In any case, modern or centuries

old, the concept always involves the conversion of wind power to mechanical power. This

mechanical power is then used to perform a certain task, or in the case of modern wind

turbines, is then converted to electrical power via a generator. The continued development

of wind turbines will lead to lower cost of energy (COE), solidifying wind power as an at-

tractive and affordable commodity.

As part of the continued development in wind turbine technology, this thesis considers

the design of a wind turbine that utilizes a continuously variable transmission (CVT), with
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focus on the control system design. Various research studies have been conducted on the use

of CVTs in wind turbines [4, 5, 6, 7, 8, 9, 10]. Many studies have been proof-of-concepts or

focused on a particular type of CVT. In this thesis, focus is placed on advancements beyond

the proof-of-concept by implementing various control models, including modern control the-

ory, and comparing controllers on simulation models with varying degrees of fidelity.

Most wind turbines currently being developed have variable-speed rotors through the

use of expensive power electronics (PE), meaning the aerodynamic rotor is capable of rotat-

ing at variable speeds dependent on wind conditions. This is opposed to fixed-speed wind

turbines which must operate at nearly constant rotational speed regardless of wind speed,

but little-to-no PE is required. A variable-speed rotor is aerodynamically more efficient over

a range of wind speeds, and hence captures more energy making the PE costs viable.

The appeal of a CVT in a wind turbine is it enables variable-speed operation but with

limited usage of PE as found in fixed-speed designs. Furthermore, a CVT could allow for a

greater range of variable speed compared to technology often used on modern wind turbines,

allowing further gains in energy capture [6]. Lastly, couple this with techniques used in this

thesis for controlling the CVT, and the increased energy capture can be joined by reduced

drivetrain fatigue loading. Overall, these positive attributes of a CVT wind turbine can lead

to the key commercial objective of reducing the COE associated with wind energy.

The remainder of this chapter introduces basics of wind turbine operation, continuously

variable transmissions, and control. Chapter 2 explains mathematical models and simula-

tion tools as well as deriving models used for control system design. Chapter 3 explains

typical control used in variable-speed wind turbines and how it can be achieved with a CVT.

Chapter 4 explains the design and tuning of classical controllers in Region 2 for CVT. Chap-
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ter 5 explains various state space approaches to designing modern controllers for use with

CVT, with focus on drivetrain damping. Chapter 6 compares various controllers designed

throughout this thesis. Chapter 7 reviews conclusions of this work and provides suggestions

for future research.

1.1 Wind Turbine Operation

As advanced as the wind turbines of today have become, the application of transforming

wind energy into some usable form is ancient and key fundamentals of operation are still at

work. We will begin by reviewing the basics of a typical wind turbine, i.e. one without a

CVT, that are applicable to this research. For more detailed coverage, consult any one of

the referenced wind energy textbooks [3, 11, 12].

1.1.1 Fundamentals

The driving force behind wind turbines transforming wind power to mechanical power

is aerodynamics. Wind turbines operate on the principles of aerodynamic drag and lift. The

common modern wind turbine transforms wind energy to rotational kinetic energy via lift.

Drag will be present, but the positive net torque developed about the rotational axis that

results in power output is driven by lift. The presence of drag will reduce the net torque and

power output. Certain wind turbine designs develop positive net torque using drag, but this

is not common and historically known to be less efficient than lift devices [3, 12]. Figure 1.1

illustrates drag and lift devices. The wind turbine modeled in this thesis develops positive

net torque using lift.

Wind turbines can be designed to operate at fixed-speed or variable-speed, which refers
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Figure 1.1: Drag and lift devices. For interpretation of the references to color in this and all
other figures, the reader is referred to the electronic version of this thesis.

to the rotational speed of the rotor. The fluid mechanics of fixed-pitch blades suggest the

rotor should rotate at variable speeds if peak aerodynamic efficiency is to be achieved for

variable wind speeds. As the free stream air velocity increases, the angle of attack increases

if rotor speed remains constant. This change in angle of attack likely results in less lift and

more drag, leading to less wind power converted to mechanical power. Figure 1.2 illustrates

this concept.

Figure 1.2: Angle of attack for a wind turbine airfoil

Another fundamental aspect of operation is orientation of the rotational axis about

which wind power is transformed to mechanical power. When the axis is oriented horizontally

or vertically relative to ground, it’s called a horizontal axis wind turbine (HAWT) or vertical
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axis wind turbine (VAWT), respectively. Typically, VAWTs are drag devices and known

to be less efficient than HAWTs [3, 12]. Figure 1.3 shows an HAWT and VAWT. Most

commercial wind turbines used to produce electricity are HAWTs as is the one modeled in

this research.

Figure 1.3: HAWT and VAWT examples

In general, the rotational speed associated with mechanical power output of a given

wind turbine is either fixed- or variable-speed. In reality, there are unique designs that

incorporate more than one discrete speed, but are not continuously variable between speeds

during normal operation. Note that many so-called “fixed-speed” wind turbines actually

have slight variations in speed, but very small relative to the operational speed. Ultimately,

a variable-speed wind turbine offers the ability to store and release kinetic energy as well as

track optimal aerodynamic efficiency. The former enables load alleviation during wind gusts

and lulls, which is particularly important for drivetrain components. The block diagram

in Figure 1.4 illustrates power flow in variable-speed wind turbines. This ability prevents

captured wind power from being force-fed through the drivetrain, resulting in damaging

torque spikes. This research will show a key benefit of adding a CVT to a fixed-speed wind

turbine is the control it offers over system loading, effectively allowing variable-speed.
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Figure 1.4: Power flow in a variable-speed wind turbine

1.1.2 Terminology

With focus strictly on HAWTs, component terminology common to large wind turbines

and relevant to this research is introduced. The rotor, sometimes referred to as aerodynamic

rotor, is comprised of the blades attached to a hub. The rotor is coupled to a low-speed

shaft (LSS). The gearbox maps the LSS to a high-speed shaft (HSS) which is coupled to the

generator rotor. The generator is typically connected to the electrical grid, sometimes with

the aid of PE to enable variable-speed operation. The nacelle is a housing structure for

the drivetrain and generator. Lastly, the nacelle is mounted atop the tower. Many other

components are commonly used but will not be introduced here as they do not pertain to

the focus of this research. On a side note, there is no gearbox for direct-drive wind turbines,

hence the LSS is directly coupled to a uniquely designed generator. Figure 1.5 shows the

hardware of a typical large wind turbine. This figure applies to the wind turbine modeled

in this study prior to considering the hypothetical CVT configuration. In section 1.2.3,

terminology specific to the CVT configuration will be reviewed.

Common actuation terms are briefly covered now. Pitch is the action of rotating a blade

about a span oriented axis. Yaw is the action of rotating the nacelle, and hence rotor, about

the tower axis. Yaw is not used in this research but is mentioned for completeness. Lastly,

what I will call load actuation is the action of decreasing or increasing load torque, usually

with intent to adjust the rotor angular velocity. The purpose of each actuation will be clear
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Figure 1.5: Typical wind turbine hardware

as it gets discussed in the context of control objectives. Figure 1.6 attempts to illustrate

pitch and load actuation.

Figure 1.6: Wind turbine pitch and load actuation
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1.1.3 System Load

System load refers to the components that convert rotational kinetic energy of the

wind turbine to some other usable form. Typically, the system load is an electromagnetic

generator connected to the electrical grid which provides consumers with alternating current

(AC) power at a fixed frequency, 60 Hz in the US. However, a system load can take many

other forms, such as hydraulic pump, milling grain, batteries, i.e. electrical energy storage,

and even flywheels, i.e. rotational kinetic energy storage. It’s also possible to have no load,

other than inertial, as well as energy absorbing loads such as a viscous fluid. Figure 1.7

shows a generic illustration of a wind turbine and its system load.

Figure 1.7: General description of system load for a wind turbine

Matching the torque-rpm characteristics of the load and aerodynamics is important

to efficiency. Without matching the characteristics of each, there will be deficiencies in

aerodynamic performance. A rotor capable of achieving very high peak efficiency will perform

poorly if paired with a load that forces it to operate at rotor speeds well above or below

its design point for a given wind speed. This study demonstrates a key advantage of using

CVT is the torque control it offers when coupled to a typical fixed-speed system load. The
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following statement offers insight on the ability of a CVT in a wind turbine:

CVT is to load torque what pitch actuator is to aerodynamic torque.

Figure 1.8 illustrates mismatched torque-rpm characteristics coupled by a CVT. This is pre-

cisely what’s done when pairing an aerodynamic rotor to a generator that has characteristics

differing from those of the optimal aerodynamics.

Figure 1.8: Mismatched torque-rpm characteristics coupled by a CVT

To reiterate, this study focuses on the application involving an AC electrical load with

an electromagnetic generator serving as the transducer between the captured wind power

and electrical power output. When a CVT is coupled to a traditional fixed-speed load, valu-

able control of the load torque is gained. To be discussed in full detail later, the CVT can

serve as the load torque actuator thus allowing full variable-speed control.

1.1.4 Performance

Power in the wind is a function of air density, swept area, and the cube of free stream

velocity. Wind power is expressed as,

Pw =
1

2
ρAv3 (1.1)
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Clearly, modern wind turbines attempt to take advantage of wind power being a function

of the square of rotor radius and the cube of free stream velocity. This is illustrated by the

use of long blades and tall towers reaching to heights where wind resource is more plentiful

than near Earth’s surface due to shear.

The power coefficient, expressed as,

Cp =
power output

power input
=

rotor mechanical power

wind power
=
τaeroωrot

Pw
(1.2)

is a measure of aerodynamic efficiency. Recalling the focus being on HAWTs operating via

aerodynamic lift, Albert Betz derived a theoretical maximum power coefficient based on an

actuator disc concept by applying continuity, momentum theory, and Bernoulli’s equation

from fluid mechanics. It’s known as the Betz limit and equals 16/27, or 0.593. This occurs

at an axial flow induction factor of 1/3, equivalent to an air velocity at the disc equal to 2/3

free stream velocity. This derivation can be found in wind energy textbooks [3, 11, 12].

A dimensionless parameter useful in characterizing aerodynamic performance is the tip

speed ratio (TSR), denoted with λ. It’s defined as the ratio of blade tip speed to free stream

velocity and is written as,

λ =
rωrot
v

(1.3)

where r is the rotor radius. Examining the velocity vector diagram associated with the

cross-section of an in-plane rotating blade reveals how TSR directly relates to angle of

attack. Modeled aerodynamics of a typical wind turbine show the optimal power coefficient

at a particular TSR and pitch, both relate back to angle of attack. Figure 1.9 is a plot of

power coefficient versus TSR at a given pitch for a typical HAWT.
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Figure 1.9: Typical power coefficient versus TSR curve at fixed pitch angle

The performance parameter of key interest to consumers is COE. The COE dictates

viability of the wind energy industry. It’s important for the COE from wind turbines to

be competitive with that of coal and natural gas, even though wind energy has advantages

for reducing CO2 emissions and being sustainable indefinitely [13]. In 2005, the National

Renewable Energy Laboratory (NREL) completed a study showing the use of CVT could

reduce COE up to 7.3% compared to typical variable-speed wind turbines, but also suggested

more details on CVT costs and performance are needed for in-depth analysis.

1.1.4.1 Fixed- and Variable-Speed

Differentiating performance of fixed- and variable-speed wind turbines can be done by

studying the Cp versus λ curve at fixed pitch. Recall the velocity vector diagram in Figure

1.2, the blade speed vector remains unchanged in magnitude and direction regardless of wind

speed for fixed-speed operation. Therefore, angle of attack changes with wind speed. Figure

1.10 explains fixed-speed operation with fixed pitch, which is usually the case in Region 2.
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Figure 1.10: Explanation of fixed-speed and fixed-pitch operation

Alternatively, a variable-speed rotor is capable of tracking the peak Cp as wind speed varies

since blade speed can vary. The power per area contour plot in Figure 1.11 shows peak power

occurs along a straight line corresponding to the constant λ associated with optimal Cp.

Figure 1.11: Power per area contour plot showing λopt line

13



1.1.5 Regions

Figure 1.12 shows a typical power curve for a wind turbine. As the figure indicates,
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Figure 1.12: Regions of operation illustrated on a wind turbine power curve

there are four regions of operation. Region 1 is when the wind speed is below cut-in speed

and the wind turbine is at a standstill. Region 2 occurs when there is sufficient wind power to

operate but not more than the generator rating. Region 3 is when the wind power captured

must be limited to avoid overloading the generator. Lastly, Region 4 is when the wind

power reaches levels that may damage the wind turbine, therefore operation is halted. This

study considers Region 2 and 3, plus a transition region known as Region 2.5. More detail

regarding the three regions considered here will be covered in section 1.3.

1.2 Continuously Variable Transmission

The concept of a CVT was first documented by Leonardo da Vinci in 1490. The first

patent for a CVT design, toroidal type, was filed in 1877 and 1886 for a belt and pulley type
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[14]. The history of CVT research and development has been led by the automotive industry.

Historically, CVT designs have struggled to handle high torque due to the transmission of

torque often being friction-based. However, continued research in the automotive industry

as well as emerging technologies are advancing this limitation.

1.2.1 Current Technologies

The concept of a CVT, regardless of application, is far more desirable than traditional

discrete ratio transmissions, however the execution of each concept has decided their preva-

lence. Geared transmissions are simpler to build and have been studied extensively, resulting

in reliable designs capable of transmitting very high torque and power. CVTs have not expe-

rienced the same success due to their more complicated designs combined with less research

and development. A key difficulty is the unfavorable physics associated with the transfer of

torque in many CVT designs, i.e. the friction-based transfer of torque and power. Let’s now

consider a few designs presently available.

1.2.1.1 Pulley V-Belt

This may be considered a classical design for CVTs. Recall, it was one of the first

to have a patent issued. Figure 1.13 is a simple illustration how a pulley V-belt CVT is

configured. Each pulley, i.e. input and output, is heavily tapered from its ends towards its

center, like cones. The belt is shaped to fit the taper of the pulley, hence its name V-belt,

such that contact between the belt and pulley is maximized. To maintain a constant length

between each rotational axis, as one pulley is widened, the other is narrowed. This changes

the radius of the belt path on each pulley, effectively changing the ratio.
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Figure 1.13: Pulley V-belt type CVT

1.2.1.2 Toroidal

Figure 1.14 is a basic layout of a toroidal CVT. A roller is located on each side of

the toroid shaped drive shaft. Friction between the rollers and the toroid axles is used to

transfer power from one side of the toroid to the other. As the angle of the rollers is adjusted,

the contact points between the rollers and toroid axles are shifted along the toroid shape,

resulting in a ratio change along the drive shaft.

Figure 1.14: Toroidal type CVT

1.2.1.3 Hydraulic

As opposed to the previous two friction-based designs discussed above, hydraulic CVTs

transfer power via hydraulic fluid and are therefore capable of handling higher torques. Two

types of hydraulic CVTs are discussed here. The first type is often referred to as the hy-
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drostatic CVT and operates with the use of a variable-displacement pump and hydrostatic

motor [15]. As the pump varies fluid flow, the hydraulic motor output varies accordingly.

This type of hydraulic CVT is common in large machinery such as farming and earth-moving

Figure 1.15: Hydrostatic type CVT

equipment, but a form of this CVT is also found in the gearbox of the 2.0 MW Wikov Wind

W2000 wind turbine [16]. Its drivetrain configuration is known as the Superposition Gearbox

(SPG) and is designed by ORBITAL2 Ltd. The SPG is coupled to a grid connected syn-

chronous generator operating at constant speed, avoiding the need for frequency conversion

PE [17].

Another type of hydraulic CVT is the Voith Turbo WinDriver hydrodynamic gearbox

coupled to a constant speed synchronous generator without PE [18]. The WinDriver con-

sists of planetary step-up gears coupled to a hydrodynamic torque converter with adjustable

vane angles to vary the torque transmitted to the output drive shaft, thus providing control

of the ratio. This setup is used by DeWind on their D8.2 and D9.2 models, 2.0 MW wind

turbines [19].
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1.2.1.4 Planetary

In particular, this refers to the NuVincir design owned by Fallbrook Technologies Inc.

They refer to their design as a Continuously Variable Planetary (CVP) transmission. This

is not to be confused with traditional planetary gears, discussed in the next paragraph.

However, the name is understandable when examining the design as shown in Figure 1.16.

A set of planets, i.e. in both gear terminology and shape, are responsible for the transfer

of power between an input and output traction ring. This is a friction-based design but

uses elastohydrodynamic lubrication, and its planetary configuration provides an evenly

distributed set of contact points, presumably allowing higher torque as more planets are

used. A small wind turbine manufacturer, Viryd Technologies, has developed an 8.0 kW

wind turbine using the NuVincir CVP transmission and is working on a 50.0 kW design.

[20, 21]

Figure 1.16: Elastohydrodynamic planetary type CVT. The image is used under license from
Fallbrook Technologies Inc.

1.2.1.5 Geared

A key disadvantage of many CVT designs is their usage of friction to transmit power.

Applying the concepts used in differentials, e.g. as found in automotive drivetrains, meshed

gears can be configured to emulate a CVT, but there are fundamental differences between
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differentials and CVTs. For CVTs, there is a single input and single output shaft, so power

input must equal power output less the internal losses. For differentials emulating CVTs,

there is an input, output, and at least a third shaft in which power may flow in or out, thus

entering or exiting the main drive shaft of the wind turbine system. This means the third

shaft must have the ability to sink and source power. When no power flows through this

shaft, the differential will act as a fixed ratio geartrain. Requiring control of power flow in

this shaft to adjust the input-output ratio may be viewed as the disadvantage here, but the

clear advantage is the use of gears for high torque designs. A simple planetary gear set may

be utilized as a differential CVT [8], see Figure 1.17. The configuration could be used with

the sun gear as the input, planet carrier as output, and ring gear as the control.

Figure 1.17: Planetary gears

1.2.1.6 Magnetic

Magnomatics Limited, based in the United Kingdom, has developed magnetic CVT

technology that transmits torque without contact. It works by coupling the input and

output shafts via a magnetic field created with permanent magnets. Located within this

field is a rotating membrane with poles. The input-output magnetic coupling is dependent

on the speed of the membrane. Therefore, the membrane’s rotational speed dictates the
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input-output ratio. Magnomatics claims this technology to be highly efficient, compact, and

lubrication free. They do not yet provide power capacity in the megawatts range, but assert

the technology is scalable. [22]

1.2.2 Wind Turbine Application

In nature, wind is highly variable and unpredictable. As dictated by the aerodynamics

of fixed-pitch blades, a wind turbine rotor should rotate faster or slower for higher or lower

wind speeds, respectively, if peak efficiency is to be achieved. This was previously illustrated

when discussing performance of fixed- and variable-speed rotors.

Unfortunately, the common application of using an electromagnetic generator connected

to a constant-frequency grid, 60 Hz in the US, results in a mismatch of torque-rpm character-

istics between the system load and optimal aerodynamics. Modern wind turbines typically

utilize frequency conversion PE to allow the generator to rotate at variable speeds while

remaining connected to a constant-frequency grid. Without the PE, the wind turbine rotor

would rotate at a constant speed, as mapped through the fixed-ratio gearbox, corresponding

to the grid frequency and generator design.

Recall, a key attribute of CVT is its ability to control the load torque seen by the rotor

when connected to a generator without torque control, i.e. no PE. In other words, a CVT

is capable of mapping the “rigid” torque-rpm characteristics of a grid-connected generator

to the desirable characteristics for a given operating condition. This means CVT provides a

mechanical alternative to PE for variable-speed operation and torque regulation, given the

proper controls. The expressions below, from [3], is one way to distinguish the characteristics
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of fixed-speed and variable-speed systems.

Constant-speed generator torque = f(aerodynamic torque, system dynamics) (1.4a)

Variable-speed generator torque = f(generator torque control system) (1.4b)

Note, the “system dynamics” are part of what dictate the constant-speed generator torque.

By including a CVT in the drivetrain, the system dynamics become a controllable variable

of the constant-speed generator torque. This research exploits the ability of a CVT to offer

control over the system dynamics, thereby achieving control objectives that would normally

be applicable to only conventional variable-speed wind turbines.

1.2.3 Wind Turbine Configuration

This thesis utilizes the design of an existing wind turbine, the two-bladed Controls Ad-

vanced Research Turbine (CART) at NREL, to construct a simulation model. If the CART

were to be retrofitted with a CVT, the drivetrain configuration must be considered. In par-

ticular, the torque and power capacity of the CVT must be understood along with what type

of generator will be used. With this information, along with knowing the operating charac-

teristics of the wind turbine, a CVT can be designed and implemented into the drivetrain.

Given the torque and power capacity of present CVT technology along with traditional

generator designs having high rotational speeds, like the one in the CART, this dictates the

drivetrain configuration to include a large step-up gearbox and for the CVT to be placed

on the HSS where torque loads are much less than the LSS. This architecture is used in

this research and illustrated in Figure 1.18. Details specific to the CART will be provided

in the next chapter. Note the altered terminology due to the presence of a CVT. What
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Figure 1.18: Wind turbine configuration with a CVT

was formerly the HSS now includes a CVT. To maintain consistency in notation, the shaft

connected to the generator will still be called the HSS, and the shaft associated with the

CVT input is the medium-speed shaft (MSS). In this research, this notation makes sense due

to the gearbox ratio and range of CVT ratio used, but if the CVT ratio is ever less than one,

the MSS would rotate faster than the HSS.

It can be helpful to view the system load as the CVT coupled to the induction genera-

tor connected to a strong electrical grid. This is illustrated in Figure 1.19. It’s possible to

Figure 1.19: Viewing the CVT and grid-connected generator as a system load

consider only the generator as the system load, but as we will see, it’s often advantageous
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in our control models to consider the CVT and generator together. The CVT can be used

as an actuator of the load torque and this enables CVT to transform a normally fixed-speed

wind turbine into a variable-speed one. In a typical variable-speed wind turbine using PE,

the generator electromagnetic torque is used as the actuating torque allowing a range of

rotational speeds. The electromagnetic torque cannot be manipulated for an induction gen-

erator without PE. Therefore, the CVT will be used to map generator torque to match the

desired loading condition based on the controller objective.

1.3 Control

Wind turbines experience many unpredictable operating conditions over a short period

of time on any given day. To ensure stable operation and prevent extreme conditions from

destroying the wind turbine components, it is necessary to implement control systems. In

addition, optimal energy capture and reduced fatigue loading are desired to lower the COE.

This section aims at explaining the various operational regions, objectives, and challenges

associated with the control system.

1.3.1 Regions

Not only is a wind turbine required to operate in unsteady conditions continuously, but

there are various regions of operation with different objectives. This research considers the

controls design for a CVT wind turbine operating in Region 2 and 3, plus the transitional

Region 2.5. Recall Figure 1.12 for an illustration of the regions, except Region 2.5.

Region 2 corresponds to maximizing energy capture in less than rated wind speeds.

Region 3 corresponds to limiting power in above rated wind speeds due to generator capacity.
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The transitional Region 2.5 exists to limit tip speed due to noise requirements. Limiting

tip speed requires operating at less than optimal rotor speed, resulting in aerodynamic

deficiencies and is therefore an undesirable region to have.

1.3.2 Objectives

The determination of control objectives is based on desirable performance character-

istics. The objectives are not always easily measurable or designed for, especially when

considering the variety of unsteady operating conditions encountered. For example, maxi-

mizing energy capture may result in different optimal controller designs for different inputs.

Furthermore, different operating regions have different objectives as previously discussed,

hence different control actions must be utilized. An example of an objective not easily mea-

surable is reliability, but certain characteristics known to enhance it, such as damping, can

be designed into the control scheme. We will now consider the objectives in this research for

each region, but how these objectives are fulfilled is not covered until chapters on control

design.

A properly designed wind turbine spends much of its time in Region 2, below rated

power. To reduce the COE, it’s important to capture as much energy as possible in this

region. However, this should not be achieved at the expense of reliability, otherwise a bene-

fit in COE may not be realized. It’s equally important for fatigue loads to be sustained or

improved in Region 2, and active damping of the drivetrain will be used to achieve this.

A wind turbine rotor with optimal aerodynamic operation requiring relatively high

speeds before it reaches rated power will likely require Region 2.5. This can result from an

aerodynamic rotor designed with a high λopt paired with a relatively large generator capac-

24



ity. Either one of these design features on its own may lead to needing a Region 2.5. Wind

turbine designers should be discouraged to develop such designs since aerodynamic deficien-

cies result from including a Region 2.5. However, if it must be included to limit noise, then

stretch it out over a range of rotor speeds to allow a smooth transition between Region 2 and

3. Without stretching out Region 2.5, the wind turbine will abruptly switch from variable-

to fixed-speed operation, resulting in damaging torque spikes in the drivetrain.

Most wind turbine designs spend an appreciable amount of time in Region 3, where the

primary objective is to limit power in accordance with generator capacity. Various methods

exist to achieve this objective. The method used in this research involves feathering the

blades, known as active pitch control, to regulate rotor speed while using the CVT to reg-

ulate the load torque seen by the rotor. Regulation of torque and angular velocity equates

to regulated power. Other methods for regulating power in Region 3 include variable-speed

stall, active stall, passive stall, and passive pitch. For details regarding these other methods,

consult wind energy textbooks [3, 11, 12]. In addition to regulating power, another key

objective in Region 3 is to limit fatigue loading by adding drivetrain damping. This is most

important in Region 3 since the loads are higher than any other actively operating region.

1.3.3 Challenges

Certain challenges present themselves when attempting to meet the control objectives.

The key control objectives here are maximizing energy capture, regulating power, and adding

drivetrain damping with the intent of improved reliability. Due to the stochastic nature of

wind and the dynamics of wind turbines, it is an ideology to truly maximize energy capture.

Power regulation and drivetrain damping will not be perfect since the system is responding

25



Figure 1.20: Hierarchy view of key objectives

to disturbances and speed of regulation is limited by the actuators used.

The use of mathematical models presents another challenge in designing controls in-

tended for a physical system. Using mathematical models, we can construct simulation

models meant to represent the actual physical system to the best of our ability or resources.

However, mathematical models are approximations of the physical phenomena occurring in

the actual system. More importantly, these models are usually constructed to be as simple

as possible without ignoring any physics expected to have a strong influence on the system

response. This means assumptions about the physical system will be made for the purpose

of simplifying the model.

The control models, i.e. the mathematical models used for control design, are often a

further simplification of the simulation model. This results in the controller design being

based on an approximation of an approximation of the physical system. This is illustrated

in Figure 1.21. This concludes that a control system performing as expected on a simula-

tion model provides no guarantee of success when implemented in the physical system. A

better degree of success can be expected with higher fidelity simulation and control models,
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assuming the physical phenomena are accurately modeled. This research uses control and

simulation models of various fidelities.

Figure 1.21: Illustration of the modeling process

Some challenges are beyond the scope of controller design. For example, regardless of

how well a controller is capable of limiting fatigue or extreme loads, other physical aspects of

the system will dictate its reliability. However, controller design can offer improvements for

a given physical system. System dynamics and operating conditions can inherently present

challenges to achieving control objectives. For example, wind input is stochastic in nature

and an aerodynamic rotor has a large rotational inertia since it needs to sweep a large area

yet also be durable, so this makes tracking λopt far from perfect. The presence of modeling

errors also adds to the challenge of control design, however, adaptive and robust control

techniques could be used to accommodate this.

1.4 Scope and Outline

The main purpose of this research is to exploit various methods of control, with focus

on the use of modern control methods, for a wind turbine with a CVT and to conduct simu-
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lations of the nonlinear wind turbine system for analysis of controller performance. Classical

control methods, similar to what can be found in [7, 8, 9, 10], will be considered first along

with additional details on developing a control model and tuning methods. Typical control

for wind turbines will then be considered, but in the context of CVT rather than PE. Lastly,

modern control designs will be developed with varying complexity. Results from each control

methodology will be compared for various degrees of control and simulation model fidelity.

Analysis of simulation results will focus on the achievement of control objectives, namely,

maximizing energy capture, limiting tip speed, limiting power, and alleviating fatigue loads.

From the data analysis, pros and cons of each control methodology will be deduced along

with recommendations of future work.

The wind turbine modeled in this thesis is an HAWT and the control systems imple-

mented have not been considered for VAWTs. Use of CVTs and the general approaches

used here may extend to VAWTs. Furthermore, the HAWT modeled here is smaller than

the average utility-scale wind turbine of present-day. However, the concept of CVT and the

controller design methods used here can be extended to megawatt (MW) systems, as well

as small residential systems. To be shown, modern control methods become more valuable

for larger, more flexible wind turbines. The value to be obtained from this thesis is the

methodology used to design an advanced control system for a CVT equipped wind turbine

as well as analysis and comparison of the various control schemes.
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Chapter 2

Modeling and Simulation Tools

Modeling, in this context, is the construction of a mathematical representation of phys-

ical phenomena. The purpose of modeling is to provide the designer with a mathematical

representation which may be used for controller design, simulation models, and analysis.

Good practice is to develop a mathematical model that is as simple as possible, but no

simpler. Model complexity may then be added incrementally to include additional physics

relevant to what is being studied. In this chapter, modeling a wind turbine with a CVT is

explained and discussed in the context of control design and simulation.

2.1 Degrees of Freedom

Modeling specified degrees of freedom (DOF) is often of interest in the field of dynamics

and controls. Control system design usually starts with a model containing minimal DOF

for simplicity and then proceeds to add DOF in order of relevance. Figure 2.1 illustrates the

key DOF of interest for the CVT wind turbine. The motions associated with the flexible

DOF will be more pronounced for larger wind turbines. The more DOF that can be imple-
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mented in the simulation model, the better the representation will be of the physical system,

assuming the modeling techniques accurately depict the physical phenomena. Other DOF,

Figure 2.1: Key degrees of freedom for CVT wind turbine

such as those associated with blade and tower motions, are not considered in this thesis but

may still play a role in drivetrain behavior.

Only the DOF most relevant to drivetrain behavior will be used for control model devel-

opment. This includes rotor rotation, LSS twist, and MSS twist. The rotational flexibility of

the HSS is not considered for control model development. The most simple of control models

will consider only the rotor rotation DOF. Accounting for both DOF requires modeling the

shaft torsion between the rotor and CVT input angular displacements.

2.2 Controls Advanced Research Turbine

The two-bladed upwind CART is a wind turbine located at the National Wind Tech-

nology Center (NWTC), a division of NREL located near a major mountain range. The

CART generator is connected to a 60 Hz grid via frequency conversion PE. The PE allow

the CART to vary its electromagnetic torque, thus enabling variable-speed operation. The
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model developed here does not include PE and instead uses a CVT as a means to control

load torque. The CART properties, aerodynamic performance, and CVT are now explained.

Figure 2.2: Two-bladed Controls Advanced Research Turbine

2.2.1 Properties

Basic information about the CART is listed in Table 2.1. These parameters, along

Property Value Units

Rotor Radius 21.34 m

Rated Rotor Speed 41.7 rpm

Rotor Inertia 3.21722 ×105 kg-m2

Gearbox Ratio 43.165 -

Gearbox + MSS Inertia 22.39 kg-m2

Drivetrain Torsional Spring 2.691 ×107 N-m/rad

Generator Rating 600 kW

Generator Poles 4 -

Grid Frequency 60 Hz

Generator Inertia 12.01 kg-m2

Table 2.1: CART properties
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with additional details, will be used to model the CVT wind turbine as covered in section

2.4. More details, including blade and tower distributed properties, can be found in [23].

Information from this table applies to both the normal CART and CVT CART, noting that

what is the HSS for the normal CART will be used as the MSS for the CVT CART. The

sections on modeling and control design will make use of these properties.

2.2.2 Aerodynamic Performance

Before the parameters of a CVT can be determined for the CART, the aerodynamic

performance must be understood. NREL code, WT Perf, is used to predict steady state

aerodynamic performance of the CART rotor. The modeling methods used in this research

are mentioned in the upcoming sections. However, the predicted aerodynamic performance

is presented here so the CVT drivetrain design can be explained next. Figure 2.3 shows

the power coefficient versus pitch and TSR for the CART. The plot clearly illustrates the

aerodynamic behavior of the CART to be highly nonlinear, typical for a wind turbine. Table

2.2 lists the values corresponding to the peak power coefficient. This performance data will

also be used for control design.

(Cp)max λopt β

0.388 8.3 -1.0◦

Table 2.2: Values for peak power coefficient

Figure 1.9, previously used, is a slice of the CART’s power coefficient surface taken at a -1.0

degree pitch, known as the run position used for Region 2 operation.

Modeling tools can also be used for predicting noise performance, but it’s not done so

here. In this case, it’s taken to be known that a rotor speed in the vicinity of 41.7 rpm is the
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Figure 2.3: Predicted power coefficient as a function of pitch and TSR for the CART

limit for meeting noise requirements. Given the aerodynamic performance now determined

with WT Perf, it will be shown how this noise constraint hinders the Region 2 objective of

tracking optimal TSR, thus needing a Region 2.5.

2.2.3 CVT Design

For a fixed-speed wind turbine, the design wind speed is when the maximum power

coefficient is achieved. The normal CART has a high design wind speed if operated as a

fixed-speed wind turbine. Given the optimal TSR of 8.3 as predicted by the aerodynamic

performance code, and a nearly constant rotor speed around 42 rpm due to generator and

gearbox designs, this leads to a design wind speed of approximately 11.3 m/s. Considering

the rated rotor speed of 41.7 rpm, the CART is poorly designed in terms of fixed-speed

operation. A larger gearbox ratio is one simple solution to lowering the design wind speed.

By implementing a CVT, one may view the design wind speed as variable and dependent
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on the ratio of the CVT. Knowing the aerodynamic characteristics of the rotor along with the

generator characteristics, the parameters of a step-up gearbox and CVT can be determined.

Theoretically, there are infinite solutions to pairing a step-up ratio and CVT ratio range that

will provide the ability to track optimal aerodynamic efficiency from cut-in to rated wind

speed. For practical implementation, analysis of cost and reliability, among other things,

should be considered.

Due to the wide variety of CVT technology and designs, this research utilizes a massless

black box CVT. The internal workings of the CVT are taken to be unknown. The mechanics

Figure 2.4: Black box CVT has knowledge of input and output only

that dictate how the CVT is actuated are not modeled. No actuator effects are considered,

therefore it’s assumed that the commanded and actual ratio rate are equivalent.

The design of a CVT ratio range for the CART is now explained, noting that some

characteristics of the generator will be used but are explained in later sections. The following

equations will be used to determine the ratio range.

CVT Upper Ratio =
start-up generator speed

start-up rotor speed× gearbox ratio
=

(ωgen)start
λoptvcut-in/R×N

(2.1a)

CVT Lower Ratio =
rated generator speed

rated rotor speed× gearbox ratio
=

(ωgen)
rated

(ωrot)rated ×N
(2.1b)

Using a cut-in wind speed of 4 m/s and start-up generator speed of 1800 rpm, a CVT ratio of

approximately 2.8 would be required to operate at λopt. Since the CART requires a Region

2.5, it cannot track λopt up to rated speed, therefore a smaller ratio range can be used. At
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rated, the rotor speed is 41.7 rpm and the generator speed is near 1816 rpm. This equates

to a CVT ratio of approximately 1.0. In Region 3, perturbations about the rated point will

be encountered, and using a lower ratio limit of 0.96 can accommodate this. These ratio

limits will be used in the CVT model for this research. In summary, the CART requires an

approximate CVT ratio range of 290% to fulfill the full range of variable speed operation.

Since a blackbox CVT is being used, ratio rate limits of present CVT technology are

introduced and a practical rate limit is imposed in the CVT model for this research. The

makers of NuVincir claim it can change its ratio 5% per one-tenth of a shaft rev [6]. This

implies the ratio rate in units of 1/s depends on the ratio. If a ratio change from 1.0 to

1.05 is used and a generator speed of 1800 rpm (30 rev/s), this equates to a ratio rate of

15 1/s. The magnetic CVT technology developed by Magnomatics is said to have negligible

actuator effects [22]. These two examples suggest CVT ratio rates should be sufficient for

wind turbines with large rotating inertia which are subject to slow changes in rotational

speed. A ratio rate saturation limit of 15 1/s will be used for the CVT model in this

research.

2.3 Modeling Codes

The modeling codes are a means of implementing mathematical models into a computer

environment that may be used to perform simulation and analysis of the models. The

computational codes used in this research are briefly introduced, but the reader is encouraged

to consult the references for complete details on the operation of each code.

35



2.3.1 FAST

FAST (Fatigue, Aerodynamics, Structures, and Turbulence) is an NREL code, originally

developed by Oregon State University and later added to and improved by NREL engineers.

The code is capable of modeling the physics commonly associated with two- and three-bladed

HAWTs. FAST is integrated with AeroDyn, resulting in an aeroelastic modeling package.

This enables rotor aerodynamics to be modeled while also considering deflections of the wind

turbine’s elastic structures. FAST uses Kane’s method to formulate the equations of motion

which avoids needing to solve constraint forces. A fourth-order Adams-Bashforth-Moulton

numerical integration method is used to solve the generalized coordinates at each time step,

fixed in length as specified by the user. FAST models of the CART have been validated

against experimental data and agree well with simulations using higher fidelity codes such

as ADAMS [24, 25, 26].

A key feature that makes FAST an attractive modeling choice is its ability to easily

include or exclude DOF as specified by the user. Table 2.3 lists the 2 out of 22 DOF used

in this research that may be modeled in FAST for a two-bladed wind turbine. Refer to the

FAST User’s Guide [27] for more information. Although it may not be obvious here, what

Notation Description

θrot Rotor azimuth angle

θgen Generator azimuth angle

Table 2.3: Degrees of freedom modeled in FAST

has been notated as θgen for the generator azimuth angle DOF in FAST will actually be the

CVT input azimuth angle, θcvt,i, for the CVT wind turbine model. An additional DOF, for

rotationally flexibility of the HSS, will be modeled in Simulink.
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2.3.2 AeroDyn

AeroDyn is an NREL code, developed by Windward Engineering, that is an integral part

of FAST. It’s built into FAST and cannot be used as a stand-alone simulator. The AeroDyn

routines are responsible for calculating the aerodynamic response of the wind turbine rotor to

a specified wind input. The wind input is determined by the user and provided to AeroDyn

in the form of a text or binary file. The blade parameters are also provided to AeroDyn in

the form of a text file containing tables of distributed blade properties. The aerodynamic

response is calculated using one of two general methods available within the routines. The

method used in this research, and historically the most familiar, is blade element momentum

(BEM) theory. The other method, useful for modeling complex wake dynamics, is generalized

dynamic-wake theory. Refer to the AeroDyn Theory Manual [28] and the AeroDyn User’s

Guide [29] for more information.

2.3.3 TurbSim

TurbSim is an NREL code capable of generating stochastic, full-field, turbulent-wind

files that can be used as input to AeroDyn. Statistical parameters are used to define the wind

characteristics. This research makes use of TurbSim’s NWTCUP spectral model, developed

from wind measurement data taken at the NWTC, location of the CART. Using this spectral

model, three different full-field, turbulent-wind files were generated for use with AeroDyn.

Details about each wind profile will be provided in the section on modeling wind. Refer to

the TurbSim User’s Guide [30] for more information.
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2.3.4 Simulink

Simulinkr, a product of MathWorks, is the simulation environment used to model and

simulate the wind turbine designs used for this research. The capabilities of FAST and

AeroDyn are retained in the Simulink environment by compiling their Fortran source files

into an S-Function which can then be used as a block in Simulink. Input signals for the FAST

block are generator torque and power, yaw position and rate, and blade pitch angles. The

generator torque and power input signal would be labeled more appropriately as “system

load torque and power” since its the load torque and power, from any source, on the MSS

shaft (or HSS shaft for a typical wind turbine configuration). This research uses a fixed yaw

angle since yaw error is not considered. Consult the FAST User’s Guide [27] for more details

about the use of FAST in Simulink.

An advantage of Simulink is that the wind turbine model, represented by the FAST

S-Function, can easily be added to for the inclusion of new components, actuators, and

controls. For this research, the addition of a CVT and its associated control system will

be done using Simulink block diagrams. These modeling needs are easily accommodated by

FAST’s flexibility in turning on or off degrees of freedom and allowing routines outside its

Fortran routines. Refer to the Simulink User’s Guide [31] for more information.

2.4 Mathematical Models

This section explains the mathematical modeling involved for simulation and control

models. Recall, the simulation model is meant to be a representation of the physical system,

constrained to the resources available. To model the CART, mathematical representations

will be developed for aerodynamics, structural mechanics, dynamics, and electromagnetics.
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2.4.1 Aerodynamics

Aerodynamics are the driving force behind the operation of any wind turbine. To

model the nonlinear aerodynamics of a wind turbine, two key aspects are considered: wind

and blades. The fundamental task is for kinetic energy of the wind to be converted to torque

by the blades.

2.4.1.1 Wind

The term wind refers to the bulk movement of air, a low density medium. Unfortunately,

its motion is rather complex and unpredictable in nature. Common parameters used to model

wind as a time-series include density, x-y-z component speeds, direction, vertical shear, and

horizontal shear. In the case of modeling stochastic, full-field, turbulent wind as done with

TurbSim, frequency-domain parameters are also used to define the model. Depending on

the purpose of simulation, a mathematical model of the wind can be simple or complex.

An x-y-z coordinate system is used for defining wind speed components, with the x-axis

oriented along the zero-yaw axis, the y-axis points left when facing downwind, and z-axis

points upward.

Simple wind models will be used to examine system response during the control design

process. A simple model typically involves specifying the x-component hub-height wind

speed and vertical shear for a time-series. Any changes in wind speed occur uniformly, i.e.

without spatial variation. An example of a simple AeroDyn hub-height input file can be

found in Appendix A. Simple multi-step wind inputs will be used for each region considered

in this research. They all use a power law vertical shear exponent of 0.147. Figure 2.5 shows

plots of the simple wind inputs. Note, the total duration of these inputs varies.
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Figure 2.5: Simple hub-height wind inputs for each region

Full-field wind models will be used to analyze system behavior and controller robustness

in simulations meant to represent real world conditions. These full-field models are developed

by specifying a set of characteristics in TurbSim, which then generates a full-field wind file

and coherent structure file compatible with AeroDyn. Figure 2.6 is a graphical representation

showing the difference between these complex 3-D full-field turbulence models and the simple

hub-height models. The important characteristics for the three full-field wind profiles used

Figure 2.6: Illustration of profiles for mean and actual wind speeds

are specified in Table 2.4. Fortunately, TurbSim has an NWTCUP spectral model that is
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meant to represent the conditions found at the NWTC, where the actual CART is located.

This turbulence profile will be used for all three full-field wind inputs. Figure 2.7 shows plots

of the full-field wind inputs, only for the x-component hub-height wind speed.

Characteristic Region 2 Region 2-3 Region 3

Spectral Model NWTCUP NWTCUP NWTCUP

Duration (s) 600 600 600

Frequency (Hz) 20 20 20

Gradient Richardson Number 0.05 0.05 0.05

Hub Height Mean Wind Speed (m/s) 8 13 18

Hub Height Standard Deviation (m/s) 1.41 1.83 2.75

Hub Height Min Wind Speed (m/s) 3.91 7.38 9.50

Hub Height Max Wind Speed (m/s) 13.54 17.70 27.77

Table 2.4: Characteristics of TurbSim wind files
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Figure 2.7: Hub-height wind speed for full-field wind inputs in each region

2.4.1.2 Blades

To model the highly nonlinear aerodynamics of the two CART blades, data is needed

for the lift and drag coefficients as a function of angle of attack as well as blade geometry.
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Due to the extreme angles of attack often encountered by wind turbines, data is provided

for ±180◦. This data was gathered by NREL engineers and is publicly available on their

web server [32]. When viewed from upwind, the blades rotate clockwise.

To solve for the aerodynamic force along each blade, BEM theory is used. The BEM

routines in AeroDyn are used to model the aerodynamics of the CART blades for simulation.

Similar code routines were used in WT Perf to generate the predicted performance surface

shown previously in Figure 2.3. For coverage of BEM theory, consult wind energy textbooks

[3, 11] and the AeroDyn Theory Manual [28].

2.4.2 Mechanics

Two basic wind turbine models are considered for designing the CVT control system.

Controllers will be designed for the single-DOF system of rotor rotation only and for the

two-DOF system which considers twist between the rotor and CVT input. Modeling the

mechanics associated with these DOF is required to design controllers. Other mechanics are

involved in the CART’s operation but will not be included in the control models.

2.4.2.1 Drivetrain

The wind turbine drivetrain involves modeling applied torques, rotating inertias, rotationally-

flexible shafts, and a CVT. Several approaches are considered in this research to model the

drivetrain, and are presented here in order of increasing complexity. Recall the CVT used

in this research is a blackbox design, hence none of its actuating mechanics will be modeled.

This is left to future research focused on a particular CVT design.

The first drivetrain model considers all bodies to be rigid, i.e. without twist. Not shown
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Figure 2.8: Rigid model of wind turbine drivetrain

in Figure 2.8 is the mapping of inertias across the gearbox. This will be made clear in the

equations to follow. A single differential equation of motion must be derived to determine

the rotor rotation. First consider the rotor and LSS,

(Irot + Ilss)θ̈rot = τaero − τlss (2.2)

Then consider inertias in the MSS reference frame and their acceleration,

(Igb + Imss + Icvt,i)θ̈mss =
1

N
τlss − τmss (2.3)

where Igb is the gearbox inertia mapped to the MSS and N is the gearbox ratio. Lastly,

consider inertias in the HSS reference frame and their acceleration,

(Icvt,o + Ihss + Igen)θ̈gen =
1

c
τmss − τgen (2.4)

where c is the CVT ratio. Now (2.4) is solved for τmss and plugged into (2.3),

ΣIM θ̈mss =
1

N
τlss −

[
c(ΣIH θ̈gen + τgen)

]
(2.5)
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where ΣIM and ΣIH are the sum of inertias in the MSS (including gearbox) and HSS frames,

respectively. Now, solve (2.5) for τlss and plug into (2.2),

ΣILθ̈rot = τaero −N
[
ΣIM θ̈mss + c(ΣIH θ̈gen + τgen)

]
(2.6)

where ΣIL is the sum of inertias in the LSS frame.

Recall, this model assumes all bodies to be rigid, therefore the acceleration of each shaft

can be written in terms of the rotor coordinate. This is where the presence of a CVT shows

its effect on the system dynamics. Take derivatives of the shaft speeds written in terms of

the rotor coordinate,

θ̇mss = Nθ̇rot

θ̈mss = Nθ̈rot

(2.7)

θ̇gen = cθ̇mss = c(Nθ̇rot)

θ̈gen = c(Nθ̈rot) + ċ(Nθ̇rot)

(2.8)

Equation (2.8) shows how a CVT can decouple the generator acceleration from the CVT

input shaft acceleration. A CVT ratio change in the absence of rotor acceleration will result

in generator acceleration. Alternatively, this may be viewed from the perspective of the rotor

as equation (2.9) below shows. This attribute is of great value to controlling the system load
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torque as will be demonstrated with controller designs in upcoming chapters.

θ̇rot =
θ̇gen
Nc

θ̈rot =
θ̈gen
Nc
−
ċθ̇gen

Nc2

(2.9)

Now, plugging the results of equations (2.7) and (2.8) into equation (2.6) gives the rotor

rotation equation of motion for this model,

ΣILθ̈rot = τaero −N
[
ΣIMNθ̈rot + c(ΣIH(cNθ̈rot + ċNθ̇rot) + τgen)

]
(2.10)

The form of this equation is not particularly useful for developing the simulation model with

FAST and Simulink. The FAST block in Simulink requires a signal containing the torque

of the MSS (or HSS for a typical wind turbine). Inputting the generator torque here would

be incorrect in the case of modeling a CVT wind turbine because the generator torque,

and accelerations of the HSS, are transformed through the CVT onto the MSS. Therefore,

equation (2.10) will be rearranged such that the torque on the MSS, called the load torque,

is represented in the equation of motion.

(ΣIL +N2ΣIM )θ̈rot = τaero −N
[
c(ΣIH(cNθ̈rot + ċNθ̇rot) + τgen)

]
(2.11)

τload = c(ΣIH(cNθ̈rot + ċNθ̇rot) + τgen) (2.12)

(ΣIL +N2ΣIM )θ̈rot = τaero −Nτload (2.13)

The signal fed to FAST’s block diagram for torque will be computed according to equation

(2.12) for the models using rigid bodies along the HSS. Notice the load torque is comprised of
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an inertial load and electromagnetic torque, plus it’s nonlinear. To be shown in the control

chapters, a key attribute of the CVT is its ability to control the load torque. Equation (2.11)

is a reflection of the system shown in Figure 2.8, whereas Figure 2.9 reflects equation (2.13).

Figure 2.9: Rigid model of wind turbine drivetrain in terms of load torque

In addition to the rotor rotational DOF, consider the CVT rotational DOF. An equiva-

lent linear torsional spring and damper between the LSS inertias and MSS inertias are used

to model the first drivetrain torsion mode. This model is meant to depict the rotational

flexibility of the rotor, LSS, gearbox, MSS, and CVT input. Bodies associated with the

output side of the CVT will be assumed rigid. Figure 2.10 depicts the system modeled with

equivalent stiffness, Kd, and damping, Cd.

Figure 2.10: Equivalent spring and damper drivetrain model

Modal analysis conducted by NREL for the normal CART reveal the equivalent stiffness
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to be 2.691×107 N-m/rad, but this corresponds to the first drivetrain torsion mode asso-

ciated with the rotor, LSS, gearbox, typical HSS, and generator [23]. It’s plausible to use

this stiffness for the CVT version of the CART modeled in this research, but modal analysis

would be essential for practical implementation. The drivetrain equivalent damping element

is assumed zero in this research.

Equations of motion must be developed for rotor rotation and CVT rotation, which are

coupled by a torsional spring and damper. The rotor equation is developed first,

ΣILθ̈rot = τaero − τs,l (2.14)

τs,l = Kd

(
θrot −

θcvt,i
N

)
+ Cd

(
θ̇rot −

θ̇cvt,i
N

)
(2.15)

where τs,l is the reaction torque from the torsional shaft in the LSS frame. Since Kd and Cd

are defined in the LSS frame, the CVT input angle and angular velocity are mapped to the

LSS by dividing each by the gearbox ratio, N . The equation of motion for rotation at CVT

input can be expressed in the MSS frame as,

ΣIM θ̈cvt,i =
τs,l
N
− τload (2.16)

where τload, a function of CVT parameters, must be represented differently than it is in

(2.12) due to the rotor speed and CVT input speed not being directly related by the gearbox

only since the LSS and MSS shafts are flexible. The load torque for this model is expressed

as,

τload = c
(
ΣIH(cθ̈cvt,i + ċθ̇cvt,i) + τgen

)
(2.17)
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Therefore, equation (2.16) can be expanded as,

ΣIM θ̈cvt,i =
1

N

(
Kd

(
θrot −

θcvt,i
N

)
+ Cd

(
θ̇rot −

θ̇cvt,i
N

))
− c
(
ΣIH(cθ̈cvt,i + ċθ̇cvt,i) + τgen

)
(2.18)

In a physical system, the input and output inertias of the CVT would be functions of the

CVT ratio, but these effects are not considered here. Equations (2.14) and (2.16) are the

drivetrain equations of motion for the system in Figure 2.10. The torsional shaft torque, τs,l,

and load torque, τload, appearing in these equations are computed from (2.15)and (2.17).

The last drivetrain model considered in this research has torsion throughout the drive-

train, including the bodies associated with the HSS, i.e. the CVT output, HSS, and generator.

The drivetrain DOF are rotor rotation, CVT rotation, and generator rotation. When the HSS

bodies were assumed rigid, the drivetrain torsion of the LSS and MSS bodies was modeled

with an equivalent torsional spring and damper. If torsion of the HSS were to be modeled

this way, the equivalent torsional spring would have a variable stiffness dependent on the

CVT ratio, and similarly for the damper. Instead of doing this, the stiffness and damping

of the HSS bodies will be modeled separately from the equivalent elements representing the

LSS and MSS bodies. The lumped inertias are divided amongst the torsional elements as

illustrated in Figure 2.11, but the gearbox mappings are not shown.

Figure 2.11: Equivalent spring and damper drivetrain model with flexible system load
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The equations of motion must be developed for the rotor rotation, CVT rotation, and

generator rotation. The rotor equation remains the same as (2.14) with the shaft torque still

defined by equation (2.15). The CVT equation is slightly modified from equation (2.16),

along with the load torque,

ΣIM θ̈cvt,i =
τs,l
N
− τload (2.19)

τload = c(Icvt,o(cθ̈cvt,i + ċθ̇cvt,i) + τs,h) (2.20)

τs,h = Kh(θcvt,o − θgen) + Ch(θ̇cvt,o − θ̇gen) (2.21)

where τs,h is the reaction torque of the torsional HSS and Kh and Ch are the stiffness and

damping coefficient, respectively. This research assumes zero damping for the HSS torsion.

The difference between equations (2.12) and (2.20) is the inertia used and the shaft torque,

τs,h, is used instead of generator torque.

Lastly, the generator equation for the fully torsional drivetrain system can be written

as,

(Ihss + Igen)θ̈gen = τs,h − τgen (2.22)

which now concludes the equations of motion, (2.14), (2.19), and (2.22), required to model

the fully torsional wind turbine drivetrain with a CVT. The torsional LSS torque, τs,l, load

torque, τload, and torsional HSS torque, τs,h, appearing in these equations are computed

from (2.15), (2.20), and (2.21).

As previously illustrated, the aerodynamics of the CART are nonlinear. The aerody-

namic torque, as modeled in this research, is a nonlinear function of wind speed, rotor speed,

and blade pitch. Explained in the next section, generator torque is modeled as a nonlin-

ear, although nearly linear, function of generator speed. Furthermore, the generator torque
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appears in the expression for load torque, equation (2.12), as do other nonlinearities. There-

fore, use of linear control theory will require linearizing these nonlinear functions. Deriving

linearized models is explained in section 2.5.

An important note about creating the simulation model with FAST and Simulink must

be made. The dynamics of a CVT and generator are coupled, as illustrated by the expres-

sion for load torque, therefore modeling the generator outside the FAST S-Function will be

required. This division of modeling tasks is illustrated in Figure 2.12. Remember, the

Figure 2.12: Modeling tasks assigned to FAST and Simulink

torque applied to the MSS is what must be fed to FAST, and since the generator torque

appears in equation (2.12), it must computed outside of FAST. The same goes for modeling

the torsional HSS.

2.4.3 Electrical

The most common application of wind turbines transforms wind power into electrical

power, usually a form of AC power which is sometimes converted to direct current (DC) for

special applications such as battery storage. All real AC circuits have resistance, capacitance,

and inductance with the latter two causing current and voltage sinusoids to be out of phase.
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Two types of power result in circuits with current and voltage out of phase, real and reactive

power. Apparent power is the the vector sum of the two, where θ is the phase angle. Real

Figure 2.13: Vector diagram of real, reactive, and apparent power

power is the portion that results in positive energy flow, i.e. useful power. Reactive power is

the portion that results in reversing energy flow due to the presence of energy storage circuit

components. A purely reactive or capacitive circuit, with current lagging or leading voltage

by 90◦, respectively, has zero net energy flow. Capacitive circuits produce reactive power

while inductive ones consume it. The power factor of a circuit is the ratio of real power to

apparent power or the cosine of phase angle.

power factor =
real power

apparent power
= cos (θ) (2.23)

The scope of this research does not require knowledge of line currents and voltages during

wind turbine operation, hence the information just presented will not be elaborated on or

considered in the simulation model but was introduced for completeness.

For the CART electrical system, only a model of electromagnetic torque is required in

this research to study drivetrain behavior for various methods of CVT control. This section

introduces the principles of generators, with focus on the induction generator used here, and

shows how the electromagnetic torque is modeled.
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2.4.3.1 Generator

The fundamental principles of electric generators lie within the physics of electromag-

netism. In short overview, a magnetic field is induced around a conductor with current

flow. This is the principle used in the creation of an electromagnet, with the magnetic field

strength being proportional to the current and number of coil loops. In reverse effect, alter-

ing a magnetic field in the presence of a conductor induces an electromotive force resulting in

current flow. Ampere’s Law describes induced magnetic fields while Faraday’s Law describes

induced electromotive force. For information on modeling electromagnetics, consult physics

textbooks, including those on rotating electric machines [33, 34].

A generator has a rotor and stator, with the design of each dependent on the type of

generator. Armature windings are found on the stator, where induced voltage results in

current flow in the coils which transmits electrical power from the generator to the grid or

auxiliary electrical equipment. Field windings, responsible for creating the magnetic field,

may be found on the rotor or stator depending on generator design.

There are three aspects dictating the rotational speed of a generator directly connected

to an AC electrical grid: number of poles, grid frequency, and number of phases. The num-

ber of poles refers to magnetic poles of the generator’s stator. Grid frequency refers to the

sinusoidal frequency of the grid’s AC current and voltage. The number of phases refers

to the conductors responsible for transmitting electrical power in the generator (armature

windings) and grid. Commonly used 3-phase AC, with 120◦ phase-shifted voltages, has the

ability to create a rotating electromagnetic field in the stator. Below is a schematic of a

2-pole, 3-phase system showing how the rotating magnetic field corresponds to current flow

in each phase. Notice there are two poles per phase, thus a total of six poles in the stator.
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Figure 2.14: Illustration of stator windings for a 2-pole, 3-phase generator

If there were six poles per phase, the magnetic field would rotate at 1/3 the speed.

If a generator is connected directly to the grid without frequency conversion PE, then it

must produce AC power at grid frequency. The mechanical speed of the generator rotor that

corresponds to grid frequency is referred to as the synchronous speed. Synchronous speed is

calculated as,

ωsyn =
60f

P/2
(2.24)

where f is frequency of AC in Hz, and P is number of poles per phase. Therefore, the system

shown in Figure 2.14 has a synchronous speed of 3600 rpm if expected to output 60 Hz AC.

In general, three types of electric generator designs exist: synchronous, asynchronous,

and parametric. The name of the former two refers to the rotational speed of the generator

rotor. If the generator rotor rotates at synchronous speed, as defined by (2.24), then it’s

the synchronous type, otherwise it’s asynchronous. As for parametric type, also known as

doubly salient, some consider these as synchronous type. Basics of the synchronous and

asynchronous type will be covered here. For full coverage of the various types of electric

generators, see [34].

Synchronous generators output voltage and current frequency that is synchronized with

the rotor mechanical frequency. Direct connection to a grid requires synchronization of
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frequency and phase. Figure 2.15 shows the basic configuration of synchronous generators.

Electromagnets are created from the field windings of the rotor with an externally controlled

DC current. The stator contains multiple windings of the armature with 3-phase AC from

the grid producing a fixed-speed rotating magnetic field. No relative motion exists between

the fields when the rotor is at synchronous speed. If the rotor has no load, the fields

Figure 2.15: Illustration of synchronous generator

will be aligned. As load is applied to the rotor, misalignment of the rotor and stator fields

results in an electromagnetic torque that tries to maintain alignment. Although misaligned

under load, the fields remain in sync with the same angular velocity. The angle between the

rotor and stator field is known as the load angle, δ, sometimes referred to as power angle.

Electromagnetic torque is greatest for δ = 90◦, however δ = 30◦ is suggested for stable

operation. In mechanical terms, load angle may be thought of as a very stiff spring. This

results in a nearly rigid coupling between the generator and grid, meaning very little load

absorption. [3, 10]

Asynchronous generators, often called induction, rely on the grid for excitation and

operate at angular speeds slightly higher than synchronous speed. Figure 2.16 shows the

basic configuration of induction generators. Stator windings are excited by a 3-phase AC
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grid, providing the terminal voltage regulation and resulting in a magnetic field rotating

at synchronous speed, therefore the stator contains both armature and field windings. The

squirrel-cage rotor, consisting of aluminum or copper bars parallel to the rotational-axis and

connected to aluminum end-rings, achieves current flow due to electromagnetism from the

rotating stator field. Electromagnets in the rotor result from the squirrel-cage current

Figure 2.16: Illustration of induction generator

flow. When the rotor is at synchronous speed, no electromagnetism occurs and there is no

real power flow. However, there is always reactive power consumption to energize the field

windings. If rotor angular speed becomes greater than synchronous, real power is sent to

the grid. This relative motion between the rotor and stator fields is called slip,

s =
ωsyn − ωgen

ωsyn
(2.25)

where ωgen is angular speed of the generator rotor. Slip is often presented as a percentage

by multiplying (2.25) by 100. Typical values are around 1-2%, negative when generating and

positive when motoring. For the drivetrain dynamics, this slip is valuable because it acts as

a damper, absorbing loads but at the cost of efficiency. Another key advantage to induction
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generators is that no voltage control or synchronization is required, as it’s provided by the

grid in the stator windings.

To summarize key attributes mentioned above, Tables 2.5 and 2.6 list advantages and

disadvantages of synchronous and induction generators [3, 10, 11]. In the context of fixed-

Advantages Disadvantages

power factor control dynamic loads

efficiency external control of field

weak grid stability

Table 2.5: Synchronous generator

Advantages Disadvantages

rugged construction low power factor

relatively inexpensive consumes reactive power

grid synchronization

load absorption

Table 2.6: Induction generator

speed wind turbines, a mechanical analogy is shown in Figure 2.17 to illustrate the effect

synchronous and induction generators have on the drivetrain. In the case of variable speed

Figure 2.17: Mechanical analogy of grid-connected induction and synchronous generators

wind turbines, load can be absorbed by an increase in rotational kinetic energy. Given the

very rigid coupling between a synchronous generator and the grid, the CVT control system

would require a bandwidth on the order of 60 Hz in comparison to the approximate 3 Hz
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suggested for use with an induction generator [6].

The normal CART has a 600 kW induction generator connected to a constant 60 Hz grid

with frequency conversion PE. This research decides to use the same induction generator,

but without PE. A model of the electromagnetic torque is needed to study the mechanical

behavior of the drivetrain for various methods of CVT control.

A steady state induction generator model is used for this research. When the frequency

of wind-induced torque in the drivetrain is less than that of the grid electrical frequency, as

is typically the case, this approach is acceptable [3]. To model this, the equivalent circuit

shown in Figure 2.18 is used. Using this circuit, all the generator characteristics necessary

Figure 2.18: Equivalent circuit used to model the induction generator

for this research can be obtained, assuming the circuit data is known.

Engineers at NREL provided the necessary equivalent circuit data for the CART, which

they received from the generator manufacturer. The CART generator equivalent circuit

parameters and values are listed in Table 2.7. Consult Appendix B to see the equivalent

circuit calculations used to obtain the mechanical characteristics of the CART’s induction

generator. The resulting mechanical torque as a function of slip is displayed in Figure 2.19

and key values are in Table 2.8.

Recall in section 1.1.3, the importance of matching system load characteristics to those of
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Circuit Parameter Symbol Value Units

Terminal voltage V 460 V

Stator leakage reactance XLS 0.10104 p.u.

Stator resistance RS 0.00798 p.u.

Rotor leakage reactance X ′LR 0.07324 p.u.

Rotor resistance R′R 0.00847 p.u.

Magnetizing reactance XM 3.73419 p.u.

Core loss resistance RM 108.5131 p.u.

Base ohms Ωbase 0.32600 Ω

Table 2.7: Equivalent circuit data for CART generator
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Figure 2.19: Mechanical torque as a function of slip for the modeled induction generator

Parameter Symbol Value Units

Rated torque (τgen)rated -3212 N-m

Rated slip srated -0.87 %

Pull out torque τpullout -8887 N-m

Table 2.8: Key mechanical parameters of the CART generator

the aerodynamics. Unfortunately, this common application of high-speed electric generators

connected to the fixed-frequency grid makes for a poorly matched system load in wind
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turbines. Large gearboxes in combination with frequency conversion PE are often used to

match the load characteristics better. However, this research focuses on the use of a CVT,

allowing the generator to produce grid quality power without PE. The focus of this research

is on control techniques for the CVT, which will now be introduced.

2.4.4 Controls

Linear time-invariant (LTI) control theory is used to develop both classical and modern

controls for closed-loop control of the CVT wind turbine in this thesis. Therefore, any non-

linear models are first linearized about a specified operating point. The linearized physical

plants can then be used for control system design. In addition, typical wind turbine torque

control is used but in the context of CVT actuation instead of the usual generator torque.

To ensure robustness, the controllers are then simulated with the nonlinear physical plant.

Recall Figure 1.21 for this process.

The nonlinear wind turbine simulator is still a deviation from the actual CART since

it too is just a mathematical model that does not account for all physical phenomena. It’s

important to understand that control system design is based on a simplified model of the

actual system, which is represented by a simulation model in this thesis.

Control actuation of a CVT involves commanding either the CVT ratio or ratio rate.

Throughout this thesis, the CVT ratio rate is chosen as the variable to command. By spec-

ifying an initial condition, the CVT ratio is easily determined as needed for the simulation

model. Equation (2.26) shows this.

c(t) =

∫
ċ dt with c(0) = co (2.26)
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A brief explanation of each control method will be introduced next, and the chapters to

follow detail each controller design for the CVT CART.

2.4.4.1 Typical Control

Typical control for variable-speed wind turbines involves commanding a load torque,

typically the generator torque, based on modeled aerodynamic torque-rpm characteristics.

For Region 2, these characteristics are for peak power coefficient at fixed pitch, recall Figure

1.9 , requiring a variable-speed rotor. A non-zero net torque on the drivetrain will accelerate

or decelerate the inertias accordingly. By matching the torque-rpm characteristics of the

load to the optimal aerodynamics, the rotor will track the modeled peak power coefficient.

For Region 2.5, the torque-rpm characteristics should provide a smooth transition between

Region 2 and 3 while limiting rotor speed. Like Region 2, this requires variable-speed

operation but with a different objective. Lastly, for Region 3, the load torque must be

held constant while a pitch controller regulates rotor speed, thus achieving the Region 3

objective of regulating power output. This research does not consider a generator with

torque control, used in typical variable-speed wind turbines, therefore it must be understood

how the CVT is capable of controlling torque when coupled to a generator with rigid torque-

rpm characteristics.

Recall in section 1.1.3 and Figure 1.19, it was said that it can be advantageous to view

the CVT and generator, together, as the system load. The torque at the CVT input will

be considered the load torque, τload, in this approach. Recall this from equations (2.11) to

(2.13). The mathematical approach to this perspective will be formulated in Chapter 3.
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2.4.4.2 Classical Theory

Using classical linear control theory, it quickly becomes difficult to design controls that

will account for multiple DOF. This is because a single control loop in classical theory rep-

resents a single-input single-output (SISO). For wind turbine control, the single-output of

a classical control loop is particularly troublesome since it’s often desirable to control more

than a single system variable. It’s possible to design multiple control loops in attempt to

achieve multi-input multi-output (MIMO) control. Other variations of this include single-

input multi-output (SIMO) and multi-input single-output (MISO) controllers. However,

since each control loop is designed independently, undesirable controller interactions may

result. As an advantage, classical theory is typically less sensitive to modeling errors than

modern theory [35].

For classical control, controller input is an error signal, e(t), calculated based on a set-

point. The setpoint depends on the control objective, which varies with region in the case

of a wind turbine. Once an error signal is formulated, the input-output description of the

closed-loop system can be represented by a transfer function in the Laplace domain, assum-

ing a linear mathematical model of the system is available. With classical control, the plant

has a single output so its fidelity is very limited. The approach used is briefly mentioned

next and applied in Chapter 4.

Figure 2.20: Classical control loop with single-input single-output

Tuning controller gains (or plant parameters, if able) will modify system response.
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This research uses a proportional-integral-derivative (PID) controller as its classical method,

therefore there are three tunable gains. A PID controller is shown mathematically, in time

and Laplace domains, by equations (2.27) and (2.28).

f(t) = KP e(t) +KI

∫
e(t) dt+KD

d

dt
e(t) (2.27)

F (s) =
(
KP +

KI
s

+KDs
)
E(s) (2.28)

In this research, f(t) will be the CVT ratio rate. The Laplace variable, s, isn’t to be confused

with the variable used for generator slip as defined in (2.25).

2.4.4.3 Modern Theory

Modern linear control theory allows controllers with higher fidelity, e.g. MIMO, to be

designed in a single control loop. More control objectives can be achieved this way. How-

ever, a more accurate model may be required than with classical control to achieve robust

operation [35]. With the inclusion of more parameters than would be used in the model for

classical theory, it may be necessary to use gain scheduling or design the controller at multi-

ple operating points for a nonlinear system. Without doing so, the system will deviate from

its designed response and may become unstable. The methods used are briefly mentioned

next and applied in Chapter 5.

Modern control of the CVT in Region 2 will be done with Disturbance Tracking Con-

trol (DTC) theory. To see the study of DTC theory in the context of wind turbines, consult

[36, 37]. The purpose of DTC is to track input disturbances without measuring them. The

key fundamental to DTC theory is that it uses an assumed disturbance waveform. Knowl-
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edge of the input and output along with an assumed waveform allows the disturbance to be

estimated, and tracked in the case of DTC. This is valuable for Region 2 control since the

primary objective is to track λopt.

Modern control of the pitch actuator in Region 3 could be done with Disturbance Ac-

commodating Control (DAC) theory [24, 38], but this thesis sticks with PI pitch control

while the CVT will use typical torque control. Always using PI pitch control makes it easier

to compare CVT controllers. Additionally, drivetrain damping will be added by designing a

realizable modern controller for the CVT that allows torque perturbations about its setpoint

torque.

2.5 Linearized Models

If linear control analytics are to be conducted, linearized mathematical models are

needed. This section focuses on linearization of the models but does not consider their

use in the context of controller design, which is covered in the following chapters on con-

trol. Let’s now look at linearizing models to formulate transfer functions and state space

representations, which will prove useful for control design.

2.5.1 Rigid Drivetrain Linearization

The rigid body equation of motion expressed by (2.13) is reprinted here for convenience,

(ΣIL +N2ΣIM )ω̇rot = τaero −Nτload
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To simplify notation, it will be rewritten as,

Idrω̇rot = τaero − τlss (2.29)

This equation will be linearized for use in designing controls based on the rigid body model.

Both torque terms in (2.29) are nonlinear, therefore they need to be linearized about

an operating point. To express these as linear functions, a Taylor series expansion will

be performed for each, where the function and its derivatives are evaluated at a specified

operating point. This is done for the aerodynamic torque as,

τaero = f{ωrot, β, v}

= τaero{ωroto , βo , vo}+ δτaero

= (τaero)o +
∂τaero
∂ωrot

δωrot +
∂τaero
∂β

δβ +
∂τaero
∂v

δv +���hots

(2.30)

where the higher order terms (hots) are assumed negligible. The delta terms represent

perturbations about the operating point. This linearized aerodynamic torque model includes

perturbations of rotor speed, blade collective-pitch, and wind speed. If the LSS torque is

linearized as is, i.e. without expanding it to include the rigid body load torque expression of

(2.12), then it’s written as,

τlss = f{ωrot, ω̇rot, c, ċ}

= τlss{ωroto , ω̇roto , co , ċo}+ δτlss

(2.31)

Generator torque does not appear in this expression because it’s a function of generator

speed which is a function of the CVT ratio and rotor speed for the rigid drivetrain model.
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If (2.31) is expanded like aerodynamic torque was, it can be written as,

τlss = (τlss)o +
∂τlss
∂ωrot

δωrot +
∂τlss
∂ω̇rot

δω̇rot +
∂τlss
∂c

δc+
∂τlss
∂ċ

δċ+���hots (2.32)

Combining equations (2.30) and (2.31) back into (2.29), a linearized form of the rigid drive-

train equation of motion is,

Idr
(
(ω̇rot)o + δω̇rot

)
= (τaero)o +

∂τaero
∂ωrot

δωrot +
∂τaero
∂β

δβ +
∂τaero
∂v

δv −
(
(τlss)o + δτlss

)
(2.33)

All operating points will be chosen at steady state, i.e. with no acceleration, therefore the

aerodynamic torque and LSS torque must equal one another at equilibrium, otherwise there

would be rotor acceleration. This also means the CVT ratio rate will be zero at equilibrium,

because a non-zero ratio rate causes acceleration. These conditions simplify (2.33) to,

Idrδω̇rot =
∂τaero
∂ωrot

δωrot +
∂τaero
∂β

δβ +
∂τaero
∂v

δv − δτlss (2.34)

Using the same operating point assumptions, equations (2.30) and (2.32) can be formulated

back into (2.29), which gives the expanded form as,

Idrδω̇rot =
∂τaero
∂ωrot

δωrot +
∂τaero
∂β

δβ +
∂τaero
∂v

δv −
(
∂τlss
∂ωrot

δωrot +
∂τlss
∂ω̇rot

δω̇rot

+
∂τlss
∂c

δc+
∂τlss
∂ċ

δċ

) (2.35)
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Grouping terms reveals another useful form of the linearized rigid drivetrain model,

(
Idr +

∂τlss
∂ω̇rot

)
δω̇rot =

(
∂τaero
∂ωrot

− ∂τlss
∂ωrot

)
δωrot −

∂τlss
∂c

δc− ∂τlss
∂ċ

δċ+
∂τaero
∂β

δβ

+
∂τaero
∂v

δv

(2.36)

As a side note, the nonlinear generator torque is linearized for the rigid drivetrain model as,

τgen = f{ωgen} = f{ωrot, c}

= τgen{ωroto , co}+ δτgen

= (τgen)o +
∂τgen
∂ωrot

δωrot +
∂τgen
∂c

δc+���hots

(2.37)

which allows τgen to be expressed in terms of δωrot and δc. This is why the generator torque

does not appear explicitly in the linearization of LSS torque because it will appear in the

rotor speed and CVT ratio terms.

The chapters on control will use both forms of the linearized rigid drivetrain equations,

(2.34) and (2.36), for controller design. The derivatives will be evaluated symbolically and

numerically for the CART as needed in those chapters.

2.5.1.1 Typical Region 2

The typical Region 2 law, not yet derived, will be linearized and the characteristic

equation associated with the wind speed input to rotor speed output will be evaluated. This

will prove useful for tuning classical and modern controllers. Start with the rigid drivetrain

equation of motion, (2.29), which is rewritten as,

Idrω̇rot = τaero − τc (2.38)
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where τc is a control torque commanded according to the typical law for Region 2, equal to

Kτω
2
rot, where Kτ is a fixed gain. This expression will be derived later. This commanded

torque is nonlinear but may be linearized using a Taylor series expansion with the function

and its derivative evaluated at the operating point,

τc = f{ωrot} = Kτω
2
rot

= τc{ωroto}+
dτc
dωrot

δωrot

= (τc)o + 2Kτωrotoδωrot

(2.39)

The purpose of this linearization is to obtain a transfer function between the wind speed

and rotor speed. The transfer function poles will give insight into the rotor speed response.

This information may then be used as a reference tuning point for classical and modern

controllers. Reformulate the equation of motion, (2.29), using the linearized expressions,

(2.30) and (2.39), along with the assumptions of no acceleration at the operating point,

Idrδω̇rot =
∂τaero
∂ωrot

δωrot +
∂τaero
∂β �

��
0

δβ +
∂τaero
∂v

δv − 2Kτωrotoδωrot (2.40)

where pitch perturbation is zero for Region 2. Transforming to the Laplace domain gives,

Idrs∆Ωrot =
∂τaero
∂ωrot

∆Ωrot +
∂τaero
∂v

∆V − 2Kτωroto∆Ωrot (2.41)

which can be rearranged to formulate the transfer function,

∆Ωrot
∆V

=
∂τaero
∂v

Idrs− ∂τaero
∂ωrot

+ 2Kτωroto
(2.42)
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The characteristic equation, denominator of (2.42), has a single root at,

p1 =

∂τaero
∂ωrot

− 2Kτωroto

Idr
(2.43)

whose value depends on the point of linearization. In summary, attributes of this linearized

typical control model will be used as a reference for tuning the classical and modern con-

trollers designed in this research.

2.5.1.2 Transfer Functions

The linearized rigid drivetrain model expressed by (2.36) will prove to be useful for

designing the classical controllers for the CVT and pitch actuator. By developing a Region

2 control law that commands the CVT ratio rate as a function of measured rotor speed and

wind speed, the closed-loop transfer function can be derived between the wind speed input

and rotor speed output. Controller gains will then be tuned to provide a satisfactory system

response. Similar statements can be made about designing a classical pitch controller. The

classical controller designs and tuning will be done in Chapter 4.

Transforming the linearized equation of motion, (2.36), to the Laplace domain, with the

collective pitch perturbation set to zero for Region 2, gives,

(ω̇rot terms)s∆Ωrot = (ωrot terms)∆Ωrot − (c terms)∆C − (ċ terms)s∆C + (v terms)∆V

(2.44)

where the linearized terms haven’t been written explicitly, since the point is to understand

how a useful transfer function can be formulated. If the controller uses a TSR setpoint that

computes the ratio rate, ċ(t), based on measurements of rotor and wind speed, then the
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Laplace ratio perturbation can be expressed as a function of perturbed rotor and wind speed

as well as any tunable gains, i.e. ∆C = f{∆Ωrot,∆V, gains} . By expressing (2.44) in this

way, a transfer function can be found between the wind speed input and rotor speed output.

2.5.1.3 State Space: 1-State

A state space representation with 1-state, perturbed rotor speed, can be formulated

based on (2.34). The control input is perturbed load torque and the disturbance input is

perturbed wind speed. Perturbed collective-pitch is also a control input variable, however

it will cancel for Region 2 operation since pitch is fixed. The state equation for (2.34), a

1-state system, is written as,

δω̇rot = Aδωrot +B

δτload
δβ

+ Γδv (2.45)

A =

∂τaero
∂ωrot

Idr
, B =

[
−N
Idr

∂τaero
∂β

Idr

]
, Γ =

∂τaero
∂v

Idr

Note the perturbed load torque, δτload, is where all the CVT dynamics are contained, making

this an attractive model due to its simplicity.

2.5.1.4 State Space: 2-State

A state space representation with two states, perturbed rotor speed and CVT ratio,

can be formulated based on (2.36). The control input is perturbed CVT ratio rate and the

disturbance input is perturbed wind speed. Perturbed collective-pitch is also a control input

variable, however it’s zero for Region 2 operation since pitch is fixed. The state equation for
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(2.36), a 2-state system, is written as,

δω̇rot
δċ

 = A

δωrot
δc

+B

δċ
δβ

+ Γδv (2.47)

A =


∂τaero
∂ωrot

− ∂τlss
∂ωrot

Idr+
∂τlss
∂ω̇rot

−∂τlss∂c

Idr +
∂τlss
∂ω̇rot

0 0

 , B =


−

∂τlss
∂ċ

Idr+
∂τlss
∂ω̇rot

∂τaero
∂β

Idr +
∂τlss
∂ω̇rot

1 0

 , Γ =


∂τaero
∂v

Idr+
∂τlss
∂ω̇rot

0



This representation is sensitive to the operating point due to the equilibrium CVT ratio

being in some terms. This could lead to unstable operation away from the operating point,

or require the controller to be designed at multiple operating points.

2.5.2 Torsional Drivetrain Linearization

The equations of motion for the flexible drivetrain model, which are expressed by (2.14)

and (2.16), are reprinted here for convenience,

ΣILω̇rot = τaero − τs,l

ΣIM ω̇cvt,i =
τs,l
N
− τload

which are the rotor rotation and CVT input rotation equations. Also, recall (2.15) for the

shaft reaction torque, τs,l, expression. These equations, (2.14) and (2.16), are expressed

with three torque terms. The shaft reaction torque, τs,l, was modeled with a linear spring

and linear damping element, therefore only the aerodynamic torque and load torque require

linearization. The aerodynamic torque is linearized exactly the same as before, see (2.30).
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The shaft torque is written as,

τs,l = f{θrot, θcvt,i, ωrot, ωcvt,i}

= τs,l{θroto , θcvt,io , ωroto , ωcvt,io}+ δτs,l

= (τs,l)o +Kd(δθrot −
1

N
δθcvt,i)− Cd(δωrot −

1

N
δωcvt,i)

(2.49)

For the operating point to have no accelerations, the aerodynamic torque must equal the shaft

reaction torque at equilibrium, (τaero)o = (τs,l)o =⇒ (ω̇rot)o = 0. Under these conditions,

the linearized rotor equation for the torsional drivetrain is,

ΣILδω̇rot =
∂τaero
∂ωrot

δωrot+
∂τaero
∂β

δβ+
∂τaero
∂v

δv−Kd(δθrot−
1

N
δθcvt,i)−Cd(δωrot−

1

N
δωcvt,i)

(2.50)

To derive the CVT input rotation equation, an expression for the linearized load torque is

needed. If it’s linearized as is, i.e. without expanding it to include the load torque expression,

(2.17), then it’s written as,

τload = f{ωcvt,i, ω̇cvt,i, c, ċ}

= τload{ωcvt,io , ω̇cvt,io , co , ċo}+ δτload

(2.51)

Combine (2.49) and (2.51) into (2.16) while using the same operating point conditions,

1
N (τs,l)o = (τload)o =⇒ (ω̇cvt,i)o = 0, and a linearized form of the CVT input rotation

equation is written as,

ΣIM δω̇cvt,i =
1

N

(
Kd(δθrot −

1

N
δθcvt,i) + Cd(δωrot −

1

N
δωcvt,i)

)
− δτload (2.52)
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The chapters on control will use the linearized CVT rotation equation, (2.52), and the

linearized rotor equation, (2.50), for controller design. The derivatives of aerodynamic torque

will be evaluated numerically for the CART as needed in those chapters.

2.5.2.1 State Space: 3-State

For an equivalent spring and damper used to represent the drivetrain torsion properties

of the LSS and MSS, a state space representation can be formulated with three states.

For this torsional model, the rotor and CVT input rotations are degrees of freedom. The

state variables are perturbed rotor speed, perturbed equivalent shaft deflection torque, and

perturbed CVT input speed. The control and disturbance inputs are perturbed load torque,

collective-pitch, and wind speed, analogous to the 1-state model.

The state equation is based on (2.50) and (2.52),

ẋ = A


δωrot

Kd

(
δθrot −

δθcvt,i
N

)
δωcvt,i

+B

δτload
δβ

+ Γδv (2.53)

A =



∂τaero
∂ωrot

− Cd
ΣIL

−1

ΣIL

Cd/N

ΣIL

Kd 0 −Kd/N
Cd/N

ΣIM

1/N

ΣIM

−Cd/N2

ΣIM


, B =


0

∂τaero
∂β

ΣIL

0 0

−1

ΣIM
0


, Γ =



∂τaero
∂v

ΣIL

0

0



where ẋ, the state derivatives, notation is used for convenience. Again, note that all the

CVT dynamics are contained within the perturbed load torque, δτload.
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Chapter 3

Typical Control

To use typical variable-speed control for the CART with a CVT, a mathematical model

must be developed for the CVT that illustrates its ability to control load torque. Imagine a

scenario in which the load torque, in the MSS reference frame, must match a torque setpoint,

τset, in the LSS reference frame. The load torque is easily mapped to the LSS by multiplying

it with the gearbox ratio, N . This is written as,

Nτload = τset (3.1)

Inserting the CVT expression for load torque defined by (2.12) for a rigid drivetrain gives,

Nc(ΣIH(cNω̇rot + ċcNωrot) + τgen) = τset (3.2)

Solving this for the commanded variable, ċc, results in,

ċc =
τset/N − c2ΣIHNω̇rot − cτgen

cΣIHNωrot
(3.3)
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Commanding the CVT ratio rate with expression (3.3) results in a load torque equal to

the setpoint torque mapped to the MSS frame. This CVT control law will be referred to as

the ratio rate law, but in the context of typical control it will be called the typical torque

(TT) method. The ratio rate law will prove to be very useful for both typical and modern

control. Specifying a setpoint torque (fixed or as a function of rotor speed), plus measuring

rotor speed and generator torque is needed to implement this CVT ratio rate command for

the rigid drivetrain model.

A simplified version of the TT method will also be tested, which ignores the inertial

effects of the HSS and estimates generator torque. In other words, it’s an approximate steady

state approach to deriving the control law. The CVT input shaft acceleration and CVT ratio

rate are terms that involve the summed inertia associated with the HSS, and since both will

be ignored by the control law, they are set to zero in equation (3.2). The generator torque

is estimated as a linear function of generator speed, with a slope of Qr. This estimation will

be done for each region. Thus, (3.2) can be written for this simplified method as,

NccQr(Nccωrot − ωsyn) = τset (3.4)

Generator speed is written in terms of rotor speed and the CVT ratio since setpoint torque

will be derived as a function of rotor speed. Solving for the commanded CVT ratio, cc, gives,

cc =

√
Qrωsyn +

√
Qrω2syn + 4τsetωrot

2
√
QrNωrot

(3.5)

This version of typical control will be called the steady state typical torque (SSTT) method.

The appeal of this control law is it only requires a rotor speed measurement. To understand
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how (3.3) and (3.5) can be used to achieve the control objectives, the setpoint torque must

be determined for each region of operation, namely, Region 2, 2.5, and 3.

3.1 Region 2

The key objective of Region 2 is to track λopt while pitch is fixed at −1.0◦. To derive

the rotor τ -ω characteristics associated with λopt, begin with the equation for wind power

captured by a rotor at peak power coefficient,

Paero =
1

2
ρAv3(Cp)max (3.6a)

τc ωrot =
1

2
ρπr2v3(Cp)max (3.6b)

where control torque, τc, is the rotor torque needed to achieve (Cp)max . Solving the TSR

equation, (1.3), for wind speed, v, with λ = λopt and plugging it into (3.6b) gives,

τc ωrot =
1

2
ρπr2

(
rωrot
λopt

)3

(Cp)max (3.7)

Simplifying this equation and solving for τc results in,

τc{ωrot} =
ρπr5(Cp)max

2λ3opt
ω2rot = Kτω

2
rot (3.8)

where all parameters of the torque gain, Kτ , are known from the modeling process, therefore

the desired control torque is a function of squared rotor speed. For the CART, as modeled

in this research using WT Perf, the torque gain is computed as 4854.2 N-m/rad/s2. With

this, (3.8) will be the Region 2 setpoint torque, τset, to use in TT law (3.3), and SSTT law
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(3.5). The generator torque slope, Qr, used for Region 2 estimation is 2001.4 N-m/rad/s.

3.2 Region 2.5

The key objective of Region 2.5 is to smoothly transition from Region 2 to Region 3

while limiting rotor speed to 41.7 rpm, the rated speed. Pitch will be fixed at −1.0◦. The

high end of Region 2.5 is dictated by the start of Region 3, but the low end is left to the

discretion of the control engineer. A rotor speed of 39.2 rpm will be used for the starting

point of Region 2.5. The τ -ω characteristics for Region 2.5 are determined by deriving an

equation for the torque, similar to what was done for Region 2 above. Region 2.5 will be

designed as a linear interpolation of the torque between Region 2 and 3, as a function of

rotor speed. This approach for torque control has been used by [38, 37].

τc{ωrot} =
τrated − τ2f
ω3i − ω2f

(ωrot − ω2f ) + τ2f (3.9)

τrated and ω3i are the rated rotor torque and Region 3 transition rotor speed, while τ2f and

ω2f are the rotor torque and speed at the end of Region 2. An ω3i of 0.3 rpm less than

rated rotor speed is used to avoid continual operation at the transition point in Region 3.

Previously, it was decided that ω2f = 39.2 rpm. This equates to an MSS range of 95 rpm for

Region 2.5. The torque, τ2f , is easily computed using the Region 2 torque equation, (3.8).

This gives τ2f = 81.791 kN-m. Rated rotor torque is known to be 139.857 kN-m. With these

values, (3.9) will be the Region 2.5 setpoint torque, τset, to use in TT law (3.3), and SSTT

law (3.5). The generator torque slope used in Region 2 is left unchanged here.
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3.3 Region 3

The key objective of Region 3 is to regulate power output. This will be done by using

pitch control for rotor speed regulation in conjunction with CVT control for torque regula-

tion. A classical PI pitch controller is used, see Appendix C for details. For Region 3 CVT

control, no derivation is required for the rotor torque as a function of speed, as was done for

Region 2 and 2.5 with equations (3.8) and (3.9), respectively. The torque to be used for the

Region 3 setpoint torque, τset, in (3.3) and (3.5) is simply the rated torque, τrated, a fixed

value. The generator torque slope used for Region 3 is 1966.3 N-m/rad/s.

3.4 Summary of Torque Method

The torque control, to be accomplished with CVT actuation by using the TT method,

(3.3), or SSTT method, (3.5), may now be summarized for all three operating regions consid-

ered in this research. Figure 3.1 offers a pictorial representation of typical control. Notice

if the Region 2 torque law was used up to rated torque, which would be ideal for energy
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Figure 3.1: Graphical summary of typical torque control
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capture, then rotor speed would exceed the speed allowed to meet noise requirements. This

is why Region 2.5 must exist for the CART.

The SSTT method will only be used in this chapter. It’s not considered in the devel-

opment of any other controller. However, since it’s easier to practically implement than TT

control, it’s suggested for future research.

3.5 Modified Torque Method

To adjust rotor speed response to be faster or slower than what’s achieved with typical

torque control, what has been labeled as the Optimally Tracking Rotor (OTR) law can be

used [39]. With the typical torque law, the setpoint torque, τset, in (3.3) and (3.5) is simply

equal to the derived expressions for control torque: (3.8), (3.9), and τrated. For OTR law,

setpoint torque for each region now involves additional terms and is expressed as,

τset = τc −Gτ (τaero − τc) (3.10)

where τc is defined the same as before for each region. Analyzing scenarios for the OTR law

will help to understand it. See Table 3.1 for this.

Wind Condition Compare Torques Compare Laws OTR Response

Gust τaero > τc (τset)OTR < (τset)typ more acceleration

Lull τaero < τc (τset)OTR > (τset)typ more deceleration

Steady τaero = τc (τset)OTR = (τset)typ same operating pt

Table 3.1: Analyzing the Optimally Tracking Rotor law for Gτ > 0
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To avoid measuring τaero, it can be calculated as,

τaero = Irotω̇rot + τset (3.11)

Inserting (3.11) into (3.10) and solving for the setpoint torque gives,

τset =
τc −Gτ (Irotω̇rot − τc)

1 +Gτ
(3.12)

which is the expression to be used in (3.3) and (3.5), in conjunction with the torque equations

associated with each region, (3.8), (3.9), and τrated. Together, all these expressions define

the OTR law for the CVT. Note, Gτ < 0 should be used in Region 3 for better regulation.

3.6 Simulations

The TT and SSTT methods for typical torque control are easily implemented into the

Simulink environment as a controller for the CVT. The output of TT and OTR controllers

is commanded CVT ratio rate, which is used as the actual ratio rate and sent through

an integrator to get the CVT ratio. Both are then used by the CVT and HSS dynamics

equations to simulate the system coupled to the MSS, where the FAST model ends. Note,

an air density of 1.03 kg/m3 will be used for all simulations and linearizations.

3.6.1 Region 2

The simple Region 2 wind input is used to test the fundamental ability of the Region

2 controllers to track λopt. The results of this simulated with the nonlinear model using
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the typical torque controllers is shown in Figure 3.2. The ideal λopt signal is also shown

for reference. The rotor speed resulting from SSTT control is indistinguishable from TT
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Figure 3.2: Rotor speed and ratio rate for typical control with simple Region 2 wind input

control. Clearly, both typical torque controllers are capable of closely tracking λopt and the

CVT ratio rates are well within the limits.

It’s important that generator torque does not decrease a lot when the CVT actuates,

because this could result in motoring. This will happen if the CVT control is too aggressive

as it will attempt to create a very large torque differential capable of quickly accelerating the

rotor. Figure 3.3 shows the generator speed from the multi-step simulation. Observation of

the generator torque for these sudden disturbances suggests the CVT control action is not

too aggressive. In fact, more aggressive control can used without motoring.
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Figure 3.3: Generator speed for typical control with simple Region 2 wind input

The OTR law will now be used with the TT method by setting Gτ = 0.5 to create higher

rotor accelerations, allowing for quicker tracking of λopt. The OTR gain was subjectively

tuned by observing step responses for different gains. For easy comparison, the results of this

simulation are plotted with the previous TT results, see Figure 3.4. The results show better

tracking of λopt for the OTR law but at the cost of higher CVT ratio rates. The ratio rates

aren’t so aggressive that motoring is occuring (plot not shown). It’s therefore feasible to use

OTR for better energy capture but CVT reliability may be sacrificed as a consequence. A

more detailed study is required to make knowledgeable decisions about these tradeoffs.

Nonlinear simulations are now run with full-field wind input and accompanied by data

analysis useful in establishing the success of control objectives. A common data analysis,

dependent on model fidelity and region of operation, will be used for all nonlinear simulations

with a turbulent wind input. This applies to the upcoming chapters for classical and modern

control as well. This will allow different controller designs to be compared quantitatively.

Table 3.2 lists data analysis parameters to be used. Note that some data is useful for specific

model fidelity and region of operation.
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Figure 3.4: Rotor speed and ratio rate for OTR control with simple Region 2 wind input

Each typical torque controller and the OTR controller, with Gτ = 0.5, is simulated with

the nonlinear model using the Region 2 turbulent input. Key results of this are presented

in Table 3.3. The TT and SSTT controllers produce very similar results, with the biggest

difference being a slightly higher max ratio acceleration for SSTT, but even this is minuscule.

The OTR controller has a few significant differences, namely, max rotor acceleration, max

ratio rate and acceleration, min generator speed, max generator acceleration, and energy

capture. All these differences were expected since OTR uses more aggressive CVT control

action to achieve better λopt tracking, hence higher accelerations and better energy capture.

The generator is close to motoring, thus a potential problem at low wind speeds. Maximum

ratio acceleration was 140% higher for OTR compared to TT control. The energy capture
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Parameter Region Description & Significance

Max |β̇| 3 Max pitch rate indicates actuation within saturated limits.

RMS β̇ 3 RMS pitch rate indicates overall actuator workload.

Max |β̈| 3 Max pitch acceleration indicates peak actuator load.

Max ωrot All Max rotor speed indicates if blade noise meets requirements.

RMS ∆ωrot 3 RMS rotor speed error indicates rotor speed regulation success.

Max |ω̇rot| All Max rotor acceleration indicates peak transient load.

RMS ∆ωdr All RMS drivetrain twist rate indicates the degree of cyclic loads.

Max |ċ| All Max CVT ratio rate indicates actuation within saturated limits.

RMS ċ All RMS CVT ratio rate indicates overall actuator workload.

Max |c̈| All Max CVT ratio acceleration indicates peak actuator load.

Min ωgen All Min generator speed indicates if motoring occurred.

Max ωgen All Max generator speed indicates peak electrical load.

RMS ∆ωgen 3 RMS generator speed error indicates power regulation success.

Max |ω̇gen| All Max generator acceleration indicates peak transient load.

RMS ∆λ 2 RMS of TSR error indicates λopt tracking success.

Ecap 2 Total energy captured indicates overall performance.

Table 3.2: Simulation data analysis for turbulent wind inputs

Parameter Units TT SSTT OTR

Max ωrot rpm 40.19 40.21 40.31

Max |ω̇rot| deg/s2 5.536 5.545 7.187

Max |ċ| 1/s 5.713E-02 5.710E-02 7.737E-02

RMS ċ 1/s 1.293E-02 1.295E-02 1.720E-02

Max |c̈| 1/s2 0.3315 0.4171 0.7943

Min ωgen rpm 1801.3 1801.3 1800.8

Max |ω̇gen| deg/s2 281.6 281.2 383.4

RMS ∆λ - 0.9082 0.9080 0.8457

Ecap kW-hr 25.89 25.89 25.98

Table 3.3: Data from typical torque and OTR control with Region 2 turbulent wind input
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is only 0.35% better for OTR, which may not be worth the added CVT workload.

To illustrate some key behavioral differences, plots are used to see what’s happening

during the simulations. The statistical values from Table 3.3 suggest better λopt tracking

and more control action, so Figure 3.5 was created to show this. It’s evident from the rotor
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Figure 3.5: Rotor speed and ratio rate for typical and OTR control with full-field Region 2
wind input

speed plot that OTR tracks λopt quicker, but at a cost of more aggressive control action,

as the ratio rate plot shows. More in-depth study is required to understand the tradeoffs

between energy capture and CVT reliability. In summary, all three controllers proved to be

stable and achieve some degree of success in tracking λopt.
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3.6.2 Region 3

The simple Region 3 wind input is used to test key control objectives in Region 3,

namely to regulate rotor speed and load torque via pitch and CVT control, respectively.

The interest to this reserach is the ability of CVT to regulate load torque. Figure 3.6 shows

the load torque and generator power output for the nonlinear model simulation.
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Figure 3.6: Load torque and power output for typical control with simple Region 3 wind
input

The results suggest the CVT is capable of regulating load torque in conjunction with

the PI pitch controller regulating rotor speed. The maximum generator power output was

only 1.3% above ideal. Since the load torque is regulated sufficiently fast, the OTR law is

not considered for Region 3 even though it could be easily implemented.
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The typical torque controllers for Region 3 are now simulated with the nonlinear model

using the Region 3 turbulent input. Key data results are presented in Table 3.4. The TT

Parameter Units TT SSTT

Max |β̇| deg/s 4.234 4.196

RMS β̇ deg/s 1.015 1.007

Max |β̈| deg/s2 74.29 79.43

Max ωrot rpm 43.37 43.19

RMS ∆ωrot rpm 0.4282 0.4162

Max |ċ| 1/s 4.295E-02 4.424E-02

RMS ċ 1/s 1.019E-02 1.015E-02

Max |c̈| 1/s2 0.8078 6.606

Min ωgen rpm 1812.9 1813.0

Max ωgen rpm 1816.2 1816.2

RMS ∆ωgen rpm 0.5258 0.5892

Max |ω̇gen| deg/s2 390.8 403.1

Table 3.4: Data from typical torque control with Region 3 turbulent wind input

and SSTT controllers produce very similar results again, with the biggest difference being

the max ratio acceleration. For SSTT, it’s over eight times larger than for TT control.

This is due to the Region 2.5 transition point. Even though the simulation is focused on

Region 3, it does occasionally transition to the Region 2.5 CVT controller. Improving this

transition is suggested for practical implementation, but is not explored here. In summary,

both controllers proved stable and successful at regulating load torque.

3.6.3 Region 2 to 3

The transition from Region 2 to 3 and vice versa is important to test because the control

laws are changing from one region to the next. A conditional statement is used to switch
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between controllers. If the controllers don’t transition smoothly, there could be undesirable

excitations or extreme loads encountered. First, the simple Region 2-3 wind input is simu-

lated with the nonlinear model for both types of typical torque controllers. The rotor speed

plot for both typical torque controllers is in Figure 3.7. The transition between regions
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Figure 3.7: Rotor speed and ratio rate for typical control with simple Region 2-3 wind input

appears smooth for the rotor speed response of the multi-step input.

The Region 2-3 turbulent input will now be used to perform simulations with the non-

linear model for each controller. In addition to tabular results, graphical results will also be

used to analyze each controllers performance. The wind inputs of graphical interest, occuring

over particular time domains of the 600 seconds of Region 2-3 turbulent input, are shown in

red in Figure 3.8. These wind inputs correspond to transitions between Region 2 and 3 over

a short period of time. The rotor speed, not plotted, transitions smoothly between regions

with a max speed of 42.4 rpm. Figure 3.9 shows plots of ratio rate for the short wind inputs.

The CVT ratio rate transitions smoother for TT control, with SSTT control having a few

spikes which equates to larger ratio accelerations. Key data is presented in Table 3.5.

The results here are analogous to the Region 3 turbulent simulations, in that TT and
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Figure 3.8: Transition time periods for full-field Region 2-3 wind input
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Figure 3.9: Ratio rate for full-field Region 2-3 wind input transitions

SSTT control are very similar except for max ratio acceleration. Again, this is due to poor

transitioning between regions for the SSTT controller. Future research should focus on im-
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Parameter Units TT SSTT

Max ωrot rpm 43.61 43.65

Max |ω̇rot| deg/s2 9.280 9.955

Max |ċ| 1/s 3.694E-02 3.876E-02

RMS ċ 1/s 8.180E-03 8.168E-02

Max |c̈| 1/s2 0.5684 6.438

Min ωgen rpm 1807.2 1807.2

Max ωgen rpm 1816.3 1816.3

Max |ω̇gen| deg/s2 351.0 371.3

Ecap kW-hr 86.77 86.70

Table 3.5: Data from typical torque control with Region 2-3 turbulent wind input

proving these transitions. In summary, both controllers proved to be stable and achieve some

degree of success in transitioning between regions, with TT control being smoother.
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Chapter 4

Classical Control

Classical control was already demonstrated above for the pitch controller. To use clas-

sical control for the CVT, a setpoint is needed to formulate the error signal sent to the CVT

controller. In this research, PID control and variations of it will be considered. Recall (2.28)

for a general mathematical description of a PID controller. Classical controllers will only be

designed for Region 2, while Region 2.5 and 3 will use TT control.

4.1 Region 2

For Region 2, the key objective is optimal energy capture, which may be achieved by

tracking λopt, with blade pitch fixed at −1.0◦ for the CART. To track λopt using a setpoint,

the wind speed must be measured since it’s a disturbance with no ability to control it.

Therefore, the only way to exercise control of TSR is to adjust rotor speed in accordance

with the wind speed and λopt, hence variable-speed operation. This setpoint methodology

is illustrated in Figure 4.1.
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Figure 4.1: Block diagram illustration of classical approach to CVT control

The PID controller for CVT in Region 2 can be expressed in the time domain as,

ċ(t) = Kp (ωref − ωrot) +Ki

∫
(ωref − ωrot) dt+Kd

d

dt
(ωref − ωrot) (4.1)

where ωref is a setpoint that varies with wind speed and is computed as λoptv/r, and ωrot

is measured rotor speed. For the linearized model, this PID controller is expressed in the

Laplace domain as,

s∆C =
(
Kp +

Ki
s

+Kds
)(λopt

r
∆V −∆Ωrot

)
(4.2)

Now that the perturbed CVT ratio is expressed in terms of perturbed rotor speed, perturbed

wind speed, and controller gains, (4.2) can be substituted into (2.44) with pitch perturbation

set to zero for Region 2. Grouping terms and solving for the closed-loop transfer function

between wind speed and rotor speed results in,

∆Ωrot
∆V

=
(B11Kdλ)s3 + (A12Kdλ+B11Kpλ+ Γ1r)s

2 + (A12Kpλ+B11Kiλ)s+ A12Kiλ

r(B11Kd + 1)s3 + r(−A11 + A12Kd +B11Kp)s2 + r(A12Kp +B11Ki)s+ rA12Ki

(4.3)

where λ = λopt and A11, A12, B11, and Γ1, using index notation, are defined by (2.47).

The linearized aerodynamic torque terms are determined by running a FAST linearization.
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Symbolic computations of the linearized LSS torque terms evaluated at the operating point,

thus (ω̇rot)o = 0 and ċo = 0, are given by,

∂τlss
∂ω̇rot

= N2c2oΣIH

∂τlss
∂ωrot

= Nco
∂τgen
∂ωrot

= N2c2o
dτgen
dωgen

∂τlss
∂c

= N(τgen)o + co
∂τgen
∂c

= N(τgen)o +Nco(ωrot)o
dτgen
dωgen

∂τlss
∂ċ

= N2coΣIH(ωrot)o

(4.4)

where the derivative of generator torque with respect to generator speed will be calculated

at the operating point using finite differences on the equivalent circuit torque data.

To numerically compute the linearized LSS torque terms of (4.4) as well as obtain

values for the linearized aerodynamic torque using FAST, a Region 2 operating point must

be chosen. To perform a Region 2 linearization with FAST, the hub-height wind speed,

vertical shear exponent, blade pitch, and rotor speed at equilibrium are specified as,

vo = 8 m/s

αo = 0.147

βo = −1.0◦

(ωrot)o = 29.7 rpm

(4.5)

where the wind speed was chosen around the middle of Region 2 and rotor speed was chosen

to coincide with λopt = 8.3. The FAST linearization trims what has been labeled as load

torque in this research to satisfy the operating point conditions. Recall that FAST is only

capable of modeling up through the MSS in this research, therefore the CVT and induction

generator are not included in the linearization. However, the CVT ratio and generator torque
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at equilibrium are needed to compute the linearized LSS torque terms of (4.4). To determine

the CVT ratio at equilibrium, it’s a matter of satisfying the equilibrium condition. FAST

trims the load torque and the gearbox ratio is known, giving both torque and rotational speed

of the MSS. Therefore, the CVT ratio that satisfies the power condition between the MSS

and generator will be the ratio at equilibrium. Since the generator torque is not expressed as

a function but rather as a lookup table, the solution to this problem is obtained iteratively,

(1) Guess an initial c

(2) Compute τgen =
τload
c

(3) Look up ωgen

(4) Compute new c =
ωgen
Nωrot

(5) Repeat from (2) until converged

A Region 2 linearization is run with FAST for the operating point of (4.5) and the

load torque is trimmed to 1075.7 N-m. The equilibrium CVT ratio is found to be 1.4060.

The derivative of generator torque with respect to generator speed is computed with finite

differences as 2001.4 N-m/rad/s. With this information, all the linearized LSS torque terms

can be computed for this operating point. Using the FAST linearization results, the linearized

aerodynamic torque terms for this Region 2 operating point are,

∂τaero
∂ωrot

= −1.4563× 104

∂τaero
∂v

= 1.7268× 104
(4.7)

where the linearized pitch term is not reported because pitch is not a control input for

Region 2. Now the PID gains for the Region 2 classical controller can be tuned such that
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CVT actuation provides satisfactory rotor speed response to wind input. Analytical tuning

will be done for a proportional controller only, while a complete analytical tuning of the PID

controller is suggested for future research.

Classical control is not considered for Region 2.5 and 3 in this thesis. Refer to the

previous chapter, on typical control, for the TT control laws in Region 2.5 and 3. These will

be used in conjunction with the classical Region 2 controllers.

4.1.1 Tuning

Multiple tuning methods are considered for the Region 2 PID controller. First, a se-

quential tuning of the PID gains will be done to find the gains that have the most energy

capture for a given turbulent wind input. This approach was used by [7, 9]. Next, multi-

variable tuning of the PD gains will be done. This is nearly the same procedure used for the

sequential tuning except the controller gains, only proportional and derivative, are varied

simultaneously to capture interactions between the gains. The sequential method ignores

this. Visually, this could be viewed as constructing a surface of energy capture versus pro-

portional gain versus derivative gain. The third tuning method uses the proportional control

transfer function, a simplified version of (4.3), to analytically design the closed-loop system

for a rotor speed response similar to a typical torque controller.

The sequential PID tuning method is partly subjective because it requires the choice

of a wind input. There are infinite choices when it comes to this, but this research focuses

on three key attributes for the wind input to be used: turbulence intensity, average wind

speed, and duration of wind input. It was decided to use the first 70 seconds of the full-field

Region 2 wind file. This has a hub-height x-component average wind speed of 6.9 m/s with
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a standard deviation of 1.14 m/s. The 70 second duration is chosen since this will limit com-

putational resources and is long enough to capture a wide range of Region 2 wind speeds,

i.e. from 3.9 to 9.9 m/s. Figure 4.2 shows the x-component hub-height wind speed used for

this tuning process.
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Figure 4.2: Turbulent wind input used for classical controller tuning

Simulations were first run with integral and derivative gains set to zero and varying

the proportional gain incrementally over a wide range of gains. Any simulations detected as

unstable or with excessive motoring are discarded from the data. The energy captured from

each stable simulation run is measured with the following correction for rotational kinetic

energy (KE) which has been added to the system,

Ecap = Eout + (KEf −KEi) (4.8)

where Eout is the time integral of measured electrical power output and KEf and KEi are

the final and initial rotational KE of the system. All simulations are started with the same

initial conditions which correspond to λopt. After finding the Kp gain that results in the
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most energy capture, the gain is fixed and then the integral gain is varied. Lastly, the deriva-

tive gain is varied. The results of this sequential PID tuning process are presented in Table

4.1. Notice integral control was found to only negatively effect energy capture, no matter

Kp Ki Kd Energy Captured

-0.04468 0.00 -0.01816 1.6358 kW-hr

Table 4.1: Sequential PID tuning for Region 2 full-field wind input

what gain value is used. Its effect on CVT control action or drivetrain loading may be more

impactful but isn’t considered in this research.

The next tuning method, multi-variable PD, uses the same approach as the sequential

tuning except that it samples an array of points in the PD plane, measuring energy capture

for each. The wind input in Figure 4.2 is used here too, therefore this tuning process is

also somewhat subjective. The integral gain is not included in this tuning because it would

increase the total simulation time drastically since the PD plane would need to be sam-

pled for each integral gain tested. The results of multi-variable PD tuning are in Table 4.2.

Interestingly, the result is nearly identical to the sequential tuning process. This suggests

Kp Ki Kd Energy Captured

-0.04468 n/a -0.02195 1.6359 kW-hr

Table 4.2: Multi-variable PD tuning for Region 2 full-field wind input

that tuning the proportional gain has the biggest impact on energy capture. Even with the

derivative gain set to zero, the energy capture is still 1.6341 kW-hr. Therefore, the addition

of derivative control action is nearly negligible in terms of energy capture. Its effect on other

aspects, such as CVT actuation or drivetrain loads, is not considered in this research.
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Lastly, and perhaps the most useful, the proportional control closed-loop transfer func-

tion is tuned to behave similar to typical control for Region 2. This transfer function is

written as,

∆Ωrot
∆V

=
(B11Kpλ+ Γ1r)s+ A12Kpλ

rs2 + r(−A11 +B11Kp)s+ rA12Kp
(4.9)

where λ = λopt and A11, A12, B11, and Γ1, using index notation, are defined by (2.47). These

terms are evaluated at the Region 2 operating point, (4.5), see Table 4.3. Tuning is done

A11 A12 B11 Γ1

-18.12 -40.11 -0.2402 0.04236

Table 4.3: Region 2 linearization of 1-state with CVT inputs

by placing one of the closed-loop poles in the same location of the complex plane as the pole

of (2.42), the linearized typical control law for Region 2. To be shown, the other pole will

be located near the zero of (4.9), thus canceling its effect on the system response.

The linearized typical law for Region 2 is evaluated at the operating point, (4.5), re-

sulting in its pole located at -0.1232. Now, the proportional gain is calculated to create a

similar rotor speed response. The poles of the proportional controller are,

p1,2 =
1

2

(
A11 −B11Kp ±

√
−4A12Kp + (−A11 +B11Kp)2

)
(4.10)

The only zero is given by,

z1 =
−A12Kpλopt

B11Kpλopt + Γ1r
(4.11)

Setting the first pole equal to -0.1232 and solving for Kp yields a value of -0.05532. This

makes the other pole equal to -18.01 and the zero equal to -18.17. This zero effectively
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removes any small effects the fast pole may have exhibited, thus the pole at -0.1232 is the

dominant pole. The proportional controller tuned this way should behave similar to the TT

controller, at least in the vicinity of the operating point. To verify this, an 8 to 9 m/s wind

input step response was simulated for each controller with the nonlinear model.
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Figure 4.3: Step response, 8-9 m/s, of nonlinear model with proportional and typical control

Figure 4.3 illustrates the response of both closed-loop systems being similar, thus ver-

ifying the proportional controller tuning method. For a more aggressive response, the Kp

gain should be made more negative. Lastly, when simulated with the 70 seconds of turbulent

wind input used above, an energy capture of 1.6277 kW-hr was measured.

Consider operation away from the linearization operating point. Figure 4.4 shows the

step response, a 5 to 6 m/s wind input, of the nonlinear model using typical and proportional

controllers. As expected, both controllers have slower responses since less wind energy is

available to create a torque differential that would help the rotor accelerate. Being further

from the operating point, the controllers no longer actuate the CVT as similarly. Therefore,

two more operating points are considered, one near the low end and one near the high end

of Region 2. The additional operating points are chosen at 5 m/s and 11 m/s hub-height
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Figure 4.4: Step response, 5-6 m/s, of nonlinear model with proportional and typical control

wind speeds, still with 0.147 vertical shear and rotor speeds corresponding to λopt. The pole

of the linearized typical law, (2.42), for each operating point is summarized in Table 4.4.

Wind Speed (m/s) 5 8 11

Rotor Speed (rpm) 18.57 29.72 40.86

Pole Location -0.07695 -0.1232 -0.1694

Table 4.4: Linearized typical Region 2 law pole location

Gain scheduling of Kp will be done as a function of rotor speed. Figure 4.5 illustrates

the gain scheduling to be used, with the three points corresponding to Table 4.4. Using

this gain scheduling, the simulations of Figure 4.4 are repeated and displayed in Figure 4.6.

When simulated with the 70 seconds of turbulent wind input of Figure 4.2, an energy capture

of 1.6333 kW-hr was measured. For a more aggressive response across the entire range of

Region 2 control, the constant term of the gain scheduling function should be made more

negative. There is a tradeoff between better tracking of λopt and CVT actuation. Simula-

tions and results will focus on this proportional gain scheduling (P-GS) controller more than

the other Region 2 classical controllers.
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Figure 4.5: Plot of gain scheduling used for proportional controller
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Figure 4.6: Step response, 5-6 m/s, of nonlinear model using proportional gain scheduling

4.2 Simulations

Before continuing, a note about the Region 2 classical controllers is made. None are

easily realizable, i.e. implementable in nature, since the setpoint requires measurement of

wind speed. Measuring wind speed is difficult because use of an anemometer at hub-height,

away from the turbine wake, is costly and still only provides measurement at a single point.
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However, it’s not impractical, so this research still includes these controllers for analyzing

different control schemes in a CVT wind turbine. Three different methods of tuning were

considered for Region 2, but the sequentially tuned PID control will no longer be considered

since it was tuned so similar to the PD control. Region 2.5 and 3 will not be tested since

they use the TT control designed and tested in the previous chapter.

4.2.1 Region 2

The simple Region 2 wind input is used to test the ability of the classical Region 2

controllers to track λopt. The resulting rotor speed and CVT ratio rate are plotted in Figure

4.7 with the ideal λopt rotor speed as reference. The P-GS controller tracks λopt better
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Figure 4.7: Rotor speed and ratio rate for classical control with simple Region 2 wind input
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throughout most of Region 2, particularly the lower part. The PD controller unjustifiably

has CVT ratio rates and accelerations (not shown) that far exceed those of P-GS control.

This is likely unacceptable in practice but it will continue to be tested.

Similar to OTR, the constant term of the gain scheduling function, see Figure 4.5 ,

can be adjusted accordingly. Making it more negative will result in a quicker response, but

at the cost of more aggressive CVT control action. Reduced control action is achieved by

making the constant less negative. These tuning abilities are not explored here but may be

applicable to future research.

The PD and P-GS controllers will now be simulated with the nonlinear model using

the Region 2 turbulent input. Key results are presented in Table 4.5. The PD controller

Parameter Units PD P-GS

Max ωrot rpm 42.22 40.71

Max |ω̇rot| deg/s2 19.57 7.100

Max |ċ| 1/s 1.459E-01 6.478E-02

RMS ċ 1/s 3.332E-02 1.723E-02

Max |c̈| 1/s2 23.09 1.481

Min ωgen rpm 1797.9 1800.1

Max ωgen rpm 1814.5 1811.6

Max |ω̇gen| deg/s2 901.7 335.3

RMS ∆λ - 1.055 0.8648

Ecap kW-hr 25.39 25.85

Table 4.5: Data from PD and P-GS control with Region 2 turbulent wind input

does not perform well in comparison to P-GS control. Its statistics are less favorable in

every category, yet the energy capture is less. Furthermore, PD control results in motoring

with generator speeds less than synchronous. To further illustrate the excessive PD control

action, the CVT ratio rate is plotted in Figure 4.8 from a portion of the simulation. Around
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Figure 4.8: Ratio rate for classical control with full-field Region 2 wind input

200 seconds, the CVT temporarily uses Region 2.5 and 3 TT controllers, hence the reduced

rates. PD control, as tuned here, is not recommended due to its excessive control action,

motoring, and less energy capture.

In summary, the PD controller proved to be impractical since its excessive CVT control

action results in extreme loads and frequent motoring, while the P-GS controller is stable

and successful in tracking λopt. PD control will no longer be considered. Note, it has been

verified that P-GS control is capable of operating in conjunction with the Region 2.5 TT

controller.
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Chapter 5

Modern Control

Modern control relies on the use of state space representations to develop control laws.

A key advantage of state space models is the ability to express more complex systems that

modern control techniques can use in a single control loop. As shown in the sections on

linearized models, a state space model was developed for the wind turbine that includes

drivetrain torsion. Using modern control techniques, this drivetrain torsion mode can be

damped with CVT actuation. This will be demonstrated for Region 2, 2.5, and 3. The pitch

system is also capable of damping the drivetrain torsion mode in Region 3 if DAC theory

were used [24, 38, 40].

Recall the control objectives of section 1.3 and the brief intro to modern control methods

in section 2.4.4.3. The use of DTC theory, realizable drivetrain dampers, and PI pitch will be

used to achieve control objectives in each region. Table 5.1 summarizes the various modern

control designs developed in this research for controlling the CVT. Three different modern

controllers are designed for Region 2, while Region 2.5 and 3 will each have a single design.

Notice the shorthand notation in the left column.
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Method Region 2

T2 δτload model with ratio rate law (DTC)

C2 δċ model (DTC)

R2 TT method with realizable damper

Region 2.5

R25 Interpolated torque method

Region 3

R3 TT method with realizable damper

Table 5.1: Summary of modern controllers designed for CVT

Only Region 2 makes use of DTC theory since that’s the only time the wind disturbance

should be tracked. The PI pitch controller reviewed in Appendix C is used for regulating rotor

speed in above rated conditions. This research is interested in using a CVT in conjunction

with the pitch system to regulate power.

It should be noted that modern control methods applied here for CVT rely on equations

(2.12) and (2.20) being accurate mathematical models for load torque, i.e. torque at the CVT

input shaft. Modern control will first be used by considering the simple rotor rotation model

and then advancing to the more complex model with drivetrain torsion.

5.1 1-State Model

The 1-state model refers to the linear mathematical description of the wind turbine

with perturbed rotor speed as the state. This is a rigid drivetrain model with perturbed
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load torque as an input. The state space representation for the 1-state system is given by,

δω̇rot = Aδωrot +B

δτload
δβ

+ Γδv

y = Cδωrot

(5.1)

where the state equation was previously given by (2.45), refer to it for A,B, and Γ. As the

output equation shows, the only output will be rotor speed in units of rad/s for C = 1.

5.1.1 Region 2

A DTC controller will be designed for the state space representation given in (5.1). The

ratio rate law, the basis for TT control in Chapter 3, will be used to command the CVT

ratio rate to achieve the commanded torque. Recall, the idea behind the ratio rate law is

that a specified load torque can be achieved by commanding the CVT ratio rate according

to (3.3). The disadvantage of commanding the CVT ratio rate this way is that knowledge

of the rotor speed, rotor acceleration, and HSS torque is required. The rotor speed will be

measured anyway, and its time derivative will give acceleration, but HSS torque needs to be

measured or estimated.

This control method refers to T2 in Table 5.1. To obtain a numerical state equation,

an operating point must be chosen for A,B, and Γ to be known. This was done for classical

control of Region 2, except the model was different. The same Region 2 operating point

defined in (4.5) is used here. The FAST linearization evaluated in the context of this control
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model is summarized as,

A =

∂τaero
∂ω̇rot

Idr
= −0.04007

bτ =
−N
Idr

= −1.1877× 10−4

Γ =
∂τaero
∂v

Idr
= 0.04752

(5.2)

where bβ is not reported because pitch angle is fixed for Region 2, thus δβ = 0.

State feedback will be used to command the input, δτload, as a function of the state.

The general form of the state feedback control law is written as,

u = Fxx+ q (5.3)

where Fx ∈ Rm×n is the feedback gain matrix and q ∈ Rm is a reference input vector. In

the context of this 1-state model, the state feedback law is written as,

δτload = Fxδωrot + q (5.4)

The commanded load torque is then sent to the CVT controller for actuation, where the CVT

ratio rate is commanded based on (3.3). The feedback matrix, Fx, is computed to provide a

satisfactory transient response by placing the eigenvalues/poles of the closed-loop system in

a desired location of the complex plane. Before Fx is computed for eigenvalue assignment,

the pair {A,B} must be checked for controllability. For nonzero B, as is the case here, the

pair is controllable for this 1-state model. Plugging (5.4) into the state equation of (5.1)
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allows the closed-loop system with state feedback to be written as,

δω̇rot = (A+BFx)δωrot +Bq + Γδv (5.5)

Therefore, the eigenvalue of A+BFx dictates the transient response of the perturbed rotor

speed state. Note that the disturbance input, perturbed wind speed, has not been accounted

for in the control law. Instead, there is an arbitrary reference input, q(t), that does not in-

corporate the disturbance. So, even though the transient response can be manipulated via

Fx, the control law of (5.3) is not designed to track disturbances which is an objective for

Region 2. This is illustrated in Figure 5.1 with plots of a multiple step input to the linear and

nonlinear plants using state feedback, with Fx = 3872.5 such that the closed loop eigenvalue

is at -0.5 to provide an arbitrarily fast rotor response. The disturbance input steps from a

perturbed wind speed of -2 m/s up to 2 m/s in increments of 1 m/s, where 0 m/s signifies

8 m/s for the nonlinear plant, or physical system. The linear and nonlinear simulations

are very comparable, however, it’s clear that rotor speed does not track the reference speed
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Figure 5.1: Rotor speed for 1-state feedback with multi-step wind input
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associated with λopt. To correct this, DTC theory will be used.

DTC theory involves using an assumed disturbance waveform, estimating the distur-

bance, and tracking the disturbance. See Appendix D for details on DTC theory. The first

step is to develop an assumed waveform, which is used to express the disturbance input

vector, ud(t). The assumed waveform is written as,

ud = Θzd

żd = Gzd

(5.6)

where zd ∈ Rnd is the disturbance state vector, and Θ and G matrices are chosen based on

the assumed waveform. This research uses a step function as the assumed waveform for the

wind speed disturbance present in the model, thus Θ = 1 and G = 0. This is a good choice

for sudden disturbances, like turbulent winds.

A new control feedback law is now formulated with the inclusion of the disturbance

state vector. In it’s general form, the ideal DTC feedback law is expressed as,

u = Fxx+ Fdzd (5.7)

For the 1-state model considered here, this is written as,

δτload = Fxδωrot + Fdδv (5.8)

which conveniently accounts for the disturbance input. The disturbance gain, Fd ∈ Rm×nd ,

is computed such that the control input is commanded to make the perturbed rotor speed

state track the disturbance state as desired. The proportionality of the plant states to the

109



disturbance states is set with variable Q, where Q = ωroto/vo = 0.389 for this 1-state model

which equates to λopt/r since the point of linearization is at (Cp)max. Using this Q, the

next step to finding Fd is solving the following for L,

QΘ = CL (5.9)

The 1-state model is simple since C = 1 and Θ = 1, thus L = Q. The disturbance gain

matrix is then computed to satisfy,

(A+BFx)L− LG+BFd + ΓΘ = 0 (5.10)

This is simple to solve for the 1-state model since it’s a scalar equation.

The value for Fx is still based on the desired transient response and the presence of Fd

in the feedback law does not effect its tuning. If using the arbitrarily fast eigenvalue of -0.5

for A + BFx, as was done previously and used for Figure 5.1, this leads to Fd = −1237.6.

Reproducing the plots in Figure 5.1, but with ideal DTC, results in Figure 5.2. DTC with
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Figure 5.2: Rotor speed for 1-state ideal DTC with multi-step wind input
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the nonlinear simulation tracks λopt closely. The benefit of DTC is now becoming clear,

however, the ideal DTC feedback law is not so ideal for practical implementation. The

controller still requires measurement of the disturbance, defeating a key purpose of using

DTC theory. Therefore, a state observer is used to estimate the disturbance state, zd(t).

The general form of the DTC control law that eliminates the need to measure all states

and disturbances is expressed as,

u = Fxx̂+ Fdẑd (5.11)

where the hat symbol indicates estimation. For the 1-state model, this is written as,

δτload = Fxδ̂ωrot + Fdδ̂v (5.12)

To formulate this law, observers are needed for both the plant states and disturbance states.

See Appendix D for more complete details on deriving these. Using typical state space

notation, the estimator is formulated as,

˙̂x = Ax̂+Bu+ Γûd +Kx(y − ŷ)

ŷ = Cx̂

(5.13)

with

ûd = Θẑd

˙̂zd = Gẑd +Kd(y − ŷ)

(5.14)
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where Kx is the state estimator gain and Kd is the disturbance estimator gain. Now consider

the differential error equation,

ė(t) =

ė>x (t)

ė>d (t)

 =

A−KxC ΓΘ

−KdC G


e>x (t)

e>d (t)

 = (Ā− K̄C̄)e(t) (5.15)

where Ā =

A ΓΘ

0 G

 , C̄ =

[
C 0

]
, K̄ =

Kx
Kd



If augmented pair {Ā, C̄} is observable, Kx andKd can be chosen such that error converges to

zero. The eigenvalues of (Ā−K̄C̄) determine the transient response of the error, or, in other

words, how quickly the error converges. A useful form of the estimator for implementation

into Simulink is,  ˙̂x

˙̂zd

 =

A−KxC ΓΘ

−KdC G


 x̂
ẑd

+

B Kx

0 Kd


u
y

 (5.17)

which clearly shows how knowledge of the input, u(t), and output, y(t), along with an

assumed waveform allows the disturbance state, zd(t), to be estimated.

The observability matrix for the pair {Ā, C̄} is found to have a rank of 2, which equals

the sum of plant and disturbance states. Therefore this system is observable, and estimator

gains, Kx and Kd, should be chosen for fast convergence by selecting eigenvalues of (Ā−K̄C̄)

to the far left in the complex plane. For the 1-state model, estimating the disturbance state

is of key interest since δωrot is measured anyway. The MATLAB place() command is used
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to compute K̄ for eigenvalues at -10 and -11 in the complex plane.

K̄ = place(Ā>, C̄>, [−10,−11]) =

 20.96

2315.06

 (5.18)

Notice the choice of K̄ is independent of the feedback law. The plot of Figure 5.2 is repro-

duced using DTC with an observer. As expected, the results for tracking λopt are not as
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Figure 5.3: Rotor speed for 1-state DTC observer with multi-step wind input

good as ideal DTC, with the error being larger further from the operating point. This can

be improved if observers are designed at multiple operating points in Region 2, but this is

not considered here.

Now, the feedback gain, Fx, will be retuned to provide a rotor speed response similar

to the typical torque law. This requires recalculating the disturbance feedback gain, Fd.

The pole location of the linearized typical law transfer function between perturbed wind

input and perturbed rotor speed output is -0.1232 for the Region 2 operating point of (4.5).

Therefore, the eigenvalue of (A+BFx) will be assigned to -0.1232 with Fx = 699.96. Solving

(5.10) for the disturbance gain gives Fd = −3.479. The estimator gains will be left the same
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because they are independent of the feedback gains.

Prior to tuning the DTC controller to respond similar to the typical Region 2 law, the

eigenvalue of (A+BFx) was assigned to be arbitrarily fast with a value at -0.5 in the complex

plane. This would require very fast CVT actuation, likely resulting in reduced reliability

and motoring to achieve net torques large enough to quickly accelerate the rotor However,

the fast eigenvalue was helpful in illustrating the benefit of DTC, hence its usage.

In summary, DTC with a state estimator has been successfully designed for the Region

2 operating point of (4.5). The step inputs of wind speed perturbation to the linear and

nonlinear plants show that DTC is capable of commanding the CVT such that rotor speed

tracks λopt. For CVT control, the 1-state model is only used for Region 2. It’s been verified

that 1-state DTC is capable of operating in conjunction with the Region 2.5 TT controller.

5.2 2-State Model

The 1-state system can express δτload in terms of perturbations in rotor acceleration,

rotor speed, CVT ratio, and CVT ratio rate. Taking the perturbed CVT ratio as a state

variable and the perturbed ratio rate as a control input, the state space representation is,

δω̇rot
δċ

 = A

δωrot
δc

+B

δċ
δβ

+ Γδv

y = C

δωrot
δc


(5.19)

where the state equation was previously given by (2.47), refer to it for A,B, and Γ. The

output will again be rotor speed in units of rad/s, thus C = 1.
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5.2.1 Region 2

This control method refers to C2 in Table 5.1. The numerical values for much of A,B,

and Γ of the state equation at the Region 2 operating point were previously reported in

Table 4.3, where the pitch input gain vector is not given since δβ = 0 for Region 2. For

convenience, the complete matrices are written here as,

A =

−18.12 −40.11

0 0

 , B =

−0.2402

1

 , Γ =

0.04236

0

 (5.20)

The controllability matrix for the pair {A,B} has a rank of 2, thus the system controllable.

A different approach is used here compared to the previous section for the DTC con-

troller. The state feedback law can be written as,

δċ = Fx

δωrot
δc

 (5.21)

where Fx = R1×2. Since δċ is the time derivative of δc, an expression can be derived to

correlate them. If δċ is commanded as a function of δωrot, then δc must have a relation to

this. Start by writing,

δċ = Fxδωrot (5.22a)

δc = fcδωrot (5.22b)

where (5.22a), with a scalar Fx, will be the feedback law instead of (5.21). This formulation

is only done to relate the perturbed ratio and ratio rate for the purpose of developing the
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feedback law for the ratio rate. The perturbed ratio still remains a state that is the integral

of the commanded ratio rate perturbation. The new Fx must correlate to the gain in (5.22b),

fc. Taking the time derivative of (5.22b) and setting it equal to (5.22a) gives,

Fxδωrot = fcδω̇rot (5.23)

Using the linearized rotor equation of motion, this can be written with index notation as,

Fxδωrot = fc(A11 + A12fc +BFx)δωrot (5.24)

Solving this for Fx gives,

Fx =
A11fc + A12f

2
c

1− fcB
(5.25)

Currently there are two unknowns, Fx and fc, with a single equation. A second equation

can be formulated based on the desired eigenvalue placement for the δωrot state. This is

formulated as,

det(sI − (A11 + A12fc +BFx)) = s− pdes (5.26)

where pdes is the desired eigenvalue. Solving for fc gives,

fc =
−A11 −BFx + pdes

A12
(5.27)

Together, (5.25) and (5.27) provide two equations with two unknowns. Using the resulting Fx

will provide the desired transient response based on the eigenvalue placement. For a closed-

loop rotor speed perturbation eigenvalue at -0.5, Fx = 0.22031, creating an arbitrarily fast

rotor response like before.
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To track λopt, the ideal DTC law is incorporated and can be written as,

δċ = Fxδωrot + Fdδv (5.28)

Computing the disturbance gain, Fd, can be done using the DTC equations used in the

section before, but analyzing (5.28) for hypothetical operation provides an easier method.

It’s known that perturbed CVT ratio rate should always be zero at steady state. Assuming a

wind speed perturbation of 1 m/s and knowing the desired rotor speed perturbation is λopt/r,

the disturbance gain is solved as Fd = −Fxλopt/r. For the -0.5 rotor speed eigenvalue, this

gives Fd = −0.08570 The same multi-step disturbance input used in Figures 5.1, 5.2, and

5.3 is simulated with this ideal DTC controller. The results are satisfactory with perfect
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Figure 5.4: Rotor speed for 2-state ideal DTC with multi-step wind input

tracking of λopt, thanks to ideal DTC. The linear and nonlinear simulations are in close

agreement, even far from the operating point. Now that ideal DTC has been demonstrated

to work for the 2-state model, the rotor speed eigenvalue is retuned to respond like typical

Region 2 control, i.e. pdes = −0.1232. This gives Fx = 0.055321 and Fd = −0.0215204.
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Designing an LTI observer, for DTC, based on the 2-state model results in good distur-

bance estimation and λopt tracking when simulated with the LTI plant. However, simulation

with the nonlinear model results in undesirable behavior due to poor disturbance estimation.

Other methods should be considered for estimating the disturbance if it cannot be measured

directly. One idea would be to use the observer based on δτload input, see previous section.

This topic will not be considered further here and is suggested for future research. This

thesis will use the ideal DTC law of this model for remaining simulations.

5.3 3-State Model

The same general procedures used to design 1-state DTC are used here, except now

the model is 3-state. Also, typical torque realizable damper (TTRD) controllers will be

designed for Region 2 and 3. The control objectives for this 3-state model now include

adding drivetrain damping since a torsion mode exists with the LSS and MSS having finite

stiffness. The state space representation for the 3-state system is written as,

ẋ = A


δωrot

Kd

(
δθrot −

δθcvt,i
N

)
δωcvt,i

+B

δτload
δβ

+ Γδv

y = C


δωrot

Kd

(
δθrot −

δθcvt,i
N

)
δωcvt,i



(5.29)

where the state equation was previously given by (2.53), refer to it for A,B, and Γ. Rotor

speed, in rad/s, will be the only output, thus C =
[

1 0 0
]
.
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5.3.1 Region 2

The FAST linearization at the usual operating point of (4.5) is used to obtain the lin-

earized aerodynamic torque terms. The drivetrain equivalent torsional damping coefficient,

Cd, is set to zero, while an equivalent stiffness of Kd = 2.691 × 107 N-m/rad is used. This

is the equivalent torsional stiffness determined for the normal, non-CVT, CART. Since the

CVT CART of this research is only hypothetical and a model with geometrical and material

properties is not considered, no estimation is available for the equivalent stiffness of the LSS

and MSS components. Considering the normal CART gearbox and the CVT ratio range

used in this research, and hence the torques experienced by the shafts, it’s thought that the

equivalent stiffness of such a system would closely compare to that of the normal CART. For

practical implementation, higher fidelity models and modal analysis would be required. The

result of evaluating the state matrix, control input matrix for δτload only (since δβ = 0),

and disturbance input matrix, is given as,

A =


−0.04527 −3.108× 10−6 0

2.691× 107 0 −6.234× 105

0 1.035× 10−3 0

 , B =


0

0

−0.04466

 , Γ =


0.05368

0

0


(5.30)

The controllability matrix is computed for the pair {A,B} and found to have a rank of

3, which equals the number of states, hence the system is controllable. First consider the

open-loop eigenvalues,

p1 = −0.0401, p2,3 = −0.0026± 27i (5.31)
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where the first eigenvalue corresponds to the transient response of the rotor speed state, like

in the 1-state model, while the two complex values represent the drivetrain torsion mode.

Since the pair {A,B} is controllable, the feedback gain matrix, Fx, can be used to adjust

the transient response of the system by assigning the eigenvalues of the closed-loop system

to new locations in the complex plane.

Like the 1-state equation, this model is also tuned to have a rotor speed response similar

to that of the typical control system of Region 2. Again, this is done by assigning the closed-

loop eigenvalue to -0.1232. As for the drivetrain torsion mode, these closed-loop eigenvalues

should be placed further to the left in the complex plane to add damping. Physically, this

damping gets added by actuating the CVT to produce a load torque that counteracts the vi-

bratory torque present due to the flexible shaft. Moving the real part of the complex eigenval-

ues to -1 quickly damps the drivetrain torsion mode. The feedback gain matrix is calculated

using the MATLAB place() command, which gives Fx =

[
−1312.5 4.158× 10−5 46.64

]
.

5.3.1.1 Disturbance Tracking Control

This control method refers to T2 in Table 5.1. To implement the DTC feedback law

of (5.11), equations (5.9) and (5.10) must be solved to determine the disturbance feedback

gain. Rewriting (5.10) gives,

BFd = −ΓΘ + LG− (A+BFx)L (5.32)

where L = Q if C = I, the identity matrix. For the 1-state system, the value of Q was

chosen to proportionally relate the rotor speed to the wind speed. For the 3-state system,

Q ∈ R3×1, and Q1 is set to ωroto/vo like it was for the 1-state model. If the zero terms for
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this 3-state model are set to zero, then (5.32) is written with matrix index notation as,


0

0

b3

Fd =


−γ1 − a11Q1 − a12Q2

−a21Q1 − a23Q3

−b3f1Q1 − (a32 + b3f2)Q2 − b3f3Q3

 (5.33)

This gives three equations with three unknowns: Q2, Q3, and Fd. Solve for Q2 and Q3,

Q2 =
−a11Q1 − γ1

a12
, Q3 =

−a21Q1

a23
(5.34)

Computing Q1 and using the numerical matrices of (5.30), this results in Q2 = 1.1603× 104

and Q3 = 16.792. This leads to solving (5.33) for the disturbance gain, giving Fd = −3.3177.

Following the same steps used in the 1-state model, an observer is now designed for use

with the DTC control law. The observability matrix is computed for the pair {Ā, C̄} and

found to have a rank of 4, which equals the sum of plant and disturbance states, thus the

pair is observable. Now K̄ must be chosen such that convergence of the estimator error is

sufficiently fast. Using the MATLAB place() command to locate the poles of (Ā − K̄C̄)

at -10, -11, -15 ± 27i gives K̄ =

[
50.955 −2.5822× 108 −4.9355× 103 3.0308× 103

]>
.

This complete DTC controller with observer will actuate the CVT in nonlinear simulations.

5.3.1.2 Typical Torque with Realizable Damper

An alternative method for tracking λopt while also damping the drivetrain torsion mode

is to use TT control for Region 2 with a realizable drivetrain damper designed at the Region

2 operating point, (4.5). This will command the CVT ratio rate to create load torque as

a function of shaft speed squared while allowing perturbations about that for drivetrain
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damping. This control method refers to R2 in Table 5.1. This is illustrated in Figure 5.5.

The Region 2 TT controller was already designed and tested in section 3.1. The other aspect

Figure 5.5: Block diagram illustration of implementing TTRD in the context of CVT

is to design a realizable drivetrain damper.

The objective of the realizable drivetrain damper is to add damping, not to track or

accommodate disturbances. Therefore, the feedback law excludes any disturbances. Only the

transient response of the drivetrain torsion mode is tuned via the feedback gain matrix, Fx,

moving the corresponding closed-loop eigenvalues to the same location as the DTC controller

above. This gives Fx =

[
−1933.0 −3.573× 10−5 44.78

]
. To avoid measuring all states,

an observer is used so that only rotor speed needs measured. The observer is different than

the one used above for DTC since the disturbance state does not need estimated. Thus, only

the estimator gain matrix, Kx, is used. This is tuned the same as the DTC controller above.

5.3.2 Region 2.5

The controller used here is like the one used for TT control. The main difference is

the interpolation of Region 2 and 3 torque commands now includes torque perturbations,

therefore active drivetrain damping is also expected for Region 2.5.
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5.3.3 Region 3

The commanded CVT ratio rate for Region 3 is based on the setpoint torque of the

typical law, τrated, except the setpoint will not be fixed for the 3-state model. The setpoint

torque will consist of the usual rated torque summed with a torque perturbation computed

by a realizable damping controller. In other words, the setpoint torque will be allowed to

deviate from the rated torque in order to actively damp the drivetrain torsion mode in Region

3. This slightly variable setpoint torque is then achieved by commanding the CVT ratio rate

like is done for TT control. This is similar to Region 2, except the typical torque is different

and the realizable damper is based on a different operating point. Refer back to Figure 5.5

for an illustration of this control process.

The realizable drivetrain damper design is based on transient response characteristics

only. There is no need to track or accommodate the disturbance, only to damp the drivetrain

torsion mode. Therefore, DTC and DAC theory are not needed. However, an observer for the

plant states is used to minimize measurements. The state equation matrices are evaluated

at the same Region 3 operating point used for the PI pitch controller, see (C.5).

A =


−0.1330 −3.108× 10−6 0

2.691× 107 0 −6.234× 105

0 1.035× 10−3 0

 , B =


0

0

−0.04466

 , Γ =


0.08056

0

0


(5.35)

where B is the torque disturbance input gain matrix only. The pitch input is ignored since

the pitch controller is designed to affect only rotor speed response.

The controllability matrix for the pair {A,B} is found to have a rank of 3, thus the

pair is controllable. The open-loop eigenvalues are p1 = −0.1177 and p2,3 = −0.0076± 27i,
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where the realizable damper is tuned to have faster complex eigenvalues. The eigenvalue

corresponding to rotor speed should be unaffected by the realizable damper. The eigenvalues

of (A+BFx) are assigned in the complex plane using the MATLAB place() command, which

gives Fx =

[
−1.295× 103 −1.575× 10−5 30.00

]
. The state estimator must be tuned by

selecting an estimator gain, Kx, to quickly converge estimates of the plant states. The

eigenvalues of (A − KxC) are assigned to -10 and -15 ± 27i with the MATLAB place()

command, giving Kx =

[
40.87 −1.787× 108 −8.233× 103

]>
. Notice there is no need for

an estimator disturbance gain, Kd, since the disturbance state does not need estimating for

the realizable damper.

5.4 Simulations

Simulations will be run for both Region 2 controllers based on the rigid drivetrain model,

1- and 2-state DTC, as well as both based on the flexible drivetrain model, 3-state DTC and

TTRD control. For Region 3, the rigid models will use TT control for the CVT, while flexible

models will use TTRD control. Region 2.5 will only be tested for the flexible configuration

since it involves the new objective of damping the drivetrain torsion mode.

5.4.1 Region 2

The simple Region 2 wind input is simulated with the nonlinear rigid drivetrain model

using 1- and 2-state DTC. The rotor speed and CVT ratio rate are plotted with the ideal

λopt rotor speed as reference, see Figure 5.6. Both 1- and 2-state DTC controllers track

λopt with some discrepancies. Comparing Figure 5.6 to Figure 3.2 shows these state space

controllers respond similar to typical torque control, as intended. However, the λopt error
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Figure 5.6: Rotor speed and ratio rate for 1- and 2-state DTC control with simple Region 2
wind input

is larger for 1-state DTC farther from the operating point of 8 m/s. For 2-state DTC, the

rotor speed response is noticeably slow at wind speeds below the operating point.

The simple Region 2 wind input is now used to verify λopt tracking and damping abil-

ities of 3-state DTC and TTRD control. The simulations are first run without enhancing

drivetrain damping, i.e. the complex eigenvalues remain in their open-loop position. The

rotor speed and CVT ratio rate are plotted with the ideal λopt rotor speed as reference, see

Figure 5.7. Note, the initial conditions of the wind turbine are set to the operating point.

Interestingly, the TT method has relatively good results even without a realizable damper.

The DTC controller may seem acceptable when examining only rotor speed, however looking
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Figure 5.7: Rotor speed and ratio rate for 3-state DTC and TT without damping for simple
Region 2 wind input

at the CVT ratio rate reveals a problem which results in high cyclic accelerations throughout

the drivetrain. This would likely result in early fatigue failure, extreme loads, and unstable

operation in a physical system.

The same 3-state controllers are now used with active drivetrain damping. The same

multi-step simulation is run and results are in Figure 5.8. Again, the initial conditions of

the wind turbine are set to the operating point. The results for both controllers are very

similar. TTRD control tracks λopt better, but both provide good damping.

Lastly, all four Region 2 controllers tested above are simulated with the Region 2 tur-

bulent input. For now, the drivetrain DOF is only turned on for simulations with controllers
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Figure 5.8: Rotor speed and ratio rate for 3-state DTC and TTRD for simple Region 2 wind
input

that account for it, i.e. 3-state designs. Key results are presented in Table 5.2.

Parameter Units 1-s DTC 2-s DTC 3-s DTC TTRD

Max |ω̇rot| deg/s2 6.038 7.578 5.835 6.024

RMS ∆ωdr rpm n/a n/a 1.036E-02 8.321E-03

Max |ċ| 1/s 5.776E-02 8.604E-02 7.969E-02 7.063E-02

RMS ċ 1/s 1.268E-02 1.517E-02 1.698E-02 1.670E-02

Max |c̈| 1/s2 0.5251 18.93 1.278 1.129

Min ωgen rpm 1801.3 1800.1 1801.3 1801.4

Max |ω̇gen| deg/s2 287.1 326.0 481.8 407.2

RMS ∆λ - 0.9162 0.8871 0.9182 0.9012

Ecap kW-hr 25.93 25.84 25.93 25.90

Table 5.2: Data from state space controllers with Region 2 turbulent wind input
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Looking at the rigid drivetrain models, 2-state DTC has less desirable statistics in al-

most every category, yet captures less energy. Its excessive control action results in highly

variable drivetrain torque, a cause of fatigue. The CVT ratio rate and MSS torque for the

two rigid drivetrain simulations are plotted in Figure 5.9.
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Figure 5.9: Ratio rate and MSS torque for 1- and 2-state DTC with full-field Region 2 wind
input

Next, looking at the flexible drivetrain models, 3-state DTC and TTRD are very com-

parable in all categories. Plots of ratio rate and MSS torque are created to inspect for any

noticeable differences, see Figure 5.10. From the figure, it appears 3-state DTC has slightly

more aggressive control action, which agrees with Table 5.2. Both provide good drivetrain

damping, with TTRD having the slight advantage, as indicated by the MSS torque plot.
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Figure 5.10: Ratio rate and MSS torque for 3-state DTC and TTRD with full-field Region
2 wind input

In summary, the 1- and 2-state DTC controllers proved to be stable and successful in

tracking λopt, but 1-state DTC performed better. Tracking could be improved by design-

ing multiple DTC observers at different operating points throughout Region 2, but this is

left to future research. The 3-state DTC and TTRD controllers performed similarly for the

rotationally-flexible drivetrain model, with TTRD having slightly less CVT control action.

5.4.2 Region 3

The flexible drivetrain model will be simulated using PI pitch control and TTRD CVT

control. Remember, damping the drivetrain torsion mode was left entirely to the CVT
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controller. To test its damping ability, the simple Region 3 wind input is simulated with

the nonlinear model. The rotor speed and MSS torque are plotted in Figure 5.11 for both

damping and no damping, i.e. TTRD and TT control, respectively. The difference made
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Figure 5.11: Rotor speed and MSS torque for TT and TTRD with simple Region 3 wind
input

by adding damping becomes obvious when observing the MSS torque plot. The large and

persistent oscillations encountered with TT control will lead to fatigue failure quicker than

the small oscillations with TTRD control.

Lastly, both controller configurations used above for Region 3 are simulated with the

Region 3 turbulent input. For now, the drivetrain DOF is only turned on for simulations

with controllers that account for it, i.e. the 3-state designs. Key results are in Table 5.3.
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Parameter Units TT TTRD

Max |β̇| deg/s 4.234 4.445

RMS β̇ deg/s 1.015 1.090

Max |β̈| deg/s2 74.29 88.60

Max ωrot rpm 43.37 43.39

RMS ∆ωrot rpm 0.4282 0.4332

Max |ω̇rot| deg/s2 10.77 11.65

RMS ∆ωdr rpm n/a 5.662E-02

Max |ċ| 1/s 4.295E-02 1.308E-01

RMS ċ 1/s 1.019E-02 3.472E-02

Max |c̈| 1/s2 0.8078 3.207

Max ωgen rpm 1816.2 1816.5

RMS ∆ωgen rpm 0.5258 0.4991

Max |ω̇gen| deg/s2 390.8 1202.8

Table 5.3: Data from state space controllers with Region 3 turbulent wind input

It’s interesting to note that actuation of both the pitch system and CVT is more ag-

gressive for the flexible drivetrain simulation. This was somewhat expected since the CVT

is trying to damp the first drivetrain torsional mode.

5.4.3 Region 2 to 3

As with previous Region 2 to 3 simulations, smooth transitions between controllers

is important. An additional objective for the flexible drivetrain model is to damp the first

drivetrain torsion mode, like was done for Regions 2 and 3. Rather than designing a realizable

damper in Region 2.5, the torque interpolation method is used but the interpolations are

between the Region 2 damping controllers and the Region 3 TTRD controller.

Both 3-state Region 2 controllers are used with the Region 3 TTRD controller. To

test their damping ability, the simple Region 2-3 wind input is simulated with the nonlinear
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Figure 5.12: Rotor speed and MSS torque for 3-state DTC and TTRD with simple Region
2-3 wind input

model. The rotor speed and MSS torque are plotted in Figure 5.12. The results are

satisfactory with smooth transitions and good damping overall.

Lastly, these controllers are used for the Region 2-3 turbulent input. Key results are in

Table 5.4. Both controller setups perform similarly, with no clear advantages of one over the

other. TTRD control has a lower RMS ratio rate, but higher peak ratio rate and acceleration.

The CVT ratio rate and MSS torque are plotted in Figure 5.13 to better understand how

these two setups compare. There is little to distinguish between the plots, much like Table

5.4. Using 3-state DTC for Region 2 appears to result in slightly more control action and

oscillatory drivetrain behavior. The tabular results agree with this statement.
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Parameter Units 3-s DTC TTRD

Max ωrot rpm 43.65 43.62

Max |ω̇rot| deg/s2 10.20 9.482

RMS ∆ωdr rpm 4.029E-02 3.669E-02

Max |ċ| 1/s 9.461E-02 1.035E-01

RMS ċ 1/s 2.556E-02 2.359E-02

Max |c̈| 1/s2 2.406 2.650

Max ωgen rpm 1816.4 1816.4

Max |ω̇gen| deg/s2 862.7 946.1

Ecap kW-hr 86.81 86.80

Table 5.4: Data from state space controllers with Region 2-3 turbulent wind input
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Figure 5.13: Ratio rate and MSS torque for 3-state DTC and TTRD with full-field Region
2-3 wind input
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Chapter 6

Controller Comparisons

Many of controllers have been designed and tested for the CVT CART in this thesis,

particularly for Region 2. Both rigid and flexible drivetrain linear control models were con-

sidered. To better understand the pros and cons of each, a systematic comparison will be

done. To do this, the comparisons will be categorized by model fidelity as well as region of

operation. Furthermore, only chosen controllers from previous chapters will be compared.

Region 2 comparisons will be narrowed down to the following controllers: TT, P-GS,

3-state DTC, and TTRD. The former two were designed from the rigid drivetrain linear

model, and the latter two were designed from the torsional drivetrain linear model. This

means the following controllers are excluded from the comparison: SSTT, OTR, PD, 1-state

DTC, and 2-state DTC, which were all designed from the rigid drivetrain linear model.

Region 2.5 and 3 have little to compare. Region 2.5 always uses the interpolated torque

method, but the resulting command adds drivetrain damping when Region 2 and 3 use CVT

controllers that damp the first drivetrain torsion mode. For Region 3, TT and TTRD CVT

control are compared, both accompanied by PI pitch control. The SSTT controller is ex-
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cluded from the Region 3 comparisons.

The following table summarizes the comparisons to be performed. Notice, the com-

parisons are organized by DOF and region of operation. Only the controllers based on the

linearized rigid drivetrain model are compared for the rigid drivetrain nonlinear simulations,

but all controllers will be compared for higher fidelity simulation models.

Region 2 Region 2.5 Region 3

Rigid Drivetrain
TT

TT TT
P-GS

Additional DOF

TT
TT TT

P-GS

3-state DTC
TT TTRD

TTRD

Table 6.1: Approach for CVT controller comparisons

6.1 Rigid Drivetrain

Simulations with only the rotor rotation DOF will be compared for the Region 2 turbu-

lent input. For the rotor rotation model, the key objective is energy capture. Other interests

are CVT actuator effort and drivetrain loading. Pertinent values from Tables 3.3 and 4.5

are compared in Table 6.2. The values from this table suggest TT control is less of a

workload for the CVT but with better energy capture. The plot of CVT ratio rate, in Figure

6.1, compares the two simulations. It clearly illustrates that CVT control action is less

demanding using the TT method. As a side note, recall SSTT results were also reported

in Table 3.3 and found to be very similar to TT control. Therefore, TT and SSTT are the

preferred methods of the rigid drivetrain models.

135



Parameter Units TT P-GS

RMS ċ 1/s 1.293E-02 1.723E-02

Max |c̈| 1/s2 0.3315 1.481

RMS ∆λ - 0.9082 0.8648

Ecap kW-hr 25.89 25.85

Table 6.2: Rigid drivetrain data comparison for full-field Region 2 wind input
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Figure 6.1: Ratio rate comparison for TT and P-GS with full-field Region 2 wind input

6.2 Flexible Drivetrain

Simulations with the drivetrain DOF active will be compared for all regions and con-

trollers outlined in Table 6.1. Region 2.5 will only be compared with the TT versions of

Region 2, i.e. TT and TTRD, one rigid and one flexible design. In summary, there will be

four Region 2 comparisons, two Region 3 comparisons, and two Region 2.5 comparisons.

6.2.1 Region 2

The two main objectives in Region 2 are energy capture and drivetrain damping. An-

other interest is CVT actuator effort. Simulations, with the drivetrain DOF active, are
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performed with the Region 2 turbulent input for TT and P-GS control. Pertinent values

from these simulations and Table 5.2 are compared in Table 6.3.

Parameter Units TT P-GS 3-s DTC TTRD

RMS ∆ωdr rpm 1.314E-02 2.399E-02 1.036E-02 8.321E-03

RMS ċ 1/s 2.008E-02 1.709E-02 1.698E-02 1.670E-02

Max |c̈| 1/s2 1.697 3.021 1.278 1.129

RMS ∆λ - 0.9084 0.8682 0.9182 0.9012

Ecap kW-hr 25.92 25.85 25.93 25.90

Table 6.3: Flexible drivetrain data comparison for Region 2 turbulent wind input

As expected, TT and P-GS control have the highest RMS of drivetrain twist rate, ∆ωdr,

suggesting they have the worst damping characteristics. Furthermore, TT and P-GS have

the highest workload for the CVT according to the ratio rate and acceleration values re-

ported. Similar energy capture is achieved with each controller, P-GS being the lowest.

To verify the results in Table 6.3, simulation plots are compared for the CVT ratio

rate and MSS torque, see Figure 6.2. As both plots show, the conclusions drawn from the

tabular results are correct, particularly with respect to drivetrain damping for P-GS control.

The P-GS controller, as tuned and without filters, is not feasible for implementation into

the physical system. Early fatigue failure, and perhaps instability, is likely to occur due to

large cyclic torque loads. TT control provides a reasonable torque response but at the cost

of slightly higher CVT ratio rates. As reviewed in the previous chapter, 3-state DTC and

TTRD have similar results, with DTC having slightly more CVT control action and less

drivetrain damping.
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Figure 6.2: Ratio rate and MSS torque comparison for Region 2 controllers with flexible
drivetrain and full-field wind input

6.2.2 Region 3

The two main objectives in Region 3 are power regulation and drivetrain damping.

Another interest is CVT actuator effort. A simulation, with the drivetrain DOF active, is

performed with the Region 3 turbulent input for TT CVT control and PI pitch control.

Pertinent values from this simulation and Table 5.3 are compared in Table 6.4.

The values reported in Table 6.4 suggest TTRD performs better in nearly every category,

as expected. To better understand the behavior of these controllers, simulation plots are

generated. Generator power output is compared in Figure 6.3, since this is the primary

objective for Region 3. The TT and TTRD Region 3 controllers regulate power output
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Parameter Units TT TTRD

Max |β̇| deg/s 5.122 4.445

RMS β̇ deg/s 1.264 1.090

Max |β̈| deg/s2 111.7 88.60

Max ωrot rpm 43.36 43.39

RMS ∆ωrot rpm 0.4283 0.4332

RMS ∆ωdr rpm 1.133E-01 5.662E-02

RMS ċ 1/s 6.522E-02 3.472E-02

Max |c̈| 1/s2 24.06 3.207

Max ωgen rpm 1816.5 1816.5

RMS ∆ωgen rpm 0.5310 0.4991

Table 6.4: Flexible drivetrain data comparison for Region 3 turbulent wind input
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Figure 6.3: Generator power comparison for Region 3 controllers with flexible drivetrain and
full-field wind input

similarly, but TTRD has fewer spikes, thus providing a smoother delivery of electrical power.

To visualize drivetrain damping effectiveness, the MSS torque is compared in Figure 6.4. Not

shown here, the CVT ratio rate plot looks similar, in shape, to the MSS torque plot. It’s

that using TTRD control is advantageous because the CVT workload is much less, energy

capture is better, pitch rates are lower, and better drivetrain damping is achieved.
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Figure 6.4: MSS torque comparison for Region 3 controllers with flexible drivetrain and
full-field wind input

6.2.3 Region 2 to 3

The two main interests for transitions between Region 2 and 3 are smooth transitions

and drivetrain damping. As always, CVT actuator effort is also a key interest. A simulation,

with the drivetrain DOF active, is performed with the Region 2-3 turbulent input for TT

control in Region 2, 2.5, and 3. PI pitch control is used to regulate rotor speed in Region 3.

Pertinent values from this simulation and Table 5.4 are compared in Table 6.5.

Parameter Units TT TTRD

Max ωrot rpm 43.62 43.62

RMS ∆ωdr rpm 7.168E-02 3.669E-02

Max |ċ| 1/s 2.241E-01 1.035E-01

RMS ċ 1/s 4.134E-02 2.359E-02

Max |c̈| 1/s2 20.56 2.650

Max ωgen rpm 1816.4 1816.4

Table 6.5: Flexible drivetrain data comparison for Region 2-3 turbulent wind input

The results are analogous to the Region 3 comparison. TTRD control appears to have
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the advantage again, particularly with better drivetrain damping and less CVT workload. To

verify this, a plot of MSS torque is shown in Figure 6.5. Like above, the MSS torque is also a
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Figure 6.5: MSS torque comparison for Region 2-3 controllers with flexible drivetrain and
full-field wind input

reflection of the CVT ratio rate, not shown here. It’s concluded that drivetrain damping and

CVT workload are much better for TTRD control, particularly when transitioning between

Region 2 and 3.

6.3 Flexible System Load

As a final test, the controllers are now compared in simulations with the system load

having rotational-flexibility, modeled as an equivalent torsional spring with no damping.

The equivalent stiffness is subjectively chosen to result in torsional twist equal to that of the

flexible drivetrain at rated load. This gives a stiffness of 6.181 ×105 N-m/rad. Recall, the

system load consists of the CVT, HSS, and generator connected to the electrical grid. None

of the control models considered rotational-flexibility of these HSS components, therefore

control is not exercised over the system load torsion mode. Since preliminary simulations,
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not shown here, indicate problems with the Region 2.5 transitions, only Region 2 and 3

controllers will be tested with their respective turbulent inputs.

6.3.1 Region 2

Table 6.3 is reproduced by running simulations with the same wind turbine configura-

tions, except now with the added DOF of a rotationally-flexible system load. The root mean

square of system load twist rate, ∆ωsl, is added to the table. Results are not reported

Parameter Units TT P-GS 3-s DTC TTRD

RMS ∆ωdr rpm 1.247E-02 n/a 9.663E-03 7.740E-03

RMS ∆ωsl rpm 5.985E-04 n/a 1.369E-03 1.212E-03

RMS ċ 1/s 1.921E-02 n/a 1.647E-02 1.631E-02

Max |c̈| 1/s2 1.864 n/a 1.146 1.066

RMS ∆λ - 0.9040 n/a 0.9170 0.9000

Ecap kW-hr 25.83 n/a 25.92 25.90

Table 6.6: Flexible system load data comparison for Region 2 turbulent wind input

for P-GS control because simulations became unstable for this wind turbine setup. Interest-

ingly, the results for TT control suggest it has the least damping of the drivetrain (LSS and

MSS components), yet the best loading conditions for the system load (HSS components).

TTRD control appears to have the best overall results with the best drivetrain damping, the

smallest workload for CVT, and good energy capture.

To verify these results, graphical comparisons are now done with focus on drivetrain

damping and HSS loading. Figure 6.6 shows plots of MSS torque and HSS torque as an

indication of loading conditions. The HSS torque plot looks at only a small time frame of

the simulation to help distinguish results. These plots agree with the conclusions reached
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Figure 6.6: Shaft torque comparisons for Region 2 controllers with flexible drivetrain and
system load for full-field wind input

from the values reported in Table 6.6. TT has the worst drivetrain damping but the best

HSS loading conditions. TTRD control slightly outperforms 3-state DTC in both areas while

having the smallest CVT workload.

6.3.2 Region 3

Table 6.4 is reproduced by running simulations with the same wind turbine configu-

rations, only now with a rotationally-flexible system load, see Table 6.7. TTRD control

outperforms TT control in nearly every parameter with the exception of HSS loading and

power output regulation. TTRD control leads to reduced actuation for both pitch and CVT.
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Parameter Units TT TTRD

Max |β̇| deg/s 8.838 5.216

RMS β̇ deg/s 1.525 1.113

Max ωrot rpm 43.69 43.69

RMS ∆ωrot rpm 0.5161 0.5242

RMS ∆ωdr rpm 1.637E-01 5.311E-02

RMS ∆ωsl rpm 4.992E-03 5.293E-03

RMS ċ 1/s 9.469E-02 3.302E-02

Max |c̈| 1/s2 15.73 3.128

Max ωgen rpm 1816.4 1816.5

RMS ∆ωgen rpm 0.2086 0.2181

Table 6.7: Flexible system load data comparison for Region 3 turbulent wind input

Graphical comparisons are now done to verify the conclusions of Table 6.7. The elec-

trical power output and MSS torque are plotted in Figure 6.7. TT control regulates power

with less amplitude in its oscillations, but it does result in higher frequencies (not noticeable

on this time scale). The HSS torque response, not shown here, is a reflection of power output

plot, as expected since rotor speed is regulated. This means TT control exhibits better HSS

loading conditions, but at the cost of MSS loading conditions as the MSS torque plot shows.

The CVT ratio rate, not shown here, is a reflection of MSS torque. Therefore, TTRD control

not only provides better damping of the first drivetrain torsion mode, but does so with less

CVT control action while sacrificing minor HSS loading conditions.
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Figure 6.7: Generator power and MSS torque comparisons for Region 3 controllers with
flexible drivetrain and system load for full-field wind input
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Chapter 7

Conclusions and Future Work

The study of CVT control, for a grid-connected wind turbine, in this thesis moved

beyond the usual proof-of-concept found in previous research by analytically and systemati-

cally designing and tuning controllers using various methods. The perspective of viewing the

system load as the CVT coupled with the electrical generator was introduced as a means of

understanding how a CVT is capable of controlling the torque at its input. Control of this

torque is valuable for achieving control objectives in all regions considered here.

To study a wind turbine system using a CVT in its drivetrain, mathematical mod-

els were derived for the most relevant physical phenomena. Linearization of these models

was required for linear control theory to be applied. Simulation codes, AeroDyn/FAST and

MATLAB/Simulink, were used to model the complete system, including controllers for CVT

and pitch, in an environment that uses numerical integration to solve equations of motion.

Three different approaches were used for controller design. First, typical torque control

was shown how it can be implemented in the context of a CVT. This approach relied on the

system load perspective mentioned above. The advantages of this approach are: 1) not based
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on linearized models and 2) no knowledge of wind speed is needed. The key disadvantage is

that knowledge of HSS torque is required. Next, classical control theory, often used in pre-

vious CVT research, was used with various tuning methods for proportional, PD, and PID

controllers, including the use of gain scheduling. The key advantage of this approach it that

little knowledge of the system is required, unless analytically tuning. The big disadvantage

is that knowledge of hub-height wind speed is required. Lastly, modern control theory was

used to design DTC and realizable drivetrain dampers for use with typical torque control.

The key advantages of this approach are: 1) enhanced damping of the first drivetrain torsion

mode, and 2) no knowledge of wind speed is needed. The key disadvantage, applying only to

the typical torque approach is that knowledge of HSS torque is required. In summary, entire

control systems ranging from start-up through rated conditions were designed, implemented,

and simulated with nonlinear plant models using full-field turbulent wind inputs.

7.1 Conclusive Results

Various controller designs, based on rigid and flexible drivetrain models, were compared

for turbulent flow simulations of the nonlinear model with rotor rotation, drivetrain twist,

and system load twist degrees of freedom. For the rigid drivetrain model in Region 2, the

TT controller outperformed the P-GS controller in terms of better energy capture and lower

CVT workload. Given that P-GS uses a wind speed measurement, it becomes even less

attractive. For the flexible drivetrain model, P-GS results suggest it’s infeasible for practical

implementation due to its excessive drivetrain torque fluctuations. The most attractive

option, for all regions tested, was TTRD control. It proved to have the best damping

characteristics, lowest CVT workload, good energy capture, lowest corresponding pitch rates,
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and best power regulation. The 3-state DTC controller also performed well with slightly less

favorable results than TTRD. For the flexible system load model, TTRD control again had

the most favorable performance statistics in Region 2, except for HSS loading conditions

where TT control had the smallest torque fluctuations. In Region 3, TTRD again has

favorable results over TT control in nearly all areas of performance except the HSS loading

conditions, which includes power output regulation. These results suggest damping the first

drivetrain torsion mode leads to more HSS excitation. This is understandably the case since

the CVT is utilizing the inertia and torque of its output side to create an input torque that

counteracts vibrations of the first drivetrain torsion mode. The thorough comparison of CVT

controllers led to the identification of which methods achieve the control objectives best.

This research has focused on the continued development of wind turbine technology

as part of a global effort to reduce the COE for wind turbines. This thesis considered

model development, controller design, and simulation for a wind turbine with a CVT in

its drivetrain. The decoupling it provides between the aerodynamic rotor and generator

dynamics allows their inherently mismatched torque characteristics to be manipulated such

that desirable torque mappings can be used to achieve control objectives. This ability enables

variable-speed operation, thus tracking optimal aerodynamic efficiency in Region 2, without

the use of typical frequency-conversion PE. Drivetrain torque regulation was also achieved

with CVT control, enabling power regulation in Region 3 when used in conjunction with

an active pitch controller to regulate rotor speed. Lastly, drivetrain damping characteristics

can be enhanced by including the associated physical phenomena in the CVT control model.

Together, these various abilities of CVT could lead to a cost-effective drivetrain design with

improved energy capture, power regulation, and reliability.
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7.2 Suggestions

The progress made in this thesis towards advancing wind turbine technology is only a

beginning for CVTs. One of the large steps forward is to design, implement, and test these

controls on a drivetrain dynamometer or actual wind turbine system. Either setup would

ideally allow drivetrain stiffness parameters to be adjusted for the purpose of completing

parametric studies associated with active drivetrain damping. Before practical implemen-

tation is fully considered, many other suggestions are made for building onto the research

found in this thesis.

Listed below are suggestions for future work in wind turbine CVT technology. Discus-

sion of key items is found after the itemized list.

• Improve transitions between Region 2 and 3.

• Relationship between load torque and CVT parameters for high fidelity CVT models.

• Region 3 CVT controller design for variable-speed stall, eliminating the pitch system.

• Drivetrain fatigue analysis and gearbox reliability.

• Cost comparison of wind turbine designs with CVT, PE, and direct-drive generators.

• Adaptive control to accommodate modeling errors and improve performance.

• Analysis of the OTR law with CVT to understand the tradeoffs.

• Design of CVTs for large scale wind, requiring high operating torques.

• Operation with induction generator connected to a weak grid.

• Simulations using aerodynamic modeling based on generalized dynamic-wake theory.

• High fidelity simulations using multi-body dynamics codes such as ADAMS.

A suggestion for improving the Region 2 to 3 transitions is to use a single high-order poly-

nomial curve fit to the ideal setpoint torque for Region 2, 2.5, and 3. This would avoid using
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conditional statements to switch between controllers for each region. Due to its importance

in controller design for any CVT controller involving a setpoint torque, the relationship be-

tween the CVT input torque, ratio, and ratio rate should be studied in detail for higher

fidelity models. To further improve COE reductions, a variable-speed stall CVT controller

could eliminate the need for a pitch system. The stall controller would work by varying ro-

tor speed such that aerodynamic stall limits the power coefficient enough to regulate power

output. Unfortunately, with current CVT technology, a gearbox would be required for any

practical implementation due to the high LSS torques. Given the history of gearbox failures

in industry, in-depth study of CVT drivetrain reliability is suggested. Lastly, a wind turbine

cost comparison between a typical PE system, CVT, and direct-drive generator is suggested.

The PE approach has been most common to date, but CVT and direct-drive are emerging.

Direct-drive addresses the serious issue of gearbox failures by eliminating it entirely, but

at the cost of a large, unique, expensive generator and PE for variable-speed. The many

suggestions in the itemized list as well as others mentioned throughout this thesis, are ways

of moving forward in the quest for advancements in wind turbine technology and ultimately

reducing the COE.
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Appendix A

Simulation Files

A.1 FAST

Figures A.1 through A.6 illustrate a version of the FAST input file used to model the

CART in this research. The blade and tower property files, not shown here, can be found at

[32].

Figure A.1: FAST input file for modeling the CART, part 1
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Figure A.2: FAST input file for modeling the CART, part 2
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Figure A.3: FAST input file for modeling the CART, part 3
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Figure A.4: FAST input file for modeling the CART, part 4
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Figure A.5: FAST input file for modeling the CART, part 5
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Figure A.6: FAST input file for modeling the CART, part 6

A.2 AeroDyn

Figures A.7 and A.8 illustrate a version of the AeroDyn input file used to model aero-

dynamics for the CART in this research. The blade data files, not shown here, can be found

at [32]. Following the main AeroDyn input file is a sample of a hub-height wind input file

in Figure A.9.
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Figure A.7: AeroDyn input file for modeling the CART aerodynamics, part 1
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Figure A.8: AeroDyn input file for modeling the CART aerodynamics, part 2

Figure A.9: Sample of AeroDyn hub-height wind input file
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Appendix B

Induction Generator

This appendix is included to explain how the equivalent circuit analysis is done for the

induction generator modeled in this research. Recall the equivalent circuit illustrated in

Figure 2.18 with parameter values given in Table 2.7. A simplified circuit can be formed by

combining the appropriate resistances and reactances in series and parallel. Doing so results

in the equivalent circuit shown Figure B.1 [3].

Figure B.1: Simplified equivalent circuit used for analysis of induction generator

The resistance, R, and reactance, X, of Figure B.1 can be computed as a function of

the elements in the detailed circuit of Figure 2.18, where RM is ignored. The impedance of
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the combined resistance and reactance is written as,

R + jX = jXM

(
jX ′LR +

R′R
s

)/[
R′R
s

+ j
(
XM +X ′LR

)]
(B.1)

where s is slip, as defined by (2.25). The resistance and reactance are then computed as,

R = X2
M

R′R
s

/[(
R′R
s

)2

+
(
X ′LR +XM

)2]
(B.2)

X = XM

[(
R′R
s

)2

+X ′LR
(
X ′LR +XM

)]/[(R′R
s

)2

+
(
X ′LR +XM

)2]
(B.3)

The equivalent impedance of the circuit is easily calculated as a series of impedances,

Ẑ =
(
R +RS

)
+ j
(
X +XLS

)
(B.4)

The stator current, a phasor, is computed as the division of stator voltage by total impedance,

Î S = V̂/Ẑ (B.5)

The mechanical power converted per phase is computed as a function of slip according to,

Pm = (1− s)I2SR (B.6)

The real power output per phase is computed based on the total resistance as,

Pout = I2S
(
RS +R

)
(B.7)

161



whereas the reactive power per phase is computed from the total reactance as,

Q = I2S
(
XLS +X

)
(B.8)

Together, these results are used to compute the torque and real power characteristics as a

function of slip for the induction machine used in this research. Figure 2.19 and Table 2.8

are results of this mathematical modeling.
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Appendix C

Classical Pitch Control

The pitch controller used in this research is based on the one designed in [38]. It’s

purpose is to regulate rotor speed in Region 3 while remaining in the run position in Region

2. The pitch angle will be commanded with a PI controller using a rated rotor speed setpoint,

ωrated. This is illustrated in Figure C.1.

Figure C.1: Block diagram of pitch controller

The PI control law is written in the Laplace domain as,

∆β(s) =
(
Kp +

Ki
s

)
E(s)

=
(
Kp +

Ki
s

)
(Ωrot − Ωrated)

=
(
Kp +

Ki
s

)
∆Ωrot

(C.1)
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where Ωrot is measured rotor speed and ∆Ωrot is perturbed rotor speed since the point of

linearization will be at rated rotor speed. Inserting this into (2.34) in the Laplace domain

and assuming perfect torque regulation in Region 3, i.e. δτlss = 0, results in,

Idrs∆Ωrot =
∂τaero
∂ωrot

∆Ωrot +
∂τaero
∂β

(
Kp +

Ki
s

)
∆Ωrot +

∂τaero
∂v

∆V (C.2)

This is notated the same as (2.45) by dividing Idr on both sides,

s∆Ωrot = A∆Ωrot +B
(
Kp +

Ki
s

)
∆Ωrot + Γ∆V (C.3)

The rotor speed transfer function can easily be solved as,

∆Ωrot
∆V

=
Γs

s2 +
(
−A−BKp

)
s+

(
−BKi

) (C.4)

The poles of this transfer function are dependent on the proportional and integral gains,

therefore they can be tuned for desirable rotor speed response. This response directly corre-

lates to how well power output is regulated since power is a product of torque and angular

velocity.

Before tuning can be done, an operating point must be chosen. Upon doing so, the lin-

earized terms will be evaluated at that point. Fortunately, FAST is capable of computing the

periodic matrices for a first-order system. These matrices can then be averaged to estimate

an LTI first-order representation of the system at the chosen operating point. To perform a

Region 3 linearization of this model with FAST, the hub-height wind speed, vertical shear
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exponent, rotor speed, and load torque, at equilibrium are specified as,

vo = 18 m/s

αo = 0.147

(ωrot)o = 41.7 rpm

(τload)o = 3240 N-m

(C.5)

where the blade collective-pitch is trimmed (by FAST) to 11.55◦ to satisfy these conditions.

Since FAST does not account for the CVT, what has been specified here as load torque is

notated as generator torque in FAST, but for the CVT model it’s the torque at the CVT

input shaft. The equilibrium load torque is determined by knowing the rated rotor torque for

Region 3 and simply mapping it to the CVT input. The rated generator torque can be used

to compute the equilibrium CVT ratio that satisfies the torque condition. The equilibrium

CVT ratio for Region 3 is 1.0087.

Performing a FAST linearization, the first-order equations of the linearized system can

be determined in the form of,

ẋ = Ax+Bu+ Γud (C.6)

For a FAST linearization of the rigid drivetrain wind turbine, the terms in (C.4) can be

determined. The results for the Region 3 operating point of (C.5) are summarized as,

A B Γ

-0.1177 -2.905 0.07131

Table C.1: Region 3 linearization of 1-state with pitch input

The PI pitch controller can now be tuned. The method of tuning is based on considering

the characteristic equation of (C.4) in the light of a standard form second-order differential
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equation written in the Laplace domain as,

s2 + 2ζωns+ ω2n = 0 (C.7)

where ζ is the damping ratio and ωn is the natural frequency. Comparing the characteristic

equation of (C.4) to this standard form, it can be written that,

Kp = −2ζωn + A

B
, Ki = −ω

2
n

B
(C.8)

Therefore, all that’s left is to decide on the damping ratio and undamped natural frequency

to use for tuning these gains. Since this pitch controller is nearly the same as the one used

by [38], the same values used for tuning will be used, ζ = 1.0 and ωn = 0.6 rad/s. This

results in Kp = 0.3726 and Ki = 0.1240 for the CART’s PI pitch controller.

C.1 Anti-Windup

Anti-windup for the PI pitch controller was also designed in [38], and will be used

with here to avoid an accumulating error signal due to integral control below Region 3.

The integrator error signal is modified when pitch is saturated, e.g. in the run position for

Region 2. This is done by taking the difference between the pitch command before and after

saturation is imposed, and multiplying this difference by an integrator anti-windup gain. The

resulting signal is then subtracted from the error signal normally sent to the integrator. A

properly tuned anti-windup gain is designed to minimize this error signal during saturation

such that build up of an integrated error signal is avoided. An anti-windup gain of 10 is used

for the CVT CART in this research.
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Appendix D

Modern Control Theory

Modern control models use state space representation, known as an internal description,

whereas transfer functions from classical theory are an input-output model, known as an

external description. The state and output equations for a continuous linear time-invariant

state space representation is given by a system of first-order ordinary differential equations,

ẋ = Ax+Bu (D.1a)

y = Cx+Du (D.1b)

If a disturbance input vector is included, as in the case of a wind turbine experiencing

disturbances from the wind, the state space representation then becomes,

ẋ = Ax+Bu+ Γud (D.2a)

y = Cx+Du (D.2b)
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x = state vector

u = control input vector

ud = disturbance input vector

y = output vector

A = state matrix

B = control gain matrix

Γ = disturbance gain matrix

C = output matrix

D = feedthrough matrix

where A ∈ Rn×n, B ∈ Rn×m, Γ ∈ Rn×q, C ∈ Rp×n, and D ∈ Rp×m with x ∈ Rn, u ∈ Rm,

ud ∈ Rq, and y ∈ Rp. For the physical system modeled in this research, the CVT CART, the

feedthrough, D, will always be a zero matrix (this will be used from here forward). Section

2.5, on linearization, shows how the equations of motion for the drivetrain dynamics are put

into state space form.

Once the state space model has been formulated for the wind turbine drivetrain dynam-

ics, controllability and observability of the system must be checked. This is easily done by

computing the rank of controllability and observability matrices. The respective matrices

are computed as,

C =

[
B AB A2B · · · An−1B

]
(D.3)

O =



C

CA

CA2

...

CAn−1


(D.4)
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The state space system is controllable and observable if and only if the rank(C) = n and

rank(O) = n, respectively.

Once the controllability of the state space model is verified, full state feedback control

will be used to command the CVT. The state vector, x ∈ Rn, is fed to the state feedback gain

matrix, Fx ∈ Rm×n, which is summed with a reference input vector, r ∈ Rm, to formulate

the control input vector of the closed-loop system. State feedback is used to assign closed-

loop eigenvalues of the system such that desirable transient response is achieved. The control

law is written as,

u = Fxx+ r (D.5)

However, this control law is of limited use for a wind turbine experiencing highly variable

disturbance inputs, i.e. the wind. The upcoming paragraphs show how the control law of

(D.5) can be modified such that wind turbine control, CVT and pitch actuation in this

research, accounts for wind disturbances.

Moving forward with the control law of (D.5), the compensated closed-loop system of

(D.1a) and (D.1b) is then written as,

ẋ = (A+BFx)x+Br (D.6a)

y = Cx (D.6b)

Notice the eigenvalues of A+BFx can be chosen by choosing appropriate values for the state

feedback matrix. This ability will be used to adjust the rotor speed response, torque regu-

lation response, and add damping to the drivetrain torsion mode. Notice if the disturbance

input were included in (D.6a), the state feedback gain matrix is not influenced by it. This
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issue will be addressed soon.

Once the observability of the state space model is verified, a linear state observer will

be designed to avoid requiring measurements of all states since that would be impractical if

not impossible. Using knowledge of the control input and system output, the state observer

estimates the state vector. Still assuming a zero matrix for the feedthrough matrix, the state

estimates are formulated as,

˙̂x = Ax̂+Bu+Kx(y − ŷ) (D.7a)

ŷ = Cx̂ (D.7b)

where x̂ and ŷ are the estimated plant states and outputs, respectively, and Kx ∈ Rn×p

is the estimator gain matrix. Note however, this representation still neglects disturbance

inputs. Equation (D.7a) can also be written as,

˙̂x = (A−KxC)x̂+

[
B Kx

]u
y

 (D.8)

which is a useful form for implementation into Simulink. The error between the estimated

and actual state is given by,

ex(t) = x(t)− x̂(t) (D.9)

Taking (D.1a) and (D.7a), this leads to,

ėx(t) = (A−KxC)ex(t) (D.10)
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where estimator gain, Kx, is chosen such that eigenvalues of A−KxC are fast. Eigenvalues

with large real negative parts are fast, whereas eigenvalues close to the imaginary axis are

slow and will dominate the transient response. Fast eigenvalues of A−KxC cause the error,

e(t), to converge to zero quickly. Practical consideration of noise, limits the gain Kx from

making the observer eigenvalues arbitrarily fast.

Combining the function of state feedback and state observer, an output feedback con-

troller is developed. In this case, the estimated states are fed to the feedback gain matrix,

Fx. The new control law becomes,

u = Fxx̂+ r (D.11)

The augmented system can be formulated as,

ẋ
ė

 =

A+BFx −BFx

0 A−KxC


x
e

+

B
0

 r (D.12)

where the eigenvalues of A+ BFx influence the control action and eigenvalues of A−KxC

influence the estimation of states. This independent influence is known as the separation

property [41]. An internally stable closed-loop system is ensured by choosing Fx and Kx

such that eigenvalues for control action and state estimation have negative real parts.

D.1 Disturbance Tracking Control

Modern control of the CVT in Region 2 will be done with Disturbance Tracking Control

(DTC) theory. To see the study of DTC theory in the context of wind turbines, consult

[36, 37]. The purpose of DTC is to track input disturbances without measuring them.
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The key fundamental to DTC theory is that it uses an assumed disturbance waveform.

Knowledge of the input and output along with an assumed waveform allows the disturbance

to be estimated, and tracked in the case of DTC. This is valuable for Region 2 control since

the primary objective is to track λopt.

An assumed disturbance waveform is represented as,

ud = Θzd (D.13a)

żd = Gzd; zd(0) = (zd)o (D.13b)

where ud ∈ Rmd is the disturbance input vector and zd ∈ Rnd is the disturbance state

vector. The matrices, Θ ∈ Rmd×nd and G ∈ Rnd×nd , define the assumed waveform, but

the initial condition, zd(0), is unknown. A step waveform, a good representation of sudden

disturbances, is used for this research and is defined by Θ ≡ 1 and G ≡ 0. The single

disturbance state is therefore a representation of the hub-height wind speed since it should

be tracked in accordance with λopt for Region 2.

The typical state feedback law of (D.5) did not account for disturbance inputs. To

correct this, the ideal DTC feedback law is formulated as,

u∗ = Fxx+ Fdzd (D.14)

where Fd ∈ Rmd×nd is the disturbance feedback gain. Plugging (D.13a) and (D.14) into the

state equation with disturbance input, (D.2a), gives,

ẋ = (A+BFx)x+ (ΓΘ +BFd)zd (D.15)
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However, there is still the issue of estimating the disturbance state. If it were simply mea-

sured, a key purpose of DTC theory would be defeated. Incorporating the disturbance state

into the state estimator gives,

˙̂x = Ax̂+Bu+ Γûd +Kx(y − ŷ) (D.16a)

ŷ = Cx̂ (D.16b)

with,

ûd = Θẑd (D.17a)

˙̂zd = Gẑd +Kd(y − ŷ) (D.17b)

where Kd ∈ Rnd×p is the disturbance estimator gain. Now, there are error equations for

both the plant states, x(t), as written in (D.9), and the disturbance states, zd(t), written as,

ed(t) = zd(t)− ẑd(t) (D.18)

This leads to,

ėx = ẋ− ˙̂x

= (Ax+Bu+ Γud)− (Ax̂+Bu+ Γûd +Kx(y − ŷ))

= (A−KxC)ex + ΓΘed

(D.19)

ėx =

[
A−KxC ΓΘ

]ex
ed

 (D.20)

173



The differential disturbance error is formulated similarly,

ėd = żd − ˙̂zd
= Gzd − (Gẑd +Kd(y − ŷ))

= −KdCex +Ged

(D.21)

ėd =

[
−KdC G

]ex
ed

 (D.22)

Together, the differential errors can be written as,

ė(t) =

ė>x (t)

ė>d (t)

 =

A−KxC ΓΘ

−KdC G


e>x (t)

e>d (t)

 = (Ā− K̄C̄)e(t) (D.23)

where Ā =

A ΓΘ

0 G

 , C̄ =

[
C 0

]
, K̄ =

Kx
Kd



If the pair {Ā, C̄} is observable, the estimator gains, Kx and Kd, can be chosen such that

the eigenvalues of (Ā− K̄C̄) cause the errors to converge quickly.

A useful form of the estimator for implementation into Simulink is developed through

augmentation of (D.16a) and (D.17b),

 ˙̂x

˙̂zd

 =

A−KxC ΓΘ

−KdC G


 x̂
ẑd

+

B Kx

0 Kd


u
y

 (D.24)

which clearly shows how knowledge of the input, u(t), and output, y(t), along with an

assumed waveform allows the disturbance state, zd(t), to be estimated. Using this new state
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estimator that includes the disturbance states, the ideal DTC feedback law written in (D.14)

is now rewritten as a realizable law,

u = Fxx̂+ Fdẑd (D.25)

Choosing values of Fx is done to adjust the transient response as desired. In the case of DTC

for CVT, Fx directly impacts the CVT actuation with eigenvalues of A+BFx dictating the

response. Choosing values of Fd is done to adjust the steady state response. In the case of

DTC, Fd is used to relate the states to the disturbances such that tracking is achieved.

The final piece to applying DTC theory is the computation of the disturbance feedback

gain matrix. The first step is relating the outputs to the assumed disturbances. This is done

by solving the following equation for L,

QΘ = CL (D.26)

where desired proportionality is assigned using Q. In the case of a wind turbine in Region

2, the proportionality should correlate to tracking λopt. This proportionality along with the

disturbance feedback gain is then related to the closed-loop system as,

(A+BFx)L− LG+BFd + ΓΘ = 0 (D.27)

where Fd is computed to satisfy the equation. The realizable DTC law of (D.25) can then

be used to manipulate the control signal such that disturbance tracking is achieved with a

desirable transient response.
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