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ABSTRACT

PREDICTING DIFFERENTIAL ITEM FUNCTIONING IN CROSS-LINGUA L
TESTING: THE CASE OF A HIGH STAKES TEST IN THE KYRGYZ REPUBLIC

By
Todd W. Drummond

Cross-lingual tests are assessment instruments created lango@ge and adapted for
use with another language group. Practitioners and researcherssséngual tests for various
descriptive, analytical and selection purposes both in comparative ssachaess nations and
within countries marked by linguistic diversity (Hambleton, 2005ue b cultural, contextual,
psychological and linguistic differences between diverse popoftadapting test items for use
across groups is a challenging endeavor. The validity of mfesebased on cross-lingual tests
can only be assured if the content, meaning, and difficulty of testsiare similar in the
different language versions of the test items (Ercikan, 2002).

Of paramount importance in the test adaptation process is the proNgn & test
developers to adapt test items across groups in meaningful wagswd&y investigators seek to
understand the level of item equivalence on a cross-lingual assgsisitio analyze items for
differential item functioningor DIF. DIF is present when examinees from different language
groups do not have the same probability of responding correctlyitemitem, after controlling
for examinee ability (Camilli & Shephard, 1994). In order to deéect minimize DIF, test
developers employ both statistical methods and substantive (judgmentad)sre¥ieross-lingual
items. In the Kyrgyz Republic, item developers rely on substargiew of items by bi-lingual

professionals. In situations where statistical DIF detecticdhade are not typically utilized, the



accuracy of such professionals in discerning differences in rpnt@eaning and difficulty
between items is especially important.

In this study, the accuracy of bi-linguals’ predictions abouttisdredifferences between
Kyrgyz and Russian language test items would lead to DIF whsaded. The items came from
a cross-lingual university scholarship test in the Kyrgyz Repuliivaluators’ predictions were
compared to a statistical test of “no difference” in resp@agterns by group using the logistic
regression (LR) DIF detection method (Swaminathan & Rogers, 199@mall number of test
items were estimated to have “practical statistical 'DIFThere was a modest, positive
correlation between evaluators’ predictions and statistical IBUels. However, with the
exception of one item type, sentence completion, evaluators welde utwa predict which
language group was favored by differences on a consistent Pdaissible explanations for this
finding as well as ways to improve the accuracy of substantive reviewfaredof

Data was also collected to determine the primary sourcBdFoin order to inform the
test development and adaptation process in the republic. Most of thes cau®IF were
attributed to highly contextual (within item) sources of diffeemelated to overt adaptation
problems. However, inherent language differences were alsd:n8yntax issues with the
sentence completion items made the adaptation of this item tgpe Russian into Kyrgyz
problematic. Statistical and substantive data indicated thatettting comprehension items
were less problematic to adapt than analogy and sentence completns. | analyze these
findings and interpret their implications to key stakeholders, pro@demmmendations for how
to improve the process of adapting items from Russian into Kyaggzhighlight cautions to

interpreting the data collected in this study.
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Chapter 1: Predicting Differential Item Functioning in Cross-Lingual Testing
Overview
Cross-lingual tests are assessment instruments created lango@ge and adapted for
use with another language group. Practitioners and researcherssséingual assessments for
various descriptive, analytical and selection purposes both in compasaidies across nations
and within countries marked by linguistic diversity (Ercikan, 2002nblaton, 2005). In 2002,
educational policy makers in the Kyrgyz Republic (KR) chandexl delection criteria for

awarding state scholarships to higher education by replacing oral admisgaminations with a

standardized, cross-lingual test (Clark, ZObSDhe new test, known as the National Scholarship
Test (NST), is conducted in May of each year in the Kyrgyz, iRusand Uzbek languages
(Valkova, 2004).

The introduction of standardized testing in Kyrgyz%tmrerits scholarly attention for
many reasons. In general, high stakes selection testa@aditical endeavor with distributive
consequences. For some students, success on the NST represents a tifeteme chance to
access higher education (Drummond & De Young, 2004). As NST reselthe sole criterion
for university scholarship distribution, the public is counting on the N&De fair to all
examinees, regardless of ethnic or language background. Reseasdded to determine the
extent to which the NST has met its stated goal of reducingptan in access to university

scholarships. Another inquiry worthy of exploration is the exterwhizh the new selection

! Kazakhstan, Georgia, Russia, Ukraine, Azerbaijan and Uzbekistan lsaveeplaced oral
examinations with cross-lingual, standardized admissions tes#s tie collapse of the USSR.
The primary rationale for change has been to overcome corrupicpsathat have plagued
university admissions in the post-Soviet era (Drummond & De Young, 204k, 2005;
Osipian, 2007; Heyneman, Anderson, & Nuralieva, 2008).

% The “Kyrgyz Republic” is the official name of the country biifgyzstan” is also commonly
used.



criterion has impacted schooling. Selection testing for tgridmissions can impact secondary
school classrooms as administrators, teachers, and pupils adjhusinoentives created by what
is assessed on high stakes tests (Yeh, 2005). While the aboveassumportant, this study
addresses key guestions in cross-lingual assessment at tibemdstvel. Though not often the
focus of policy makers’ attention, item level analyses arentiss because valid selection
inferences in cross-lingual testing must be based upon the foundatemjuivalent test items
(Hambleton, 2005).

The Challenge of Cross-Lingual Assessment

The validity of inferences based on the results of any assessmsttbe carefully
substantiated (Messick, 1988). However, cross-lingual testing int®auacktional complexity
into measurement and interpretive processes. Inferences deowedrvss-lingual test results
are based on the assumption that the items are measuring theossinects at the same level of
difficulty across language groups. In fact, cross-lingual itdaptation is a highly complex task
due to the myriad of linguistic, cultural and psychological diffeesnbetween groups: Item
equivalence, and thus comparability across groups, can not simply ureedsgHambleton,
2005).

Successful cross-lingual item adaptation requires not only an usudirgj of test
specifications, item aims and content knowledge, but also cultural anttetudinguistic
expertise in order to ensure that all examinees experience “thé tegstnegems ipid, 2005). The
evidence from empirical studies of test adaptation across lgegua that accurately adapting
items is not always a straightforward task (Reckase & Bu@602; Ercikan, 2002; Van de
Vijver & Poortinga, 2005; Grisay & Monseur, 2007). Unintentional défiees between item

versions can manifest themselves in many ways: Variation iem@presentation, translation or



adaptation, format, or mistakes in one version (e.g. grammaekest can all result in
differential performance across groups. Even when two langtexrgens of an item appear to
be linguistically equivalent and convey similar content, meamiagd#fficulty, there may be less
visible but critically important cultural, contextual, and psychimalgbackground differences
between diverse groups that impact a group’s performance on anktanexample, variation in
curricular or content exposure, opportunity to learn, instructional diiéese or other
background phenomena may impact item performance by group difedie(Bierl & Khaliq,
2001; Van de Vijver & Poortinga, 2005; Hambleton, 2005).

One way investigators seek to understand the level of item egoeabn cross-lingual
assessments is to analyze itemsdifierential item functioningor DIF. DIF is present when
examinees from two or more distinct groups do not have the same [itgpbafbresponding
correctly to a given test item, after controlling for exaraiability (Camilli & Shephard, 1994).
Like factor analytic studies, the utility of DIF studieghat they provide an understanding of the
measurement invariance of a test between studied groups. eAnlangber of un-interpretable or
un-rectifiable DIF items can result in invalid selection, catgtion, or policy decisions and

consequently have important political and social implications (Encékdoh, 2005; Grisay &

Monseur, 2007}.

Researchers conduct DIF studies on gender, racial, language angdrothgedifferences.
When professional capacity and large sample sizes are readilable, such studies typically
employ statistical methods to detect DIF. Sometimes, thdyde a substantive item review to

predict or interpret DIFpost-hoc(Ercikan, 2002). Substantive review relies on experts’ “best

*In theory, “rectifiable DIF” (typically the result of overt issueslsas translation mistakes) can
be directly addressed after DIF analysis and therefore mloesepresent as serious a threat,
assuming that analyses are conducted and steps taken before test scoring.



estimates” to identify and/or interpret differences and estimhaw groups will be impacted by
those differences. Previous research has shown that substantexgsrase not consistently
effective at accurately predicting or interpreting staidtDIF. In some studies, there has been a
low correlation between reviewers’ predictions and statistizid outcomes (Plake, 1980;
Engelhard, Hansche & Rutledge, 1990). However, in some recent iocgqsaHDIF studies,
substantive review has proven to be relatively successful in inieg@lF causepost-hoc
(Allalouf, Hambleton, & Sireci, 1999; Gierl & Khalig, 2001). The choicesalbstantive review
methods, timing of review (before or after statistical analysenowledge of whether or not
items have been flagged as statistical DIF, expertise ofi@weas, and other contextual factors
appear to impact the results of such studies (Ercikan, 2002).lyldeabrder to both accurately
detect and interpret causes of DIF, both statistical and substarialyses of test items are
needed (Sireci & Allalouf, 2003).

However, in many cross-lingual testing contexts, there Is bt no capacity to employ
statistical DIF detection methods. In countries of the fornosie® Union, those charged with
developing assessments rely almost exclusively on substantive meathddsn review and
analysis (Drummond & De Young, 2004). Historically, standardizetihtesvas considered
“ideologically incorrect” and no investment was made in the féldducational measurement.
As there was no standardized testing, there was no need fsticaDIF detection methods.

The application of quantitative methods to educational outcomes imafjeves rare and the
validity of inferences was not typically empirically tesfedn the development of cross-lingual

educational materials in general, substantive review relying dimgnal educators and

* This is primarily due to the fact that in the Soviet period educational assesgrhetit the
secondary and tertiary levels relied heavily on oral examinations (Drummored¥ing,
2004).



translators (not necessarily panel review, sometimes aedragislator) was considered to be a
satisfactory verification of adaptation quality. The concept ofdutaor whose expertise was
in “measurement” or “psychometrics” did not exist in the KR lutiie introduction of
standardized testing in 2002 (Drummond & De Young, 2004).

Today there are still no courses offered in higher education in ezheledssessment and
measurement in the KR and only a handful of specialists have r@@iyeraining in the basic
concepts of psychometric theory. To my knowledge, and the knowledge tdst center staff
who conduct the NST, no educators associated with the developmentssihasseinstruments
in the republic have ever participated in a DIF analysis. Inegtgsuch as the KR where test
developers rely on substantive item review, it is essentialbiHatgual personnel be able to
identify both overt item differences between language versiensvell as predict how
differences in examinee backgrounds will impact group perfocma If bi-linguals can not
detect differences or predict performance patterns witraat &modicum of accuracy, this calls
into question the feasibility of accurate test adaptation agrosgps and hence the feasibility of
cross-lingual assessments: Thus, the need to “problematizeahiliey of the bi-lingual
evaluator to accurately predict DIF in the republic at this time.

There are also good reasons to probe for the quantity and causesgsotidifferential
item functioning (DIF) on the NST. Recent research has showrthibatore disparate the
language families involved in a cross-lingual assessment, tre omallenging it can be to
ensure the equivalence of test forms or unambiguously interpretsmesesresults (Sireci,
Pastula, & Hambleton, 2005; Ercikan & Koh, 2005; Grisay, de Jong, GebhardiznBer &
Halleux, 2006; Grisay & Monseur, 2007). The Russian and Kyrgyz langeages from very

different language families, Slavic and Altaic (Oruzbaeva, 199If).other words, while there



may be some “common challenges” to cross-lingual test adaptat general (regardless of
specific languages involved), it is increasingly clear thatfeasibility of employing equivalent
cross-lingual tests is also a function of the particular languages inaquesti

Research Questions

In this study | explored two research questions related towhbectoss-lingual item
adaptation issues highlighted above. First, to what extent wérgbal item evaluators able to
predict differential item functioning (DIF) on cross-lingual, versills test items from the 2010
National Scholarship Test (NST)? This question was answgreétermining how accurately
evaluators predicted statistical DIF and by how accuratelygbBmated which language group
was favored by DIF. Second, what were the causes or sources of DIF ondle &yl Russian
test items? Were DIF causes related to overt item adaptasues like poor adaptation or due
to background characteristics of examinees such as cultunathenent linguistic differences in
the way a particular language expresses or representsigaganings or constructs? (Reckase
& Kunce, 2002).

To answer these research questions | designed and conducted a isebstaigw of
thirty-eight verbal skills test items from the 2010 NST. befingual evaluators were selected
to complete the item review process. This work took place in Bisldelgyzstan, in June of
2010, between the time that the 2010 tests were administered andé¢hexaminee score
reports were released. The items evaluated consisted ofezigim@logy items, ten sentence
completion items, and ten reading comprehension items. The item analysis daweloped for
this study required the evaluators to: (1) estimate the leveifference(s) (if any) in content,
meaning and difficulty between the two versions of each it@ncljaracterize the nature of

difference(s); (3) describe the difference(s); (4) esenvatich group was favored; (5) suggest



improvements to make the items more equivalent; and (6) partiapatgroup discussion about
each item pair.

Then, | analyzed the items for statistical DIF using thystac regression (LR) method to
provide empirical data about the actual item response pattetaadiyage group (Swaminathan
& Rogers, 1990). An effect size measure proposed by Jodoin and Gierl (289 Bpplied to
each item analysis to limit type one error in statistestimation. With this data | was able to
compare the predictions of the evaluators with actual staliststcomes and analyze the
relationship between these two estimation approaches. Data fortanderg the causes of DIF
came from the item evaluators’ descriptions of the items onvleation rubrics and the group
discussion of each item pair.

Utility of this Study

In general, there are relatively few studies that seek tatifgehe causes of DIF on
cross-lingual assessments (Ercikan, 2002; Hambleton, 2005). To myekigewho DIF studies
comparing items from the Altaic and Slavic language famieg been carried out at the time
of this study. An important goal of this study is to contributentairederstanding of the unique
challenges to test adaptation between these two language :g@hgvacterizing the sources of
DIF will inform the planning and design of future cross-lingusdessments in the KR (Gierl &
Khalig, 2001; Jodoin & Gierl, 2001). At present, there are large peafoce gaps between the
Kyrgyz and Russian language groups on the NST. Thus, the stuthg$omc not only technical
but also sensitive political issues and the results can eitbeidp support for inferences based
on the NST or reveal critical areas where further work needsetdone to improve item

equivalence.



Performance gaps of course do not automatically mean highel2é#s! There are urban
and rural cleavages in educational outcomes in the KR that pahaiéanguage gaps on the
NST (chapter two). Despite evidence that demographics, socioaaorconditions, and
selectivity bias plausibly best explain the performance gapariguage, poor test adaptation
could nonetheless be a contributing factor to these gaps and any imprasdn test quality
would improve the validity of inferences based on test resultsnotedd above, the exclusive
reliance on substantive review needs to be problematized untilithenepirical evidence that
bi-linguals can effectively adapt and analyze cross-lingustl items without the help of
statistical DIF detection techniques.

The Ministry of Education in the KR has an interest in thisysaglpolicy makers seek to
enact a selection policy for university scholarships that istdaall ethnic and language groups
(Presidential Decree No. 91, 2002). In the event that item adapiatithis context appears
fraught with irreconcilable problems, policy makers have choidésy could consider different
policy options like administering separate - not cross-linguedsessment instruments. They
could consider modifications to the NST if the results of this stndycate this might be
necessary. Or, they could consider returning to oral examinatm@habandoning cross-lingual,
standardized testing entirely.

The Center for Educational Assessments and Teaching Met{GEATM), the
organization that conducts the NST, also has a stake in the redhits study. While they have
procedures in place for test adaptation and item review, resulid shed light on weaknesses in
these processes and indicate areas for improvement. Resmuilisdemonstrate that different
approaches to adaptation are necessary for some item typlest anore stringent curriculum

surveys or other analyses need to be carried out. They couldhedteway they invest in



adaptation procedures or take new steps that would improve DIF pbadictand lower DIF
levels. Methods could be explored such as special equating or scaling methtalethgstemic
DIF into account by adding points to groups who have been discriminated against.

Finally, outside of the KR, countries continue to join internatiosakssment regimes
like the Trends in Mathematics and Science Survey (TIMSS), nbgré&nme for International
Student Assessment (PISA), the Progress in International Rebitenacy Study (PIRLS), and
the Teacher Education and Development Study in Mathematics (-NBDRS Cross-lingual
testing is likely to remain a highly visible endeavor thatudes more and more countries in the
coming years (Hambleton, 2005). Many of the newcomers to thesmesegire not from
countries with high capacity in the field of psychometrics andsoreanent. Despite the fact that
the item development protocols for the above regimes are desigroedintries with a longer
history in testing and measurement, all countries must atiiuct much of the adaptation from
core languages (English, French, in PISA for example), into other largguage

In the newly independent countries of the former Soviet Union, sulvetaieim review is
still used as the primary means of reviewing and analyzitagtad tests (Drummond, 2011).
These Eurasian countries also employ cross-lingual, standarditzedntéise Slavic and Altaic
languages. Depending on the level and nature of DIF discovereithamdficacy of bi-lingual
reviewers in this study, the results could assist policy makers in theseie®detelop their own
assessment capacity. In the short term, the results could helglduéde whether or not cross-
lingual assessments should serve as the single selectierioarifor high stakes university
admissions tests (Clark, 2005). In the rest of this introductory chlagiteate the study, define

key terms and then set the stage for what follows.

> For PIRLS and TIMSS information sddtp://timss.bc.edufor TEDS-M see:
http://www.iea.nl/teds-m.htmfor PISA see: http://nces.ed.gov/surveys/pisa/




Situating the Study and Key Terms

Differential item functioning (DIF) is occasionally confusesl synonymous witlbias
(Hambleton, 2005). However, this is nobias study. In fact, there are important distinctions
between DIF and bias. The term bias tends to imply inherent nedairand the term is often
used broadly in a social rather than statistical sense. Itangfied as DIF however, may or
may not be fair, depending on the sources of DIF. In cross-lintudies, item pairs marked as
DIF indicate only that the two versions of the item are perfagmdifferently in the two groups,
not the reasons for that differential performance. Only blecdiohg and analyzing more
information (usually througpost-hocsubstantive review) can it be determined if bias exists. In
essence, DIF is an essential prerequisite for bias but ih@atame thing as bias (Camilli &
Shephard, 1994).

Despite the popular notion that large achievement gaps between grewssially due to
bias in testing, this is not necessarily the case. Zumbo (200&s mit that when two groups
demonstrate different probabilities of answering correctly duerde differencesin the
underlying ability being measured, this indicatesn impact,not item bias. Van De Vijver and
Poortinga (2005) help clarify the distinction between DIF and biaadbyng that bias occurs
when one group of examinees is likely to perform less well becalusome characteristiot
relevant to the assessment purpose. Or, “A measure is considebedbiased if scores of
different language versions of the same instrument areetitially affected by an unwanted and
undesirable source of variance” (Van De Vijver & Poortinga, 2005, p. Bd)s, bias is usually
associated with the presence of some “nuisance factors” whickerki our ability to attain a

closer approximation of a true score.
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Bias on an assessment can be the result of some background Hattdifferentiates
tested populations (differences population experience with testin@tiopondue to overt, item
related issues like translation problems or unclear items dwenatf mistakes. An example of
overt bias on a cross-lingual test is the adaptation of a wamdtiie source language that results
in the use of a word with a different or multiple meanings in éinget language. The different
meaning may result in an item that confuses the examinees tar¢je¢ language and result in a
failure to assess knowledge of the intended, original word. The ingsutariance in
performance between the two groups can not be said to be due to knovildugeriginal word
or construct but due to artificially introduced differences in difficof the item due to confused
word meaning. In this case, the nuisance factor is the poor qudlitgst translation or
adaptation (Hambleton, 2005).

Van de Vijer and Tanzer (1999) identify three types of bias #rairapact cross-lingual
tests — construct bias, item bias, and method bias. Construct bias edren there is an
incomplete overlap of psychological or linguistic constructs betwlencultural groups in
guestion. Entire ways of conceptualizing problems can differ arstieexe of certain concepts
and ideas might not be found to the same degree between disparate(gamapteton, 2005).
Method bias can occur due to variation in conditions under which an irgttusnadministered
or due to differences in exposure to certain techniques, likentfilin bubbles,” on multiple-
choice testing (Van De Vijver & Poortinga, 2005). Method bias was of a concern for this
study as all regions of the Kyrgyz Republic experiencedrtieduction of standardized testing
at the same time. All test NST administrators are tcaime the same central authority using
detailed test administration manuals and NST testing is conduciger tightly controlled,

standardized conditions (Valkova, 2004).
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The term DIF is utilized in reference to statisticallyentified differences in item
response patterns, not the claims of item reviewers as to wiwetinet an item has the same
meaning in different groups. That is, evaluators do not ideDtifyper se, but instead estimate
the likelihood of difference in their professional opinion, or - ahécase of post-DIF analysis
reviews, provide interpretations as to what might be the causeFofdehtified by statistical
methods (Camilli & Shephard, 1994). While some researcherhegerins “DIF review” and
“substantive review” interchangeably, in this study | use the tdDIF review” to imply
statistical analysis, not the estimation of differences from a substaeview.

At the same time, statistical tests alone reveal nothoogitathe nature of differences
between groups — only that respondents in the groups have different oddev@firagnan item
correctly. In order to interpret DIF it is essential to condudtstantive reviews with bi-lingual
expert panels or committees (Ercikan, 2002). As noted above, thensetor differences in
outcomes may be due to true differences or bias. It is poskatlehrough the statistical DIF
detection and substantive review methods employed in this study, hilas BIST items will be
detected. However, in this study | sought to understand how sersiHingual evaluators were
to overt item and background differences of examinees (i.e. diflesenom either item impact
or bias) as well as how accurately they could predict whichthese differences favored - not
necessarily distinguish between bias and DIF per se.

Finally, strict measurement equivalence on cross-lingual iestse in practice. Van De
Vijver and Poortinga (2005) maintain that the constituent elemerdsnsfructs like behaviors,
attitudes, or norms are never identical across all culturahguistic groups. Representatives of
different groups are likely to always be somewhat differegtialipacted by certain situational

types of questions, curricular coverage, and background knowledges, thbuinding of some
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DIF on the NST does not automatically invalidate the comparetigeences based on the NST:
DIF results must be put into perspective and context.
Study Limitations

Despite the importance of DIF studies, this type of analysigeegaonly a portion of the
validity evidence necessary to support the appropriateness ofemsrasst for the purpose for
which it is employed (Messick, 1988). For example, the absenceFofoDla cross-lingual
selection test such as the NST in Kyrgyz Republic revealsngp#ibout whether or not the
domains covered by the test are the most useful for universgstisa purposes. The various
language versions of the test might be equivalent but lack puedialidity. Determining the
validity of inferences from any assessment is “an overalluatige judgment, founded on
empirical evidence and theoretical rationales, of the adequacy arapapianess ohferences
and actionsbased on test scores” (Messick, 1988, p. 35). In short, the appropsatéribe
NST as a selection instrument (and overall fairness) can not be determia&lbgtudy alone.

Further, the practical utility of any validity or DIF study policy making is not always
related to the meaningfulness of the study’s results. Agddet Archer (1979) reminds us,
educational policy is not a natural response to evolving “societal jeleds rather the
expression of the will of actors with the power and abilitynftuence policy and institutionalize
their version of reality. Policy decisions are political and lsa arbitrary or confused, or made
by policy makers whose intentions are not benign; data and evidemdeecatilized, or not
(Archer, 1979). In countries like Kyrgyzstan where institutionatuggiron and test score abuse
has a long history, validity issues can be peripheral or even etatypirrelevant to policy

outcomes (Clark, 2005; Drummond & De Young, 2004). Archer’s perspdwaipge us maintain
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realistic expectations as to the power (or lack of power) oflitxaland DIF studies to impact
policy decisions.

Nonetheless, this study provides important foundational validity evideecause the
results provide information about the challenges to item adaptatiorRussian into Kyrgyz as
well as the utility of employing substantive item reviews Messick (1988) emphasizes, there is
no way to judge responsibly the usefulness of score inferences ahgbhace of evidence as to
what the scores mean. Of course the overall selection inferenade from cross-lingual
assessments can be valid or invalid, even when DIF levelswareHowever, if DIF levels are
high between various groups tested, and test developers are unable standdehy, there can
be few valid selection inferences based on the test, regamlid®w transparently test results
are utilized by higher education institutions (HEIS).

A final general limitation of the study is that the nature hed tvork itself is highly
interpretive. Test adaptation is a human process and evaluatogs diffierent skills and
dispositions to their work (Engelhard, Hansche, & Rutledge, 1990). Eweduwain hypothesize
and provide plausible predictions and interpretations, but never be 10@#n oérthose claims.
As will be argued in later chapters, even if the statibfliF estimates are reasonably accurate,
the determination ofthe exactDIF rate by statistical means is also influenced by conééx
factors such as differences in the ability distributions of weedgroups under study (Narayanan
& Swaminathan, 1996). A detailed explication of the statistioaitations in DIF studies is
presented in Chapters 3 and 6. This does not mean assessmenbmeectEnd policy makers
should not try however. The purpose of a DIF study is to generatei@hpiata in order to
address the root of as many challenging issues as possibladaptl policies and methods

accordingly.
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Organization of the Study

As Kyrgyzstan is not well known by western scholars, briebhi=al context about the
educational system, language politics in the Soviet period, angadiitecs of contemporary
language issues are provided in Chapter 2. | place partiquiahasis on the proportion of
pupils being schooled in the various language media as well asmtethal outcomes by
language group. | also present trends over time in enrolimeldnigwage medium since the
collapse of the Soviet Union. In the last half of Chapter 2 | detail how BiSilts are utilized as
the selection criterion for state scholarships to higher educationChapter 3 | review the
relevant DIF literature. In Chapter 4 | present the dedigheostudy and the methods utilized to
collect and analyze data, in Chapter 5 the results, and in Chaptana@yke and discuss the

results as well as offer recommendations for future cross-linguasttites.
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Chapter 2: Education & Language(s) of Instruction in the KR
Overview

Every language is a unique system of communication that convegsimg, ideas, and
culture. However, languages evolve and develop in the context af aad political systems.
The trajectories of their evolution are thus framed by social tondiand power relations
(Korth, 2005). Language use also demarcates class, privilegep@ad®undaries, and thus
has meaning beyond conveyance of literal meaning. A language caaly mfluenced by a
more “powerful” or prestigious language, the interaction withcWwhdiffers through time and
place. Therefore, language as a “variable” in researchuhi-lingual societies needs to be
understood in relation to other competing languages that co-inhabitthe linguistic and
cultural space. This is especially true in societies wherdamgeiage has enjoyed a hegemonic
position over all others for a considerable amount of time as Rudglan the Soviet period
(Grenoble, 2003).

Understanding the development and political place of the KyrgyRasdian languages
in the Kyrgyz Republic helps set the context of this DIF studis chapter highlights the
salient historical and demographic issues related to language andrsgiothe republic. After
a brief overview of language politics in the Soviet era, contempalaiey on school enrollment
rates and quality of education by languages of instruction inejnblic are presented. The
chapter concludes with a discussion of the resilience of the Ruasiguage as a language of
instruction in the republic and a brief overview of the higher educaggiera and the contextual

conditions that gave rise to the new selection test, the NST.
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Historical Context of Languages of Instruction

Education in the Soviet era was characterized by centratidednistration and tight
ideological control. This resulted in the standardization of most educational nafrpsaatices,
and in theory, an egalitarian, mass approach (Glenn, 1995). In Casitiabs in other parts of
the USSR, a success of the Soviet state was the developmentes a&ducation system and the
attainment of high literacy rates. According to Dienes (1988)literacy rate for Uzbek males
in 1926 was under 25%: By 1979, over 90% of Uzbeks had access to some fxocation.
Not more than 3% of the population living on the territory of whabday Kyrgyzstan was
literate before the Soviet period. By independence in 1991, liteeteg were near 100%
(Fierman, 1991). Despite standardization in approach to educationa flmiamighout the
USSR, the achievement of literacy was initially made thrahghuse of multiple languages of
instruction. In the early Soviet years many citizens in Earaad their first exposure to formal
education through the medium of their native language (Grenoble, 2003).

Some accounts of the Soviet's assumption of power in Central Agiasme the
widespread poverty and absence of mass schooling at the timen(@l995). Indeed, the
Bolsheviks faced many challenges consolidating power at the ¢hd Bussian Revolution. In
addition to establishing law and order and creating new adminstigttiuctures, schools had to
be built and “new literary languages” had to be developed (Korth, 200%. written Kyrgyz
language as it exists today is a Soviet era creation. THnetive that emphasizes the
“educational successes” in the early Soviet period however, hastoeegly contested in recent
years (Hu & Imart, 1989; Oruzbaeva, 1997; Megoran, 2002).

Whatever the claims of the early Bolsheviks, a limited nhumbefyofyz (and other

Central Asian) elites did have access to the written worldaatthe time of the Soviet conquest
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(Hu & Imart, 1989). Further, many people of the Eurasian stepbeadiidentify themselves as
belonging to the distinct ethnic or linguistic groups that the $®weere busy constructing
(Grenoble, 2003; Korth, 2005). The common literary language usedibgkKs, Kyrgyz and

other literate Turkic peoples at the turn of thd’ I@ntury was the one learned “at the Tatar

speaking medressehs of Ufa, Kazan or, to a lesser extent, in Orenburg” (Hut&L 88y p.70).
While there were differences between the “oral realityantien word,” the “Turkic” produced
by early writers was mutually intelligible to many on the steppes anchkazbtential to serve as
a unifyinglingua franca A language utilizing the Arabic script which could serve tdaymot
divide the peoples of the steppes. Hu and Imart (1989) conclude:
“Such a lofty aim maybe was surrealistic and in any base to attain: it demanded time
and above all wide autonomy in cultural and educational matters.infpending

historical events were to show that this was precisely what Kieakh-Kirghiz
intellectuals lacked, or, more exactly, what they were denied” (Hua&t| p. 73).

The development of a written Pan-Turkic language was not to be. &eti@26 and

1931, under the direction of the Soviet authorities, a distinct writtgrgy language was
developed with the Latin alphabet which would be utilized until the enldeo1930s. The fact
that the Soviets initially selected the Latin script for thelgpeodified Kyrgyz written language
indicates that they perhaps felt threatened by the developmenpanh-Turkic language that
could serve to unify millions of Muslim subjects. Some scholass@latend that Latin (instead
of Cyrillic) was selected in order to avoid being seen as “Rusgi the Kyrgyz language while
at the same time it avoided the use of the Arabic script (Grenoble, 2003).

Lenin himself spoke of the need to provide educational opportunities in the na

languages of the newly “liberated” peoples of Central Agi,( 2003)6.3 Scholars debate

6According to Grenoble (2003), Lenin clearly believed that there shouhd Bstate language”
of the USSR. Indeed, Russian never actually became the ‘atagalge” of the USSR - at least
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whether he believed that the native medium was essential ovéwnigpegerm but there is no
guestion that the Bolsheviks had political aims in mind when calling for educatioglihmnative
language media. Because the Tsar had outlawed native langhagés sthe Bolsheviks were
sensitive to the language question and did not want to alienate Casiaals: Hence, the
guarantee of the right to education through native language (Glenn, IB®S)policy of native
language education fit well within the overall strategylafrénizatsiig”’ or “indigenization,” the
Soviets’ initial approach to institutionalizing the communistestatough the appropriation and
utilization of local elites in visible social, economic and political positionsr{Giole, 2003).
“Korenizatsiid officially began in June 1923, and was seen as necessary to develop a

strong communist movement and institutions. In December of 1923, a dearsated that
official documents be produced in the local languages in all the aL&dran Republics and
Autonomous Regions. Initially, even ethnic Russian functionaries wereumged to learn
local languages (Fierman, 1991). Grenoble (2003) proposes thathighgsunlikely however,
that the committees with policy making power (which were comprised of highlya¢ed, urban,
Russianintelligentsig were actually willing to give up power to the “uneducated” gedous
peoples in matters of culture and education. For example, he notes that Soviegistslolvhile
claiming to support indigenous languages, “did much to influence thew lamguages) to
acquire a vast number of Russian lexical items, collocationagemmatical patterns, as well
as to directly impose Russian orthography and spelliftgdl,(2003, p. 37). Thus, native
language development was encouraged to the extent it was ghigligxpedient for the new

regime.

not until 1990 when the move was more of a desperate reaction to treadubf national
assertiveness exemplified by the 1989 language laws in many of the regEldicnan, 1991).
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Nonetheless, the Soviets saw basic education and literasgastial for the economic,
social and ideological development of the region. And, for betteomeythey were successful
both in establishing new educational institutions and creating widteguages for the titular
majorities in the new Soviet Republics, including Kyr&yzSoviet census data show dramatic
increases in literacy rates in all the new republics withenfirst 20 years of Soviet rule. In

Kyrgyzstan, as early as 1923 there were reportedly 251 newKiagguage schools out of the

357 total schools in the repubﬁcln 1913, no books had been published in the Kyrgyz language
but by 1924 the first school textbooks were already being produced (Grenoble, 2003).

The early emphasis on education through native languages washirbkved however.
Despite the fact that Article 121 on the Soviet Constitution of 193gteed the right to native
language education for the titular majorities in the new SoweguBlics, by the mid 1930s a
change towards overt Russification was already evident. Inafut@34, the Communist Party
in Kyrgyzstan promoted the maximum use of “Sovietisms” and iniemaist terms in the
Kyrgyz language (Huskey, 1995; Korth, 2005). In 1938 a law wasgasst required all
Soviet citizens to study the Russian language. According to Gee(@03), “the rationale for
the law was the need for a common inter-ethinigua francafor communication, economic and
cultural development, the need for Russian to promote science and abveaineng, and
defense” (p. 54). This policy had the effect of stimulating growtlthe number of citizens

studying in the Russian medium of instruction.

! Huskey (1995) and others have emphasized the artificiality of the creation of tHedistmect
Central Asian Turkic languages where no such delineations had existed prior to #tee&ovi

For a discussion on how the Soviets “constructed ethnic identities” see Grenoble (2003), pp.30
40. For more on “constructed languages,” see Hu and Imart (1989).

® There was considerable Russian settlement in the region before the BolshalikiBe of

1917 and these settlers had been sending their children to basic primary schools foneome
Grenoble (2003) notes that while 54% of eligible European children attended schoofocofly 4
native children did so at the time of the revolution (p. 142).
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Further, in 1938 the Latin alphabet was eliminated for written Ya/and replaced by
the Cyrillic script. Perhaps not coincidentally, the late 1933 mark the period of
consolidation of Soviet state power and the brutal persecution of id$ fof dissent, political
and intellectual. Huskey (1995) believes that the Kyrgyz wer@iposition to resist the overt
linguistic Russification of this period. Not only did ethnic Kyzgyake up just 40% of the total
population of the republic - living mostly in the peripheral regiohat-the destructive Stalinist
purges decimated the ranks of Kyrgyz intellectuals. A histbaccount of the 1937-38 mass
killings of Kyrgyz elites atChong-Tashnhotes that most of the executed were accused of have
connections to “Pan-Turanic” (Turkic) parties, actively workingiast the USSR (Helimskaia,
1994). Huskey (1995) argues that the obvious “sycophantism” in thediai@eost-repression
years and the eager embrace of the Russian language on thelpeat party leadership further
expedited Russification.

By the end the post-war period, Russian language education wdyg theameans to
professional advancement in industry, agriculture, science, medinuh culture. A 1954 decree
in Kyrgyzstan eliminated the requirement that Europgeamdy Kyrgyz as a second language
(Huskey, 1995). Higher education at this time was conducted alndssieely in Russian and
movement through the communist party hierarchy at any levediffesult, if not impossible,
without Russian language skills (Glenn, 1995). Another blow to the Kyegyguage came in
the form of Clause 19 of the 1958 education reforms. According to eClEisstudy of the

native language (for non-Russians) was no longer compulsory. rgy#stan, the result of this

° The term “European” in the Eurasian context is typically usediénote non-indigenous,
usually non-Muslim, inhabitants of the region who are of “European” origin. Wiukt of these
groups are highly “Russified” today, the use of this term altve inclusion of Germans, Jews
(considered a “nationality” by the Soviets), Poles, UkrainiarelaBsians, Moldovans, the
Baltic nationalities, etc. into a category of peoples sharomgneon traits (Russian medium
schooled, typically not functional in local languages, etc.).
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policy was that Kyrgyz became a marginalized language, foraugbe primary levels of
schooling, not for secondary schooling and certainly not for those withtians to higher
education (Grenoble, 2003, p. 57).

The Brezhnev era (1962-84) has been characterized as a timénef Russian language
expansion. Propaganda, policy, and funding promoted the Russian langtlagg@sat unifier
that would bind all peoples of the USSR, enable socio-economic developatient, for
demographic mobility of elite cadres and ultimately serve adathguage of the new “Soviet
man” (Fierman, 1991; Grenoble, 2003). By the end of the 1970s, 82% of the Suist
population had at least basic knowledge of Russian. In 1989 a total of 85.2loethnic
Kyrgyz in the republic reported fluency in Russidnd, 2003). At independence in 1991, only
4% of all books in the national library and only 9% of all films produbgdthe state
cinematography industry were in the Kyrgyz language (Huskey, 199bjanslation of
educational materials and books in the sciences and industry nowebatraost exclusively a
one way process — Russian to local languages (Grenoble, 2003).

In 1989, only 7% of all schools in the capitalynzeat that time) were Kyrgyz language
medium, while 54% were Russian language medium. The rest vweed medium school®
Approximately 42% of ethnic Kyrgyz who were not in a Kyrgyz medinack were also not

studying Kyrgyz as a second language (Fierman, 1991). Betweermi8%92, the number of

911 a “mixed medium” school, two or more separate cohorts aréttaugvo or more different
languages all in the same school building. Pupils may attend sathib@ same time of day or
be organized so that one language cohort attends in the morning, onarefterall depending
on the logistical arrangements, size of the study body andtiéscévailable. Class cohorts in
mixed schools are known as “Kyrgyz A” or “Russian A.” School buildicharacterized as
mixed medium do not providei-lingual education. The combined attendance of various
linguistic groups in the same school building is an administrativeagmstical, not pedagogical,
arrangement (Korth, 2004).
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Russian language medium schools in the republic declined from 234 to 142nufber of
Kyrgyz language schools increased from 1,018 to 1,122. However, withaotahenroliment
numbers for each group it is difficult to determine the actual propoof change in enroliment
in the Kyrgyz and Russian language tracks. That is because many Russias dichoot in fact
close but instead became mixed medium schools by opening p&aidglz language groups.
The number of mixed schools in the republic increased during this samoe from 332 to 409
(Huskey, 1995, p. 562).

With Perestroikain mid 1980s there were calls for change in this status quo inalultur
and educational affairs. The Central Committee of the Kyr@pmmunist Party issued a
proclamation on “National (Kyrgyz) and Russian Bi-lingualism’August, 1988. Supporteo$
the proclamatiotbemoaned the lowly status of the Kyrgyz languagewever, the proclamation
did not challenge Russian language hegemony directly but insédlad for the redoubling of
efforts to improve the knowledge, use and quantity of instruction in langueegedes Russian,
including of course, Kyrgyz. The idea was not to “bring the stafti®gussian down” but rather
to bring other languages “up” to equal status (Huskey, 1995).

The 1989 language law however was less equivocal. Its main featchaded the
renaming of Russian place names, the requirement that offosiallgment documentation be in
Kyrgyz, and the introduction new norms about language use in the woekplThe law called
for the mandatory provision of all business and social services iKytlggz language by 1999
(ibid, 1995). According to Huskey (1995), perhaps most controversial wadeA8tiwhich
required that ethnic Russian managers be able to speak and carry on normatiwitids an the
Kyrgyz language. For some however, the law did not go fargtnotihere was a compromise

provisions that noted “either language could be used” in certamabféictivities and that where
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Kyrgyz was being used, translation into Russian was to be proviBadher, while Kyrgyz
became “the state language,” Russian remained “a languageerdthnic communication.”
Critics of the law pointed out that the provision of these “Rusgpiions” reduced the incentive
to learn Kyrgyz ipid, 1995).

Events over the next few years would conspire to make implen@ntatithe 1989
language law incomplete. President Askar Akaev, despite ooeaipposition, was perhaps
more concerned about keeping Europeans in Kyrgyzstan than thgyaffication” of the
political, economic and educational system. In the summer of 198@|ydelashes between
ethnic Kyrgyz and Uzbeks in the south of the country raised #kestof nationalist politics.
President Akaev was a moderate, committed to the development ofripyez Kanguage over the
long run, but eager to avoid fanning the flames of nationalism. 998,1President Akaev
extended the time for full implementation of the 1989 language law @87 to 2000 (Wright,
1999).

In characterizing language politics in the republic in the 1990s, KMU4®®5) identified
two political camps in addition to the centrists. One group consi$teayhly Russified elites,
the “internationalists,” who had both personal and professional stakles Botiet system and
the Russian language. The nationalists or “indigenizers” wereaply embedded in the various
Kyrgyz language committees and enforcement agencies. Theynmaily Kyrgyz speakers
who sought faster movement on language reform. According to H$R6%), both of these
groups used “alarmist tactics” to push their agendas, threatdimergonsequences for failure to
act decisively. President Akaev however, maintained his moderatBopothrough the
promotion of the motto “Kyrgyzstan: Our Common Home,” intentiona@signed to ally

European fears of a nationalist resurgence that would jeopardize their liveldrabdscurity.
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By the mid 1990s the rate of European emigration abated as mucheairiph@ationalist
fervor faded (Korth, 2005). In fact, new Slavic educational instituteueh as the Kyrgyz-
Russian Slavonic University were opened and other efforts wette tnanaintain close cultural
ties to Russia. In 1996, the lower house of parliament even approvedutmeof Russian as an
“official” language. The proposal however, was rejected by thempouse in 1998 (Wright,
1999). Nonetheless, at the end of the Soviet period and well into the 1998snResained
the dominant language of higher education and continued to carry sghipolitical and
cultural capital in Kyrgyzsta?ﬁl.

There were of course practical realities that impeded gignif change to the status quo
in regard to the status and use of the Kyrgyz language. Theitransithe Kyrgyz language in
official and educational life would have been a daunting financial burdwer “normal”
economic and political conditions; in the wake of the collapse of 8&R) exceedingly difficult
(Fierman, 1995). In such conditions, a small, economically dependémntlikta Kyrgyzstan
could hardly have been successful in overseeing the costly trarfsitanRussian to Kyrgyz
overnight, or in other grandiose projects such as reintroducing alpéabet (Latin script) as
some had proposed. Korth (2005) provides considerable evidence that #@rer@ow only
financial challenges, but also attitudes, dispositions, and pedagolallenges which coalesced
to make the transition unsuccessful.

Whatever the dispositions of policy makers, today the Russian langnaggs role in

education have remained relatively unchanged since the Sovietreleed, not only was the

1 The maintenance of Russian in Kyrgyzstan as the lingnadraf business, government and
education well into the 1990s contrasts sharply with other countritae dbrmer Soviet Union;
the Baltic countries, the Caucasus and even other neighboring coimttiestral Asia with the
exception of Kazakhstan. According to Bruner and Tillet (2007), 679 diase enrolled in
higher education in the KR today are receiving it through the Russian languagenmedi
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1989 language law not vigorously applied in practice, in 2000 the Russiara¢pnyas given
new life by becoming an “official” language of the Kyrgy2@iblic. The resilience of the
Russian language is connected to history, demographics, culture llagasweontemporary
political, economic, and pedagogical issues, including the relateegsh of Russian medium
education, a topic addressed in the next section of this chapter (Korth, 2005).
Contemporary Schooling and Language Issues

Kyrgyzstan inherited and maintained both the Soviet tradition of atezetd authority
and a multi-lingual system of education. The Ministry of Educatiothe capital, Bishkek,
makes all major education policy decisions (Johnson, 2004; Bruner &, TD07). Education
departments in the @blasts(provinces), 2 cities of “republican status” (Bishkek and Osh), 40
rayons (regions), and 23jorono (city) administrations implement policy at the local level
(Census, 2010). Overall, representatives of overrEifional’nosti(nationalities) reside in the
republic.12 It is possible to receive an education from kindergarten to the etmplof an
advanced degree in three languages of instruction - Kyrgyz, dfte lshguage, Russian, an
official language since 2000, Uzbek, the language of the most nultygpicadominant minority
in the republic. There are also four Tajik language schools in the Batiast™

Approximately 80% of schools in the republic are designated &yrtimistry as rural

schools. The average size of rural schools is 477 pupils, the avtmagesize is 23.7, and the

12 Soviet and many post-Soviet Eurasians use the term natsional’ nbehdiiey) as American
scholars would use the term “ethnicity,” not citizenship. For exanguieethnic Russian born
and raised in Kyrgyzstan (and a citizen of Kyrgyzstan) woulethmbtess be considered to be of
“Russian nationality.” | use the term ethnicity and nationalitgrctiangeably depending on
context. While the total number of different nationalities in thmulbdéic is over 100, only 15
distinct nationalities have more than 10,000 people or more in the repodiig. The total
population of the republic in 2009 was just over 5.3 million (Census, 2010).

13 Opportunities for higher education in the Uzbek medium are limitedreTaee no higher
education institutions offering study through the Tajik medium.
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pupil to teacher ratio is 14.9. The average size of urban schatid igupils, the average class

size is 26.9, and the pupil to teacher ratio is 17.9 (Herczynski, éﬁOB)Jp“S study in class
cohorts which stay together as a group and move from teachecherted here can be from one
to seven or eight cohorts in a given grade level. Graduatingsilees can thus consist of as few
as 10 students all the way up to 120-140 students, though this larger namiseally only
found in the largest schools in Bishkek.

According to the data presented in Appendix A, there were 1,911sktabls in the
republic in 2003. More recent figures provided by Steiner-Khambashaliyev, Sheripkanova-
MacCleod, & Moldokmatova (2011) put the total number of schools at 2,168. Schals i
instructional languages usually contain all grades in one building (etanggcondary schools).
However, a small number of buildings house grades one to riaghal’nee shkol(primary
schools), anche pol'nee sredniy€basic secondaryyrades one to nine. For the 1999-2000
school year primary schools comprised 6% and basic secondary sth#otsf the total number
of schools in the republic (Herczynski, 206§)However, it is also quite common that a large
number of pupils attending schools with all 11 grades stop their schooling afténtthgrade.

During the Soviet period, approximately half of those completing tlast year of
compulsory educatiomg pol’nee sredniyereceived one to two additional years of vocational

education in a professionailchilishe or teknikuminstead of completing the full 11 years of

secondary school which was considered necessary for universitylgtuﬂlye proportion of

 This is 2003 data. More recent anecdotal reports indicate that siias have increased in
recent years, especially in Russian language tracks.

1>While the Russian word “sredniye” literally means “middle,"steen observers of Soviet and
post-Soviet schooling tend to use the term secondary to denote schooling acresesallell.
%1n the Soviet era mandatory education (basic) took eight years tdoinplete” secondary
education took ten years.
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those finishing complete secondary education has risen in recest whde enrollment in
professional technical schools and other specialized vocational scheaspaed dramatically
(Herczynski, 2003). According to Brunner and Tillet (2007) only 10% of the 198Rigting
cohort went on to receive higher education while today approximiaaéflyhe graduating cohort
enrolls in some form of higher education. This is primarily wuge availability of inexpensive
educational options with the growth of private institutions and the opefingore places for
paying students in HEIs in general.

Table 2-1 below presents the proportion of the three langatsional’nostiin the
republic by proportion of the total population since 1959. 1959 was selectadianally
because it represents the peak of European habitation in the reppoddiclata was collected in
1926 (Huskey, 1995). 1989 was the last census year before the colidhseSoviet Union.
The decline in proportion of the Russian and the “other” group between @#82009 is
primarily due to European emigration and the higher rate of populatiorttgodwon-Europeans
(Census, 2010).

Table 2-1: Three Largest Nationalities in the Kyrgyz Republic

Nationality 195¢" 1989 1999 2009
Kyrgyz 40.5% 52.4% 64.9% 70.9%
Russian 30.2% 21.5% 12.5% 7.8%
Uzbek 10.6% 12.9% 13.8% 14.3%

Otherg?® 18.7% 13.2% 8.8% 7.0%

Upon entering the first grade pupils select a language mediumdamgdo the options

available in their communities. Russian or Kyrgyz, if not thet fohoice of instructional

" Data from 1959 and 1989 come from Huskey (1995). The 1999 and 2009 figufesnare
census data.

8 The large “other” category is composed of many nationaliiigsincludes several highly
Russified European groups which were at one point quite substantibk inepublic. For
example, in the 1959 data the Ukrainian population of the Republic wasihB&ihe German
population was almost 2% (Huskey, 1995).
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medium, is then studied as a second language (Korth, 2005). Some ctissmpravide no
language options while others have two to three options. Data orotdlentumber and
proportions of pupils studying in the different language tracks in 1989.29@l is presented in
Table 2-2. As can be seen, the overall proportion of Kyrgyz and Uzigldge enrollees grew
while the proportion of Russian language enrollees declined during this period.

Table 2-2: Percentage of Students in Main Language Tracks

Total/ thousands 1988/89* 1998/1999**
Kyrgyz 474 52.4% 63.3%
Russian 323 35.7% 22.7%
Uzbek 106 11.7% 13.4%
Tajik 2 2% .3%

*Narodnoye obrazovanie i kultura v SSSR (1989)H#&rczynski (2003)
A breakdown of the number of schools by language of instruction isnpeesén

Appendix A. At the time this data was collected in 2003, almost 280%ll pupils in the

republic studied in mixed schools that offered both Kyrgyz and Rusarguage track¥’
Despite the overall diversity of the republic, there is somergpbdgal clustering of the various
language cohorts hyblast Russian medium schools, while found throughout the republic, tend
to be concentrated in urban areaBlast capitals and in the north of the country. All Uzbek
schools except for one small school in the northern city of Tokmok are located in thefsinat
country. Mixed Russian and Kyrgyz schools can be found inkddistswhile some southern

cities and towns offer various combinations of Kyrgyz, Russian, abékJzacks. Appendix B

9 The reader should avoid extrapolating numbers of actual speakgeomortions of a

natsional’nostin the population at large from the total proportion of schoolsabguage track.
For example, data from 1955-56 indicated that there were 324 Russdinnm schools

compared to 1,376 Kyrgyz medium schools in the republic at that timen¢@le, 2003).

However, 49% percent of all children studied in the Russian medium @hie of children

studied in the Kyrgyz medium. At that time only about 33% of the padpolatas ethnic

Russian (Grenoble, 2003). It is also important to note that in 1955 agusday - language of
instruction is not a marker for ethnicity.
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presents the dispersion of students enrolled in the main languale Inaoblastin the year
2000. Osh, Djalal-Abad, and Batken are soutlmalasts separated from the north by the Tien-
Shan Mountain range. The capital city of Bishkek is listed separately imApg® and in other
presentations of data.

Language track availability reflects the cultural and linguislemographics of the
communities in which a school is located. In both the north and south cbtimry, some
communities are highly homogeneous while others are quite heterags in ethnic
constitution. Further, while sometimes a community is ethnicalindgenous today, some
towns were more significantly influenced by European setthens others in the recent past. For
example, some mining and industrial towns are now mono-ethnic Kgegilements; in the past
however, they had high concentrations of Russian speakers and today havedwiilerable
number of bi-linguals and retain some Russian language track ogtiorik,(2005; De Young,
Reeves & Valyaeva, 200%3.

The overwhelming majority of ethnic Russians study in Russianudayey tracks!
However, the Russian language tracks are diverse in ethnic compo¥tioeans, Ukrainians,
Germans, Dungans, Tatars, Kurds, Turks, Kazakhs, Azerbaijanis, Cheahnensother
natsional’nostialso study in Russian language tracks in large proportions (Kf@s). Some
thesenatsional’'nostispeak primarily Russian at home as well as at school. Howsitke the

exception of ethnic Kyrgyz in these schools, functional command of ttgyKyanguage on the

20 Uzbek communities like Uzgen and Aravan, have both Uzbek and Russiamsogsi Kyrgyz
communities in the south have Kyrgyz and Russian options. Larges ltkie Osh and Djalal-
Abad have all three. Russian language options can still be founidtimes southern oblasts in
communities such as Mali-Suu (formerly Mali-Sai), Tash-Kumyr, Kfzjla, Kadamjai, etc.

2L In the nine years since the NST was introduced, CEATM staffrecall only two or three
ethnic Russians sitting for the NST in the Kyrgyz languagecoAding to census data, 322
individual Russians claimed Kyrgyz as their native language in 2009.
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part of non-Kyrgyz is quite low. In general, only 7% of all Russiaver the age of 15 in the
republic claim knowledge of a second language. Further, of thosgaRsi€laiming knowledge
of a second language, more actually claim knowledge of Engld¥%) than Kyrgyz (36%)

(Census, 2010).

In contrast, 42% of all Kyrgyz over the age of 15 in the republicrtéheency in a
second language; in 94% of such cases, that fluency is in Ru€siasus, 2010). Some ethnic
Kyrgyz in urban areas grew up in families where the Rudaiaguage was the primary home
Ianguagez.2 However, there are also many bi-lingual Kyrgyz who are scbaaoldRussian for
whom Russian is indeed a second language, learned primarily dradisg began, rather than
from the home environment. Kyrgyz language schools are usaiédigded by pupils whose
strongest language is Kyrgyz though they are also attendbdlibguals with varying levels of
Russian competency (Korth, 2005).

The city of Osh has the highest rate of bi-lingualism inrégaublic with 62% of the
population reporting knowledge of a second Iang&ggé*he Naryn region has the lowest bi-
lingualism rate with 27% (Census, 2010). While Russian is studied as a secaadj&aimgmost
Kyrgyz schools where teachers are available, it is difficufjeneralize across the entire Kyrgyz

school population in regard to how well these students know Russian: Expmsamguage is

22 \While it is perhaps common for an ethnic Kyrgyz person (in the pos¢tSmariod) to identify
their “native language” as Kyrgyz, this does not necessaudlicate that they have functional
ability in the Kyrgyz language, especially in urban areas wherey non-Russians know and
speak primarily (sometimes almost exclusively) in Russian. hergé both Soviet and post-
Soviet census data relies heavily on respondent self-reportinga Eiscussion on interpreting
language data in the Soviet and post-Soviet census see Grenoble (2003), pp. 28-32.

2 This figure is from the total population (not just above 15 yearg@)f. ©f course the second
languages known differ by region. In Osh city for example, wh8fé the population is ethnic
Uzbek, 33% of bi-linguals report their second language as Kywgyle twice that amount
report their second language as Russian. Tri-lingualisnsasca@mmon in places like the city of
Osh.
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not the same as functional capacity in a language. In aféhe country where school study
plus the opportunity for daily interaction in Russian is avail§tenarily in the north as well as
in the regional capitals) it is probably safe to assume thapeheentages of those who have
functional command of Russian are relatively higher than in moratéshhlhomogenous Kyrgyz
or Uzbek communities. By any measure however, ethnic Kyrgyzyrmgy schools are more
likely to have command of at least basic Russian than non-Kyrdyassian schools are to have
command of Kyrgyz (Korth, 2005).

Regardless of the ethnic constitution of the community, Kyrgyzulageg schools are
typically composed almost entirely of ethnic Kyrgyz pupils whk exception of a relatively
small number of non-Europearatsional’nosti(Kazaks, Tatars, Uighurs, Turks, those claiming
mixed heritage, or in some cases Uzbeks) who have assimitdtegredominately Kyrgyz
speaking communities through marriage or long time resiozélncb&any southern Uzbeks and a
small number of Tajiks in the Batkédblastare schooled through their native language though
many members of these groups also attend Russian medium schools (Her@oagki
The Status of Russian as a Medium of Instruction

Despite the decrease in the proportion of Russian language emtofimen 1989 to
1999, data from NST participation rates indicates that the Ruksignage has retained its
status as an important language of instruction in the republic sidepandence. Recall that in
1999, 22.7% of the total cohort was enrolled in Russian medium educatianthatAtime,

approximately 20% of the entire population was ethnic Russian ber&twhich consisted of

4 These ethnicities are the only ones (besides Kyrgyz) with riiee 1% of their group
claiming Kyrgyz as their native language: Tajiks 2%, f@a@Po, Uighurs 4%, Turks 16%, and
Kazaks 26% (Census, 2010). The native languages of these groupsratteeal urkic language
family (except for Tajiki). Overall however, 98% of all Kyrgyasis report their native language
to be that of their ethnicity.
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many Russian speaking, European groups. By 2009, the total combioatRmssian and
“others” was only 14.7% of the total population. Yet, 36% of those sibinthe NST in 2010
did so in the Russian language (CEATN010). CEATM estimates that perhaps half of the
10,994 Russian language examinees were ethnic Russians. Thus, Rsissidanguage of
instruction appears to have retained popularity among non-Russianastafolethose seeking
higher educatiofi®

The under-representation of Uzbek language pupils in the NST usilgha due to
demographic and background factors. In 2009, in the souther@akt(excluding Osh city),
84% sat for the NST in Kyrgyz, 7% in Russian, and 9% in Uzbek. Howageording to the
1999 data presented in Appendix B, a full 28% of pupils in the @dhst studied in Uzbek
language tracks. Demographic data indicates that the overpdiion of the Uzbek population
has not declined in this period but increased (Census, 2010). Becabsday in data points
between 1999 and 2009, it is of course possible that there was axoass of pupils from
Uzbek to other language tracks. However, the more likely expdandor this under-
representation (proportionally) of Uzbeks in the NST is simply ltveer overall tertiary
matriculation rates of Uzbeks in higher education. Few opporturotieseive higher education

in their native language - with the exception of one or two institsittoas well as the high

> As students are free to select any language for the NST, [&tfjuage is not necessarily
indicative of the language of schooling for a given individual. Sommdural ethnic Kyrgyz for
example, have received education through different languages of ilmstratctifferent times in
their schooling. The researcher is aware of children of mobienfsawho were sent to regions
far from the capital when they were completing their seconddngcation. In their previous
location they studied in Russian for eight or nine years but theyleted their secondary
education in the Kyrgyz language. Then, they took the NST in Ruds@vever, according to
CEATM, the overwhelming majority of students sit for the NSThia language in which they
completed their schooling.
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concentration of Uzbeks in high poverty, rural regions in the Fergall@yVare plausible
explanations for this state of affairs.

It is also possible that some Uzbeks seek higher education in Uabekistead of
Kyrgyzstan. Yet, the Uzbek regime has not been especiallgomaig to Uzbeks from
Kyrgyzstan in recent years and there are a myriad of visa and other hindrekbeg the border
not as permeable as it once was (Megoran, 2002). In the wake sidirtireer 2010 violence
between Uzbeks and Kyrgyz in the south of the country - and the aestrof several Uzbek
higher education institutions - the higher education matriculatienfoatUzbeks is not likely to
increase in the near future.

Appendix C presents the number and percentage of NST examineegjbside in 2009
and 2010 for albblastsof the republic. In 2010, a total of 30,264 examinees sat for the NST,
just under half of all secondary school gradu%?etn Bishkek and the northern Chui Valley the
majority sat for the NST in the Russian language. In two homogengugy® provinces, Talas
and Naryn, the proportion of NST examinees sitting in the Russigndge was 20% or more.
Interestingly, the longer term trend in NST participation revebht despite the continued
emigration of Europeans out of the republic, as well as the highethgrates of the Kyrgyz and

Uzbek populations, the proportion of Russian language examinees for thénd¢Sactually

increased gradually since the NST was introduced in 2002 (CEATM, 2009; Censu52,72010).

26 A caution to interpreting educational data in the republic is ti@tptoportion of various
groups in the youth population (for those under 18) is not necessariyy @&anm the overall
population rates in general. The proportions of Kyrgyz and Uzbek pamdadre higher in the
under 18 group than in the overall population (Census, 2010). Therefore, neithelatdShor

other data on language of instruction in general will refleetaverall proportions of an ethnicity

in the republic.

%" Between 1989 and 1993 alone, 50% of the 100,000 Germans left the repulmiat (\1399).
Between 1989 and 1999, the number of Russians dropped from 916,558 to 603,198 (Korth,
2005, p. 119).
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Approximately 60% of all examinees in 2010 sat in the Kyrgyguage, down from

63% in 2009. These figures are down from highs of 71% in 2003 and 69% in (Zf@4érican
Councils for International Educatin2004). In those same two years, 23% and 26% sat in

Russian respectively. By 2010, the proportion of Russian languagenexameached 36% and
the proportion of Uzbek examinees had dropped to 4%. From 2009 to 2010, theigumogior
Russian medium examinees increased by two to three perc@uiade in fiveoblastsand the

two major cities of Bishkek and Osh, decreased inaltast (Naryn) and was the same in two
others, Talas and Batken (CEATA2010).

One explanation for these percentages is simply the differantatiary matriculation
rates for the various language groups as a whole. For example,ttbipgiaon data from 2003
indicate that 93% of all eligible school leavers from Bishkek (n= 5,880jor the NST. Only
34% of all those eligible from the southern Djalal-Al@dlast(n= 4,852) did so in that same
year. The Bishkek cohort overwhelmingly sat for the NST in Roswhile the Djalal-Abad
cohort overwhelmingly sat for the NST in Kyrgyz. These two N&iticipation rates were the
highest and lowest in that year (American Councils for International EdoGaD04).

Another explanation is that Russian medium enrollment has held/siepdrhaps grown
since 1999, despite the continued emigration of Eurongar&everal scholars have suggested
there was an initial “surge” in Kyrgyz medium enroliment hie wake of independence in the
early 1990s and following the passage of the 1989 language lamm@fi, 1995; Korth, 2005).
In the early 1990s, parents might have believed that their ahildoeild have had better life
chances with a Kyrgyz language education; by the mid 1990s, #ssha longer so apparent

(Huskey, 1995). The 2009 and 2010 graduating cohorts began schooling in #89Ggeafter

28 Unfortunately, | was unable to locate enroliment data beyond the 1999-2000 year.
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the initial wave of nationalistic enthusiasm had subsided. The ireNST participation data
towards Russian language corroborates the assertion made by De {2001 in his
ethnographic study of teachers in rural Kyrgyzstan. According to De Young:

“... In each of our Chui and Naryn samples, we heard stories aboat @amthusiasm for

learning in Kyrgyz among Kyrgyz parents and teachers, butregdyack to Russian as at

least equally important by the late 1990s. Ethnic Kyrgyz &racteaching in Russian
language schools in particular made this claim. Kyrgyz natgmadnd pride led early-
on to demands for Kyrgyz as an instructional language in many schoolthe lack of

Kyrgyz language texts and other printed materials was onediabe problem, as was

the realization among many parents that at the universiggswanted their children to

attend, classes were usually taught in Russian.” (p.5)

There are of course other plausible explanations for the ovessespation of Russian
medium examinees on the NST. First, as higher educationheselraditionally been primarily
a Russian medium endeavor, it is understandable that more Russiagrspeatkiculate (Korth,
2005; Bruner & Tillet, 2007). Urbanites are still more likely ézaive higher education in

general than their rural peers (Census, 2010). More rural KyaggizUzbeks have perhaps

simply become relatively more marginalized in recent yeaesaincreasing poverty — and thus,

less able to afford higher education.

It is also theoretically possible that Russian language schaoéctually gaining slightly
in overall enrollment proportion as they attract more Kyrgyz anbekzyouth due to the
increasing disparity (or perception of disparity) in the qualitgducation between the different

language tracks (Herczynski, 2003). In a series of interviettskely stakeholders, Toursunov

29 Data on language enrollment represent the overall number of pumldrthroughout all
grades, 1-11. A grade level breakdown of data might be reveadirigose eligible for higher
education typically have “complete” secondary education (11 yefarschooling). A large
number of pupils finish schooling after grade nine. It is quite possilaiethe proportion of
Kyrgyz language track pupils who exit schools after grade 9 is highefdhtéhe Russian tracks.
That is, Russian track enrollment in grades ten and eleven migti-b&0% of the total, not
22%. | was unable to find data to confirm this hypothesis.
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(2010) provides anecdotal evidence from a credible source at the Wofigiducation that the
demand for Russian-language education has grown in recent yeacerdiAg to one of his
respondents, the head of the secondary education department at the Ministry ab&ducat
“There is a definite trend where the number of children at Rassihools is increasing
. there are many overcrowded schools. Every year, 5,000 to 6,000 children st
attending Russian schools ... even many children who attended Kyrigyary schools
switch to Russian secondary schools when the time comes...” (Toursunov, 2010).
Indeed, since NST inception in 2002, highly publicized test results heiaied that the
Russian medium examinees have consistently and significantlyrfmuiped their Kyrgyz and
Uzbek peers. In 2003, expressed-srores, the average difference between Russian and Kyrgyz

mathematics test scores was .94, almost a full standard daviatdifference. The Russian-

Uzbek difference was just over one standard deviation at 1.04 (Ame@Gcancils for
International Educatidh 2004). The urban-rural divide parallels the language divide. The dat

from 2010 (below) reveal similar gaps.

Table 2-3: NST 2010 Scores by Language of Instruction

Test Language No. Participants Mean Score Std. Dev. Cronbach’s Alpha

Kyrgyz 18,270 103.4 24.6 .89
Russian 10,994 131.4 38.4 .95
Uzbek 1000 100.8 23.3 .87
Republic 30,264 1135 33.2 .93

(CEATM? 2010)*°

% Data is not aggregated by gender in this study. However,lden@ve consistently both
outperformed males on the NST and received more scholarship plaaestiteir male
counterparts. In 2003, the first year data was collected, femajgsred over 60% of the
scholarship places. The gap is most in favor of females fromaxgas. In 2003, almost 66% of
all winners from rural regions were young women (American Coainit International
Educationa, 2004).
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Quality of Education by Language of Instruction

By many accounts there is a crisis in education in the repwoblayt There is a shortage
of funding for education, a shortage of quality teachers, textbookdjiigamaterials and a
crumbling infrastructure (OSI, 2002; De Young & Santos, 2004; Korth, 2006y&5iR009;
Shamatov & Niyozov, 2010). However, the “crisis within the crisisthie state of education in
the Kyrgyz medium schools (Toursunov, 2010; Shamatov, f’dll)NhiIe the dramatic
differences in schooling outcomes seem clear, the reasons forghpsen some ways are
straightforward, and in other ways complex and multi-faceted.

NST results do not provide data about the quality of education in the icepabause the
NST was not designed to assess educational quality. FurtBdr,edaminees are not fully
representative of the student cohort as the NST is an optioniakytedmissions test. However,
in recent years representative studies of educational ghality been conducted in the republic.
In 2006 and 2009, with support from the World Bank, Kyrgyzstan participatée Programme

for International Student AssessmdRISA). In 2007 and 2009, a nationally representative
evaluation of educational quality was also conducted (CE%,CIZNZJlO).32 Both studies utilized

sophisticated sampling designs which adequately covered all #rgealges of instruction and

demographic regions of the country. While the purposes of these rasaesdliffered, the

results of both studies indicated wide performance gaps by Ianguage?’f’racks.

31 And, one could of course contend, the Uzbek medium. However, for obvious podiisahs,
the public and government focus has been on the state of Kyrgyz language education.

32 During Soviet times, standardized assessments for determinicgtietduquality were not
conducted (Bereday, 1960).

33 Seewww.testing.kgfor the technical reports of both NAEQ and PISA. For genertal dia
PISA, see http://www.oecd.org/dataoecd/15/13/39725224.pdf.
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PISA assesses the “life skills” of fifteen year oldseading, mathematics, and science.
One hundred and one schools and 3,412 pupils participated in PISA Kyrgyzstamza@bng
54 Kyrgyz schools, 34 Russian schools, and 13 Uzbek schools. Kyrgyzstam shevp®orest
results in all three subjects from all participating countri€ee average mathematics score for
the KR was 311. However, when aggregated by language of instructicavetsge Russian
track score was 331.5 while the average Kyrgyz track score was 286.7. -FalbéaRv presents
a breakdown of the Russian and Kyrgyz cohorts by percentagesvaribes mathematics score
ranges.

Table 2-4: PISA 2006 Mathematics Scores by Language of Instruction

Percentage of Examinees in Score Range

100-180 180-240 240-300 300-360 360-420 420-500

Kyrgyz 6% 12% 33% 42% 7% 0%
Russian 3% 4% 17% 42% 27% 7%

www.testing.kg

The results from thélational Assessment of Educational QUalRMAEQ) by language of
instruction were similar. NAEQ assessed knowledge and skiltmtat the X and & grade
levels. Unlike the NST and PISA, the NAEQ was explicitlymaed to assess how well students
were mastering national standards in mathematics, reading dwnpren and science. Over
3,000 pupils in schools across the country participated in both the 2007 and €909 t
administrations. Cleavages in grade eight results by langofagestruction were large (see
Table 2-5).

Table 2-5: NAEQ 2007 Reading Scores by Language of Instruction

Levels Achieved Kyrgyz Russian Uzbek
High .8% 5.8% 0%
Above Base 4.5% 15.6% 3.0%
Base 12.3% 23.4% 7.8%
Lower than Base 82.4% 55.1% 89.1%

(CEATMP, 2010)
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The first qualification to interpreting the data about educdtiguality is the aggregation
of the data itself: Recall that the language gap closelyligiaréghe urban-rural divide. Most
Kyrgyz and Uzbek schools are concentrated in rural, resource-peas @hile Russian schools
are more typically found in urban areas. Rural pupils miss swreol hours at harvest time,
have teachers who are less educated, and in general face guaady levels (Herczynski,
2003). Urbanites are two times more likely to have higher educathontheir rural counterparts
(Census, 2010). This makes disentangling the various explanatiotisef@gaps challenging
though it is probably safe to assume that socio-economic conditioher taan language of
instruction itself, is of primary importance. Appendix D presenta datpoverty levels, levels of
higher education, NST score averages, and percent sitting fdfSfdn the Russian language
for each of theoblastsand Bishkek. The poorer southern regions (except for the city lgf Os
have the highest poverty levels, the lowest levels of higher edngagr capita, and the lowest
NST scores from the entire KR.

While demographics plausibly explain most of the disparities in ¢éidue& outcomes,
there is evidence that Kyrgyz language schools face unique raedleregardless of location
(Korth, 2005). According to Toursunov (2010), though the Russian Federation pré0j6ee
to 70,000 school textbooks a year to the republic, only 60% of all Rus$iaals have enough.
The state of textbook provision to Kyrgyz schools is worse with 8986 of schools having
adequate textbooks. This is especially challenging for temetteo by tradition are accustomed
to teaching with textbooks (De Young et al., 2006). Further, accotden@sian Bank’s 1997
School Mapping Project, teachers in Russian medium, urban schools, haifieasitly more
contact hours (seven more per week) with students than their urbamabKyrgyz school

counterparts (Herczynski, 2003).
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Finally, in 2010, many policy elites raised in the Soviet erginue to send their children
to Russian schools (Korth, 2005). Those who are responsible for improvirgituagon in
education are not necessarily personally affected by the lowtygudliKyrgyz schools. In
essence, there may be a class element to choice of langfuag&uction and some “selectivity
bias” at work. De Young (2007) presents data from ethnograpleiaradsin the Nary@blastin
which participants associate Russian medium schooling with modesaphistication and
cosmopolitanism. The loss of opportunities in the Russian languadesinutal region was
perceived by some to be a serious problem, despite the fact thatf #B&oprovinces’ population
is ethnic Kyrgyz (Census, 2010).

Several of De Young's (2007) respondents also noted differencesssradan cultures
between Russian and Kyrgyz schools. The acquisition of Russisuinked by some to active
and independent learning. According to a teacher from At-Bashy:

“... If you tell something to a kid, he will obey without delay; andskwill not express

their opinions or defend their opinions, just do what you told them, and ith&Bsit) in

Russian language schools, kids defend their points of view; they candel/enraething

better, or even change the direction of an assignment... in sumarthayore or less -

how to say - maybe more democratic? ... | would say (this) rigyp® do with the
community where they live. You know, when we teach Russian, andtssatiing

Russian literature and Russian lyrics of freedom, it has paémin child development.

(Meanwhile), Kyrgyz (stories) also has the same freedontslyaind also the same

democrats and fighters (akyns and writers), but (it is not the same)....J. (p. 9

De Young (2007) summarizes his interviews with teachers atssid& school in a
Kyrgyz community:

“All the staff and all the teachers we interviewed at Keekyclaimed that their school

was the best in the raiome@ion), and that Russian as the instructional language was a

primary reason for their success. Importantly, almost evehpascin our study,

including Kazybek, gauged school success in terms of how many tgaduent on to

the universities in Bishkek (and secondarily to Naryn among schotisioblas), as a
result of the education they received” (p.5).
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Toursunov (2010) concluded that the core issue is simply the faluie corrupt,
authoritarian regime to care for its citizens by providing d¢yadducation in their native
language. In a series of interviews with parents and educadnahistrators, he found that
parents send their children to Russian language schools simply bé&vayiselieve the quality
of education there is betteOne respondent, a 30-year-old teacher and ethnic Uzbek from Osh
whose daughter attends a Russian school, argued:

“...migration is not the key issue. The main reason why parekéstkeeir children to

Russian schools is that they offer a better education than UnoeKyagyz schools”

(Toursunov, 2010).

And, from a sociologist in southern Kyrgyzstan:

“Since Kyrgyzstan obtained independence after the collapse of thet Smvon in 1991,

the quality of services provided by secondary schools has been declitliegsituation

is most alarming at Uzbek and Kyrgyz language schools. Semieelsetter at Russian
schools, which attract more and more parents seeking better eddoatioeir children”

(Toursunov, 2010).

Other explanations for the persistence of the Russian languadgbhaa TV and media

available in Russian is seen as superior to local equivalents us885; Korth, 2005).

Increased labor emigration on the part of ethnic Kyrgyz to Ru@sid hence the need for

Russian language) has also been noted by g?)rriéinally, many post-Soviet Kyrgyz elites
might simply still strongly identify with Russian culture anddaage as an inherent part of their
own identity. Identity formation is a complex phenomenon and it isextssarily the case that
all Kyrgyz feel the need to be educated through the Kyrgyz methiwrder to “feel Kyrgyz.”

There is evidence that many ethnic Kyrgyz identify stronghy Wussian culture and language

(Faranda & Nolle, 2010).

34According to some estimates, over 500,000 Kyrgyzstani citizens currently worksraRus
(Podolskaya, 2011).
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Whether it is ineffective governance, sensitivity to econonas Wwith Russia or the
domestic European population, utilitarianism, the need to be seen asinmdieiral affinity, or
simply the lack of motivation and interest on the part of highly SRiesl elites” to address the
issues, the evidence is clear that there are serious problémghe provision of quality
education through the Kyrgyz medium. Education through the Russiamagedium is still
perceived as higher quality, both at the secondary and tertiaglg.leln the next section of this
chapter I turn to a discussion of tertiary education and the NST.

Tertiary Education and the NST

There were only two higher education institutions (HEIs) in theg¥&rRepublic in
1932. By the early 1980s there were 10 with 57,109 students enrolled (Soktdsubaliev,
1982). The total number of first year students enrolled in 1988 was 12,406n@ Statistical
Committee of the USSR, 1989). Eight of the 10 HEIs in the repulglie Yocated in the capital
at that time, Frunze. Soktoev & Usubaliev (1982) record 87 degree optithres1980s and lists
economics, engineering, pedagogy, medicine, and agronomy as pojglatizgtions (majors).
According to official statistics there were five generltls with humanities, pedagogy, and
natural sciences programs - including one “university” - one ratdcademy, one institute of
physical education, one arts academy, one agricultural institute, oaad building and
construction institute in the republic in 1988 (National StatistiCammittee of the USSR,
1989).

The provision of tertiary education in the USSR was funded entiseljnd state. Not
only were the operating budgets and fixed capital provided by ttes btat all students also
received full state funding for the duration of their studies (@®rel1960). As in other sectors

of the economy, centralized planning characterized all aspects of bajeation provision: The
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allocation of resources for the support of operations and facilitezsjeanic programs and
materials, the number of professorships and student places availatbleven curricula were all
determined according to state planning needs (Reeves, 2005). Uportimm@! a course of

study, graduates were typically assigned a job based on tds pn&ehe relevant scientific,

economic or social sector at the time of graduation. As gkmyder of human resources for
the state planned economy, HEIs did not have the institutional ayttmahlarge their faculties

or student bodies, significantly alter program offerings, crimgie own curricula, or make other
major institutional decisions without direction from the centrahistry of Education (Bereday,

1960; Reeves, 2005).

Another characteristic of the Soviet higher education systenthaasiEls were not all
subordinate to the Ministry of Education. For example, the metisttute was under the
Ministry of Health, the agricultural institute was under the Btnyi of Agriculture, and the
military and police academies were under the Ministry of Defeasd Internal Affairs,
respectively (Bereday, 1960). Higher education in the republic wad étill is) also
distinguished from some western systems by the institutionalradepa of research and
teaching. Scientific research is the responsibility of tleademy of Sciences, not HEIs.
Another distinction is that academic programs are charaetely the high number of contact
hours compared to their western peers. In some courses of stutbntstare in the lecture halls
as much as 35-40 hours per week (Reeves, 2006%e enrolled, students do not select classes
and elective options but follow a prescribed course of study. Ascondary education, they
move through their courses in cohorts (groups) which attend akeslasgether throughout their

years of study.
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With independence, most HEIs opened Kyrgyz language tracks for degneses which
had previously been taught only in Russian (Korth, 2005). While theracav both Russian
and Kyrgyz groups for most fields of study, it is widely consadethat for fields like medicine
and the sciences the Russian groups still have better accgsality materials and teachers.
Today, 67% of students overall continue to receive their tertdugations through the Russian
language medium (Bruner & Tillet, 2007).

Higher education in the republic has been dramatically affecteithieb collapse of the
USSR. Educators have struggled to define the mission of higher ieduadiich had been so
tightly coupled with state planning in the past. Today many rem@und of the Soviet era
accomplishments in science and research and there is liidlenagnt on whether reorienting the
purpose of higher education away from “the needs of the statké toeeds of the market or the
individual is either needed or appropriate (Reeves, ﬁOSIhe biggest change however, has
been the decline in state financial support and its impact on tierhegucation system.
According to data provided by Bruner & Tillet (2007), by 1994 only 61.2%Idtiading for
higher education was from the national budget while by 2005 it hadhéeedlirther to 30.4%°
These are tremendous decreases considering that just @desvago 100% of all HEI funding

had come from the state.

% This can often be seen in the contradictions between statedidnteraind actual policy
implementation. Rhetoric about the market aside, in regard to thhéhedudget places in HEIs
are assigned, individuals do not select how to use their scholalsitipsstead choose from
places available according to the needs of the state: Over hallf safholarship places are for
teaching positions; i.e., the budget places are used to provide wesetatifill positions the state
has prioritized (Silova, 2009).

30 Anecdotally, depending on the institution, some university rectors veoglee that today the
actual state funding levels are around 10% but it depends on how “budgeigfuisddefined,
i.e. figures vary depending on whether or not the value of buildings #&ed fixed capital
inherited from the USSR is included in estimation. The main peitita dramatic decrease from
the Soviet era.
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Despite this decline in support, or perhaps because of it, the numbil®fin post
Soviet Kyrgyzstan has grown. Private institutions as wellnastutions partly sponsored by
foreign governments are now prevalent in the rep&%licThe founding of regional state
universities in Naryn, Talas, Djalal-Abad, Kara-Kol, and Batkenalso a post-Soviet
development. In the Soviet Era, the only non-capital institutionsoté were Osh State
University and the pedagogical institute in Kara-Kol (Soktoev &bddiev, 1982). With the
1992Law on EducationHEIs now have the discretion to collect tuition and fees fradesits
and engage in other revenue generating activities. In soras, Gagrepreneurial rectors have
created “for profit” departments or institutes within statetitutions as a way to generate
resources though the quality of many of the new programs has be&orpaéBruner & Tillet,
2007)°®

Bruner and Tillet (2007) report that in 2005 the number of HEIs ingpehlic was 49.
This figure includes both the new state HEIs as well as rear@jler, private institutions. Many
of these institutions receive no state funding to support budget (sthip)astudents however,
and therefore are not obligated to accept NST results for sidmss Each HEI negotiates with
the Ministry of Education the exact number of scholarship pliaceakes available every year.

In 2010, 21 state-funded institutions enrolled budget students according To ré¢8Its

37 Kyrgyz Russian Slavonic University (KRSU), The American udngity in Central Asian

(AUCA), and Kyrgyz-Turkish Manas University are three of thest popular HEIs in the
republic today. All three are partially funded by partnering countries.

3| have argued elsewhere that power relations between HEIlthandinistry of Education

have also changed (Drummond, 2011). While formally the ministry dtaghved many of their

Soviet era oversight prerogatives, in reality, the funds gesteray HEIs themselves have
empowered them relative to other state institutions.
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(CEATM® 2010).39 Of course, along with the increase in institutions there hasdeecrease

in overall student enroliment, a subject to which I turn in the seation after a brief review of
Soviet HEI selection policy.
Student Selection in the Soviet Period

Though overall HEI admissions policy was made at the ministiewal in the Soviet
period, each institution selectedbiturients with internally created and administered
examinationd’ Examination scores served as the single criterion for swiefcr the majority
of abiturients The exception being special conditions for “gold medal” winngesféct marks
throughout the school career), winners of academic “Olympiads” andagqdot disabled,
orphaned, or other special categories of students granted smbuiakians privileges. HEIs
administered oral examinations in subjects deemed necessaayptmticular course of study
plus a written essay in the Russian language for humanitiessndathematics also required a
written exam in addition to an oral exam (Clark, 2005). School trigtsc interviews,
portfolios, abiturients community or social activities and other criteria were ntiized as

selection criteria.

39 private institutions are not required to take scholarship studentseigh sponsored
organizations are also not required but some have complicated iadimiasrangements. For
example, KRSU has over 500 scholarship “budget places” provided byudstaR Federation
and only around 120-150 provided through the Kyrgyz republican budget. This means that
admissions requirements are different depending on which budget supports twapatiident.
For the Russian Federation funded budget places, NST results a@nsmtered in admissions
decisions. The American University in Central Asia also re®wn admissions requirements
though it has traditionally provided considerable scholarship support fbrdoigrers on the
NST.

*0The term abiturient most likely entered Russian from German (in the Gerstamsygn abitur
has completed the type of secondary education that allows a puppliota a university). In
Russian, the term is commonly used to denote an HEI applicant, artgningo, nocrynaroriee

B yueOHoe 3aBenenue). Of course, there is also the assumption that applicants have temnple
secondary education necessary to apply to an HEI, i.e. an abitigrino longer a pupil, but not
yet a student.
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Abiturientsprepared for admissions exams by studying many “topicguestions about
a particular theme or subject area relevant to their desiagor. At the appointed time in July
of each yearabiturients then went to each HEI to which they were applying to sit for
examinations.Abiturientscame before an examination committee and randomly selected one or
more of these topics, turned face down, on small cards or strips ef @ummond & De
Young, 2004). Afteabiturientsdemonstrated their knowledge of the selected topic, admissions
committees composed of specialists in the subject area bssegsad asked ttabiturients
guestions relevant to the topic. The examiners assigned markscate astwo to five, five
being the highest mark. After the completion of examinations, dneisgions committees
forwarded their lists of recommendedbiturients up the institution’s chain of command for
official approval and eventual enrollment (Drummond & De Young, 26b4).

After the breakup of the Soviet Union some HEIs continued to ssbécirientsthrough
these procedures. However, with the loosening of bureaucratic combrahg; institutions
throughout Eurasia began to introduce written, multiple-choice té&tpresentatives of some
HEIs believed that multiple choice testing was more effidreihtandling the increasing numbers
of abiturientsto higher education. According to one recent analysis, theH&tiaénrollment in
the 19-24 year old cohort went from 14% to a 36% in Kyrgyzstan from tbt93901 (Bruner &
Tillet 2007). Using multiple-choice tests, HEIs could screggdr numbers adbiturientsthan
with the more time consuming individual based, oral exams (Drummon& &ddng, 2004).
Some perhaps saw such testing as representing a more “maghpnoach to student selection
(Valyaeva, 2006). Others however, saw standardized testing ssaatththeir own educational

heritage and as unwanted “Americanization” of their education systenmgfR&905).

* Ministerial approval of lists of recommended abiturients was a fornialityecessary in
order to enable state funding for the abiturients selected.
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The new HEIl-administered tests in the Kyrgyz Republic werestastdardized in the
sense that one test was utilized to assessidlrients throughout the country; each HEI
requiredabiturientsto sit for their own tests. Critics pointed out that the m@tgsloice tests
administered by the universities were of low quality and could byeaanipulated by test
administrators foabiturientswilling to pay for the service (Clark, 2005). In the era of instability
that followed the Soviet collapse, throughout Eurasia evidenceHtaist began to abuse their
power in the admissions process through both oral examinations andwthautigple-choice
tests mounted (International Crisis Group, 2003; Osipian, 2007; Heyneman et al., 2008).

By 2000, ministerial bureaucrats and even some university officiaksyigyzstan and
other Eurasian countries began to propose major changes to theiriaasnsystems (Valkova,
2001; Valyaeva, 2006; Osipian, 2007). While the timetable for reformdifesent in each
country, the focus on corruption in selection was a common rationajmlioy change across
Eurasia. According to a report by the Russian Ministry of Edutadnd Science and the
Moscow School of Economicspbiturientsin Russia were allegedly paying the equivalent of
several years of tuition in illicit payments to enter highduocation (Clark, 2005). At a
September 19, 2006, address to participants at a conference on unigdmigsions and
examinations, the Minister of Education of the Georgian RepublixaAier Lomaia, claimed
as many as 80% of students admitted to Georgian HEIs in |8ts1%ere enrolled for non-
academic reasons (Conference Program, 2006).

Fighting corruption emerged as the primary rationale for theento standardized testing
in Kyrgyzstan as well (Drummond & De Young, 2004). President A8kaev issued his first

decree in support of admissions reform on April 18, 2002. The decred fmllthe introduction
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of the National Scholarship Test (NST) in June of that same4§/ea'\rhe decree explicitly
eliminated all HEI discretion in selecting budget students: All schofatbudget) places were to
be allocated strictly according to test results (Presidddéeree No. 91, 2002). The Presidential
Decree also called for public observation of the enrollment procassarsto the kind of
monitoring that accompanies major political elections.

The NST is a high stakes selection test used for the distnibatiover five thousand full
university scholarships. The purpose of the National Scholarship(N831) is to determine
which examinees have the scholastic aptitude and academicfekiditidy at the tertiary level
(Valkova, 2004). The NST has mathematical and verbal reasoning ddthaliadle 2-6 below
highlights the differences between the Soviet examination syatemthe new NST in the
Kyrgyz Republic.

Table 2-6: Soviet and Contemporary Selection Procedures

Country  Administered Oversight Purpose Format
USSR HEI- Ministry of Selection Oral Exam, Subject Based
administered Education Achievement
Kyrgyzstan Non- Board of Selection Multiple Choice Test,
(2002) governmental Trustees Scholastic Aptitude

organization
Presidential Decree (2002), Drummond & De Young (2004)

Acrimonious struggles over which institutions should have the discrigiconduct the

NST and select students have accompanied the NST reform simggionc HEIs initially

*2|n the Russian language, the NST is knownGisfepecnyonukanckoe TectupoBanue” Which
translates literally as “General Republican Testing.” Howeveuse the name “National
Scholarship Testing” as it captures the idea that results are used for HAFswipahllocation.

*3 Additional subject tests (scored separately) are required Xamieees seeking certain
academic majors such as medicine and foreign languages (Valkova, 2004).
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strongly resisted the introduction of the NST in 2002. In 2003 and 2004, opptsitleen NST
came from the Ministry of Education itself which sought to ushepright to test from the non-
governmentaCenter for Educational Assessment and Teaching Me{(@i&TM) (Drummond,
2011). In 2002, the Minister of Education and Culture, Camilla Shaeskiakhad insisted that
the new testing center be a non-governmental organization, overseebdard of trustees, not
the ministry (Drummond & De Young, 2004). Minister of Education IsbkBgljurova, who
replaced Sharshekeeva in June of 2002, initially supported the neeettst (Mambetaliev,
2003; Boljurova, 2003; Drummond & De Young, 2004). However, at a White House
presentation for university rectors on November 24th, 2003, the ministedated a new vision
for admissions testing starting in 2004. That new plan entailddithstry of Education owning
the rights to the student testing databases, ministerial oneoditest scoring and the ministerial
production of test score certificates (Drummond, 2011).

The politics of NST implementation have been addressed elsewhéraith not be
analyzed in detail here. However, it is important to highlight fdet that while HEIs are
essential stakeholders in the NST, their representatives playddcontinue to play) no formal
role in deciding admissions policy for budget students: Neitherrinstef determining the
selection criteria nor in terms of how the enroliment proceersgi&xsnizecf‘.4 Due to the publics’

loss of trust in HEIs in the 1990s, they were cut out of the poliakimg circle on university

* Note that the selection reform was implemented with a Pragtlenot ministerial decree.
That is, while the Ministry of Education has formal power to msdiections policy, major
decisions need to be backed by the President of the Republic. As arganesl elsewhere, HEIs
are in fact quite powerful in relation to the Ministry of Education (Drummond, 2011).
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admissions both by Sharshekeeva and the ministers who followethter2602 (Drummond,
2011)*

The introduction of the standardized NST and elimination of HE| adtersid oral
examinations represents the reassertion of administrativeoctytthe Ministry of Education
over HEIs which were perceived to be out of control in termselaction corruption. However,
this renewed ministerial oversight is not indicative of total @dntAs noted above, the majority
of students now enrolled in higher education are those who pay foretheiations, so-called

“contract students.” The majority of contract students ahlessiected primarily according to

HEI examinationg® Thus, the impact of the NST on the students and the HEIs it imdédsig
assist has been different for different student cohorts. On thieamige the NST is a high stakes
test in that there are no other criteria utilized for scholarghistribution for full state
scholarships. On the other hand, scholarships to study academic nesgjgrsated by the state
are not necessarily that popular and there are a myriad ofclust; easily accessible
opportunities for some kind of higher education in the event that NSiltgder a given
abiturientare low (Bruner & Tillet, 2007).

In general, even with the decline in funding, the number of students po$t&Soviet era
has sky-rocketed since independence. In 1992, there were only 53,67@utatsenrolled in

higher education in the republic, almost 100% of which were budget students full

4 However, there is evidence that the NST is meeting HEI nee@sms of student selection.

A predictive validity study of the NST demonstrated reasonable correl@igtwsen NST scores
and academic achievement of students at the completion of one ymarrsé work (Davidson,
2003).

46 However, in 2010, the MOE required HEIs to accept 50% of their contract students based on
NST results.

52



government scholarsth. By 1998, 120,986 students were enrolled, but only 27.5% received
full state support (Bruner & Tillet, 2007). While higher educati@s free in the Soviet era,
access to higher education was competitive throughout the USS$Rhe And of the Soviet
period, there were approximately three applicants for every hbiailglace in the Kyrgyz
Republic (National Statistical Committee of the USSR, 1989). iGemsg that up to fifty
percent of the entire age cohort left school after the eighth, fiis three people for one place

ratio is competitive. Today, while many students must pay, theremore access points to

higher education available than ever beféte.

Since 2002, approximately 5,200 to 5,700 full state scholarships have beetedlloca
annually based on NST results. During this same period, the avaragefsthe cohort
graduating from secondary school has been between 72,000-82,000 pupilsegrer y
Approximately 40-48% of the graduating secondary cohort (30,000-36,0800osithe NST

each year (CEATI@] 2010). The enrolliment data indicate that most participants gosomte

form of higher education whether or not they win a scholarship pBrcadr & Tillet, 2007). It
is estimated that another 10,000-15,000 enroll in some form of correspendduacation,
putting annual matriculation at approximately 40,000-50,000 and total numistudents at
over 200,000 in the entire system any given time (Bruner & TR@®7). It can be deduced
from these figures that only around 10% of all entering studententiyr receive full

scholarships.

*" This number includes both “day students” and “zaochnoye” (corresponsiemients) which
are about 20% of the total student population.

48 Anecdotally, many of the new institutions are popularly perceiveletdittle more than
“business ventures” (providing low quality education) though it should also be noted thaifthre
the most popular HEIs in the republic were also all founded in the 1990s, all with oufsodets
(KRSU, AUCA, and Turkish Manas).

53



While there are more opportunities for higher education today, #reref course few
HEIs with “elite status.” An indicator utilized by the publacdssess the prestige of HEIs is the
annual NST report which contains the average NST scores eftbeng scholarship classes. A
full list of those institutions enrolling scholarship students canobed as Appendix F along
with the NST average scores and number of budget entrantscfookthese state HEIs. Note
the wide dispersion in average scores across HEIs in Appendikxé average 2010 scores for
those entering with scholarship support at the prestigious KyRggsian Slavonic University
and the Kyrgyz-Turkish Manas University were 182.2 and 182.1 (about tnaasthdeviations
above the mean) respectively. The Medical Academy averagals@sigh at 177.7. At the
same time, regional HEIs such as Talas State and Namgte Stvarded scholarships to
abiturients whose NST scores averaged just 116.4 and 115.4, respectietyyabave the NST
average score of 113 for the nation as a whole. One can concludantpetition for budget
places at elite HEIs is fierce (average score of entenhgrt more than two standard deviations
above the national average) while for “middle of the road institutions,” heothpetitive at all.

One reason for the low competitiveness of places at the middleoaed fier HEIs is
related to the purpose of the scholarships. An issue that is fwe vis the data presented in
Appendix F is what kind of budget opportunities are offered (by depatym Recall that the
scholarship does not “follow the student” but rather the student “folltberscholarship.” The
ministry has traditionally allocated approximately half df @idget places for “pedagogical
faculties” and other specializations needed by the statehwanécless popular than subjects like
economics, international relations, and computer science (Drummonc &dbdng, 2004;
Silova, 2009). The result is that many high NST scorers do notptaken the scholarship

competition and prefer to pay for their educations and study tjor ofaheir choice. In a study
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of 2007 NST results by Silova (2009), she found that the dispersion olaS#&ge scores by
faculty is as great as the geographical divide noted above. isThabse enrolling in areas of
study like international relations had considerably higher N®Ffescthan those enrolling as
pedagogy majors.
The National Scholarship Test and Language Politics

Despite the vast performance gaps by language of instructionh@nNST, the
introduction of the NST has been relatively non-controversial, even populang rural and
non-Russian speaking cohofts. There are several reasons for this. First, despite sotia ini
resistance from elite HEIs, all examinees allowed to sit for the NST in the language of their
choice, regardless of the language on instruction in the HEI departto which they are
applying (Drummond & De Young, 2004). This policy was introduced in 2002 in order to ensure
that the brightest rural students were not denied educational oppost@atigkte institutions due
to a lack of language knowledge. More specifically, so that gresluzt Kyrgyz language
schools in rural regions could not be denied access to elite unesiiie the Kyrgyz-Russian
Slavonic University because they didn’'t speak Russian. Ministasi8feeeva argued that if
examinees could score high enough on the NST in their nativeagegthey were capable of
learning Russian in a year of pre-enrollment language prepa@iommond & De Young,

2004).

9 In the winter of 2003 and spring of 2004, over 900 school directors were asdrgaytheir
attitudes towards the new selection system (American Coufocilternational Educationb,
2004). The overwhelming majority of school directors favored indepeneigirig, with only 5.6
% noting that universities should conduct selection testing. Accordisgrizey results, school
directors believed that the motivation to learn had increased among pupitsttieentroduction
of the NST.
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Perhaps the primary explanation for the continued support of the NST might have more t
do with the fact that rural, Kyrgyz speaking students are winmcigolarships in equal
proportion to their Russian language counterparts, despite their oleewvalt average NST
scores. This is because scholarships are awarded accordingumteasystem that places
examinees in competition only with those from within the sameaquoategory. Bishkek
abiturients compete only againsabiturients from Bishkek, not rural regions, and rural
abiturientscompete only against other ruedditurientsfor scholarship places. Eaabiturientis
assigned one of four possible demographic categories depending locatien of the school
from which they graduated. Each village, town, or city has its official designation. The
purpose of the quota system was (and is) to “level the playahdj’ foetween rural and urban

examinees (American Cound|£004).

The result of this quota system is close proportional represantabm each of the
demographic and language categories in the overall proportion of Isthpgaawarded. This
proportional representation persists, despite the fact that urban and Raskiax#éiminees score
almost a full standard deviation above the other groups on the NST.anmAbecseen from
Appendix E for example, 66% of 2010 total scholarship winners were Kyngyz language
tracks while these tracks represented only 60% of the totatalesys. Note that the average
score of this group was 125.6 while the average for the Russigmalge track examinees was
153.9.

In fact, the two most rural and impoverished quota categoriedlage” and “high
mountain” - are actually over-represented in the proportion of schiglarseceived (Table 2-7).
While the quality of higher education varies between regions afefngblic, it appears that not

only are “village” and “high mountain” winners well representedcholarship winnings overall,
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they are also well represented in urban instituttdnsThe trend between participation and
winnings is fairly consistent throughout eaaflastand it is likely that without the quota system,
this proportional representation in winnings would not be occurring.

Table 2-7: Scholarship Winners by Quota Category (2010)

Republic Bishkek Towns Village = Mountain

% Participation 100.0% 21.0% 14.7% 49.8% 14.5%

% Scholarships 14.8% 14.6% 13.5% 52.4% 19.5%
Avg. Score 1135 1354 122.7 104.4 102.2

Avg. Scholarship Score 134.9 158.1 146.4 127.9 125.6

(CEATM® 2010)

*Y See CEATM’s 2010 Annual NST report for the demographic breakdown of scholarship
winners at each urban universityww.testing.kg
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Chapter 3: Literature Review

Since the 1960s, a considerable amount of both applied and theoretiaathese DIF,
bias, and item equivalence has been conducted (Holland & Wainer, 1&9d|i & Shephard,
1994). Studies have analyzed for racial, gender, and languageentifs on a variety of
assessments and tests. DIF studies vary in purpose: Somesayeed to assist practitioners
identify and interpret causes of DIF while others compareftloaey of DIF detection methods.
In regard to statistical DIF, there has been considerable camparasearch on various item
response theory models, Mantel-Hanszel chi-squared and loggtession methods (Clauser &
Mazor, 1998). Much of the statistical DIF detection research heedtsimulated data sets in
order to create experimental conditions for testing hypothesaslfldton, Clauser, Mazor, &
Jones, 1993).

Most DIF studies conducted in the USA have focused on racial or mydiffigences
(Holland & Wainer, 1993). However, there is a growing literatureDdR in cross-lingual
assessments (Hambelton, 2005). This literature review focusebBeoDIE research most
relevant to this study: Studies of item reviewers’ abildypredict DIF through substantive
review and studies of causes of DIF on cross-lingual, verbadsamsat items. The last section
is an analysis of the literature that addresses how thepartatatistical methods employed to
detect DIF can impact DIF detection results.

Substantive Review and DIF Prediction

Studies of the relationship between substantive review and stdtiStIF detection
methods have been conducted in various contexts for some time (Mazor, 098¢ early
analyses in the USA focused on racial, gender, or group other ddése(Plake, 1980;

Engelhard, Hansche & Rutledge, 1990). More recently, Gierl & §H{@001) have conducted
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research on Canadian achievement tests in which the relationghipebesubstantive and
statistical methods was assessed. However, the overall number of studiesssalliand there
have been very few studies, if any, on congruence of these methodsss#ingual assessments
in developing country contexts.

Cross-lingual substantive analyses often emplogt-hocreview in which linguists,
translators and content specialists analyze items flagged RsbWlstatistical procedures
(Joldersma, 2008)However, as in this study, it is also possible to work in the omgpdsiction
and collect substantive data first, then statistically aeallye items in order to understand how
well item reviewers predict DIFVarious protocols, coding guides and rubrics, questionnaires
and focus groups have all been employed to collect and analyzelata (Engelhard, Hansche,
& Rutledge, 1990; Allalouf, Hambleton & Sireci, 1999; Gierl & Khaliq, 2001; IEaj 2002).

Early studies of substantive reviews reflect the socio-pdlitssaies important in those
times (Holland & Wainer, 1993). In the 1970s and 1980s, analyses tygmallsed on whether
minority groups and women were represented in a positive light on emhataind professional
tests, whether they were represented at all, and whether thatgmr@sented in tests and items
would be equally familiar to all examinees across groups €Tit982). In the early literature,
the term “bias” was often used in a broader way than is clyrantepted in the psychometric
literature. Bias was sometimes used in reference to estywith “poor representation” of

minority groups or for test items that appeared to place women rarities in stereotypical

>1 Cross-lingual testing is increasingly entering the domain ofpbl®y makers. In particular,

members of the Obama administration often reference the US’s figstormance” on such

cross-lingual assessments as the Programme for InternaBarggnt Assessment (PISA) and
the Trends in Mathematics and Science (TIMSS) assessmenapogdee Duncan, A. (June
14, 2009). “States Will Lead the Way Towards Reform,” AddresthéySecretary of Education
at the 2009 Governors Education Symposiuwmrw.ed.gov
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roles. Much early writing about substantive review also had ayhpykkcriptive character with
“how to” type recommendations for test developers and reviewers (Holland & NWEX®S).

In 1982, Carol Kehr Tittle presented a comprehensive plan for how stibsteeviews
could be employed at all stages in the test development precessnning, specifications
development, item try outs, post-test review, etc. She providedhreendations and detailed
rubrics for scoring and collating problematic items. Other workn this period also has a
highly prescriptive character for how to ensure item fagn@scording to Scheuneman (1982),
Coffman (1961), Donlan (1971) and Dwyer (1979) conducted studies of the reigiibesnveen
substantive reviews and statistical outcomes, but all three foomsgdnder differences on the
Scholastic Aptitude Te€BAT). Medley and Quirk (1974) studied black-white differences on the
National Teacher ExaminationSuch studies were viewed as important not only for political
purposes but because the computational costs of statistical analyses Wextetlag time (Plake,
1980; Holland & Wainer, 1993).

Further, as Plake (1980) argued, in many testing situations the nofribeaminees was
sometimes too low to conduct statistical analyses, even whamolegy was available. Thus, it
was considered important to find ways to improve the quality of thetassub® evaluation
process as test developers did not always have the luxury of statisticdétedfion methods. In
cross-lingual testing today, high profile cross-lingual sssents like Trends in Mathematics
and Science (TIMSS) and the Programme for International Studsatsgment (PISA) rely on
sophisticated, quantitative methods for item analysis. However |lInoubi-lingual countries
have the financial and personnel resources to conduct such sophistid&tedetection
techniques. Thus, in some ways, many developing countries s#lltii@ same challenges to

DIF detection that many western analysts and researchers faced 86@0and 1970s.
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The results of many of the early studies on reviewers’ ahdipredict DIF were mixed
at best. Tittle (1982) found that overall, the outcomes were intensisvith results highly
dependent on methods employed, type of prediction study, and expertisekgbiiad of item
reviewers. A decade later, Mazor (1993) stated more conclashadl the cumulative result of
the early research was that accurate DIF prediction by suibstaeview was the exception
rather than the rule. In order to understand the challenges idvalgibstantive DIF review it
IS necessary to present several of these studies in gretddr dn the next section | present
findings from some of the more well known studies of the efficacy of substantivevrevie

Using data from théowa Test of Basic Skill®lake (1980) analyzed whether raters could
identify DIF for students from theth4through g grades who all hadﬂBgrade skill levels in
mathematical concepts. In order to control for ability leved @@nfounding factor, she paired
examinees with like ability fromt%grade with similar ability from the other grades and created
separate test groups. Three specialists in elementary thathten then predicted which items
would be easier or harder for noW-@raders. When two out of three specialists selected an item,
it was deemed a DIF item. Plake utilized ANOVA to analymetest results and compared these
to her panel results. The result was that raters prediaiee the amount of DIF than the
statistical procedures yielded. In terms of direction of @Rkich group was favored) one third
of the items favored the opposite direction that was predicted sptealist raters. The raters
also differed greatly in the number of DIF items they identified at 41, 38l &ndses.

Engelhard, Hansche & Rutledge (19@Malyzed the ability of item raters to predict DIF
between blacks and whites on a series of three different teadheation examinations. Forty-
two judges examined 40 test items from teacher certificagsh batteries. Twenty four

evaluators were black and 16 were whifEhe judges were divided into three separate review
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committees - one for early childhood, one for administration and sujervéd one for middle
childhood examinations. All participants in the study were expesd members of previous
bias review committees. They received 45 minutes of training aitterw guidelines for

identifying potential problems. They categorized items asoffa blacks, no difference, or
favors whites.”

From the results of the review, the researchers createdegocical index called the
“Judged Category Index” with categories coded as -1 = favor blackso difference, 1 = favor
whites. They then compared the results from this index withtsefndim a statistical DIF
detection method, the Mantel-Haenszel (MH) chi-square methodtredneommonly used by
the ETS (Camilli & Shephard, 1994). The MH procedure tests whittberdds of success on a
given item are proportional for both groups across levels of thehing criteria (ability). The
null hypothesis is that the proportion of examinees answeringatlyrin the reference group is
the same as the proportion for the focal grotjphe MH method employa 2 X 2 contingency
table for each item where item response data (correct/inorseentered along with group
membership for those examinees with the same ability (Mazor, %93).

Engelhard et al. (199@hen computed theorrelation between the substantive estimates
and empirical estimates that were calculated using MH. @hdtrwas little agreement between
the two estimation methods. The correlations ranged from .00 tor.iHefthree different tests.

However, they did find significant individual differences betweenenggrs with one having a

>2 Swaminathan & Rogers (1990) argue that the MH procedure is bestvamhes a special
case of the logistic regression method (LR). The main difteres that MH treats ability as a
discrete variable while in LR ability is treated as continudtiey note that having the variable
treated as continuous enables analysis of an interaction effeddneability and group. Mazor
et. al (1992) argue that this is important because in the MH mbdaljtem favors one group at
one end of the ability distribution but the other group at the other egdnt@mation gets
canceled out and no DIF is reported (Mazor, Clauser & Hambleton, 1992).
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.52 correlation to the statistical results. At the same tanether one of the reviewers in the
administration and supervision group had a negative correlation of -.36.

The two main results of this study were that (1) there wgsfgiant variation in the
ability of the item raters to accurately detect differeranes (2) as a group- raters were not able
to predict DIF very well. From each of the three analyzed grof@ipems, only one or two
evaluators (from 42) demonstrated better than chance agreementastical data. Engelhard
et al. (1990 concluded that item reviewers could not predict which test itemddwperform
differently for black and white examinees when they had no emipilata. They argued that a
primary reason for low agreement between the two indices was the infregeasftthe category
“favors blacks.” They proposed that because many reviewers asiiexl to represent the
interest of their social category (race) in a high stakeatgin, this might have influenced their
estimations.

Another conclusion they drew from this study was the need to congpetimental
research (using simulated data) which would allow them to caripaw well reviewers could
identify flaws with test items. The authors argued that thetjgal utility of an experimental
study would be useful in selecting quality reviewers for reviemrittees. Engelhard, Davis,
and Hansche (1999) conducted such an experimental study with thirtsemiaeers on a state-
wide student assessment program in the state of Georghe réviewers were practicing
elementary teachers and administrators, were diverse in ag# had experience either writing
test items or participating in bias review committees.

Before beginning, the evaluators received a sixty minute tighisession which included
the overall purpose of the assessment system and guidelinderitfying flaws. The key to

this study was that some of the over seventy test items had Kieowswhich served as the
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criteria (a baseline) with which to assess the accuratyeofudges’ ratings. Test items came
from a variety of content from grades three through eight.enfyveight of the items had no
known flaws while 47 items had flaws; nineteen had one flaw, 22 haflaws, 5 had three
flaws and 1 item had four flaws. The flaws were broken down intareliflaws and technical
flaws. After reviewing the items, the reviewers responded tquEstions. The questions on
cultural flaws had to do with gender, race, handicaps, socio-ecorsiatics, demographics
(rural vs. urban) etc. For the technical flaw category, resigvanswered questions about the
comparability of the difficulty levels in format, language, opriknowledge, grammar,
typographical errors, item content, appropriateness of topic, etc.

Each reviewer then spent two to three hours evaluating the 75 iiRevsewers marked
“yes” if they believed the items exhibited any flaws. Thefythe questions blank if they found
no flaws. The accuracy of their estimations was determin¢kebggreement of their marks and
the predetermined priori classification of the items. They utilized a logistimg@rmation of
ratios to determine the probability of accuracy vs. inaccura@valuators’ predictions. False
positives and false negatives were scored as inaccuratemdsteaccurate reviewer was 94%
accurate while the least accurate was 83% accurate. Dwee@iracy rates were higher on the
cultural flaws than technical flaws. The study demonstrttatisubstantive committees could
be quite accurate in detecting various item flavwowever, as the authors noted, identifying
flaws is not the same thing as predicting DIF.

In recent cross-lingual studies of DIF prediction, bi-lingualiewers have been more

successful than in Engelhard et al.’s 1990 study. Gierl and Khaliq (2001) techdustudy with

eleven reviewers analyzing French and English social studgksnathematics tests at thd 6

and ¢" grade levels. Their method included having the reviewers gersepateri hypotheses
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about types of DIF and which groups might be favored. Cognizant of thatjbtfor multi-
dimensionality (addressed below) evaluators attempted to discernhotprimary traits
assessed by the items, but also what secondary traits teesemight be assessing and how
these traits might impact the two groups differentially. dsva matter of judgment as to whether
the secondary dimension was benign or adverse. Items with siohtacteristics were
organized into “bundles” for analysis. They utilized the Simultan@ess for Bias (SIBTEST)
to test for statistical DIF.

Across both grade levels, the evaluators predicted the diraftiDt- correctly in 7 of 8
times for the mathematics items and 8 of 13 for the socialestuidims. Intuitively, the results
of Gierl and Khalig's (2001) are plausible as differences betWaeguages may at times be
more explicit and somewhat easier to detect than predicting roal goups will respond to
items that are in the same language. Overt mistakes liketnaostation or typographical errors
might be easier (on average) to detect than say how femateales might react to different
kinds of items in the same language. However, as Ercikan (2002} pait, the raters in Gierl
and Khalig's (2001) study also knew in advance which items had beendlaggelF. Thus,
they were not so much “predicting DIF” and DIF direction as “prieting DIF direction” with
knownDIF items. They employed “a consensus-building model whereirethewers worked
as a group and focused on standardizing interpretations and ratiogs @viewers, which may
have contributed to high success rates of explaining DIF” (Ercikad®, 20 201). Thus, it
would appear that method of DIF evaluation, whether DIF is known or notwaether
individual or group analyses are employed might also contribute to suatess r

In addition, Ercikan (2002) argues that it makes a differencewhatcross-lingual DIF

study is on test items utilized within a single country stodgicross countries. This is because
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the potential number of DIF sources is higher in cross-country stuiesoss-country analyses
there is greater potential for variation in opportunities to learourricular coverage to cloud
reviewers’ estimations. Further, with within-country studiberé is a larger pool of potential
reviewers with intimate linguistic knowledge and cultural undeditay that may not always be
available for the cross-country study. Languages, conditions anaesuin different language
groups can be relatively well understood by within country bi-lingeglewers who not only
have life long experience with both languages, but in many sensesamsiger themselves to
bi-cultural as well.

Item evaluators in the Kyrgyz Republic might also be expeictatb relatively well in
prediction in comparison to some other types of DIF studies. It sijp@so find item reviewers
who are themselves the products of both Russian language and kKamgyage educations and
many have intimate knowledge of the cultural differences betweemvithgroups. As the NST
is an aptitude test, curricular differences are not expectdtiey might be with achievement
tests (Ercikan, 2002). School teachers and other educators from bgtiada groups are
trained in the same institutions, sometimes with the sameiaigate School textbooks for both
languages are often the same (translated from Russian ¢gyZyor at least have historically
been so for the generation of evaluators participating in this qiDdyYoung, Reeves, &
Valyaeva, 2006).

On the other hand, accuracy in DIF detection and prediction mighbbeaha function
of evaluators’ expertise and experience. Gierl and Khalig's (200dly involved highly trained
and experienced reviewers. Lack and training and experience mststgied evaluation
technigues may present challenges to accurate DIF identificati@ome contexts. In the

Kyrgyz Republic there are few (if any) specialists wikie texperience in undertaking such
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analyses. Further, at this point, no comparative research has dmeducted on test items
produced in Russian and the Turkic languages.

Ercikan (2002) also contends that the results of substantive reviewddepevhether or
not the reviewers know the DIF statistics before or during #malyses. When evaluators have
knowledge that DIF has been indentified by statistics, some su¢hc&use” may always be
found — whether accurate or not — which can lead to an inflated success rate. Sigaksthat
it makes a difference as to whether items are evaluateddodily or as item pairs (reviewed
simultaneously). When both items are presented at the sameetiadeators tend to focus on
the comparability of details like format, content, and language &eviewers of a single item
focus more on context and content that might make the item biasex garticular group.
Ercikan (2002) proposes that the single item review approach teadmore nuanced analysis
of item content and context and the consideration of different cogrptiveesses among
comparison groups.

In the section that follows | first review various studies thaate determined the amount
of DIF on cross-lingual assessments. | then address sthdiesought to determine the causes
of bias or DIF on cross-lingual assessments. This reviewseilithe context for the second
research question in this study in regard to DIF sources.

Levels of DIF in Cross-Lingual Testing

Several cross-lingual DIF studies have reported large pegeentaf items as DIF.
Gierl, Rogers and Klinger (1999) found that 52% of English—French p&ins on a Canadian
elementary social studies test exhibited DIF. Ercikan an@r®th (2002) discovered DIF rates
of 41% on TIMSS science items. Robin, Sireci and Hambleton (2008)ted 21% of items on

a credentialing exam exhibited DIF when the two languages dtudére both European

67



languages: When looking at a European and Altaic language on tkeeegam, DIF rates were
46%. They go on to say, “By any reasonable criterion for inteéngréthe delta-DIF statistics,
the DIF results reveal major problems with the translation/atlapsawith the Altaic versions of
the exam” (Robin et al. 2005, p. 15).

On the verbal section of a university admissions exam in IdRamlsian-Hebrew DIF
rates on the test were 34% (Allalouf, Hambleton & Sireci, 1999n Programme for
International Student Assessment (PISA) reading items, GaisayMonseur (2007) found DIF
rates of 25%-30% on European to European language comparisons but thecratesed to
45% when the items were from highly dissimilar language groumerpretation of any given
DIF result in light of other DIF studies however, is not necdgsstriaight forward. Different
studies use different criteria to define DIF levels. Theegfdetermining how much a given DIF
level threatens test comparability is not simply determinegdycentages of DIF or DIF item
counts as these figures mean different things in each s@dyay & Monseur, 2007). For
example, how one employs an effect size measure to distinguisiedestatistical DIF and
practical DIF (or does not) impacts how one classifies items as DIF.

Grisay and Monseur (2007) evaluated PISA data from the 2000 readesgrasst to
determine item performance across various groups. Utilizing fdata 47 countries, they
analyzed 32 reading passages with a total 132 test items. faured/that adapting a test from a
source version always had at least a basic cost in tertassobf equivalence. They found that
using tests in the same language (but developed differently orothea location as in several

Spanish language tests developed in each of the Spanish speakingoRi8des) is not as
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valuable as using identical (twin) tedfs This is because any translated version is just one in an
infinite number of potential “sister versions.” Reckase and Ku2€®2) also found that
different translators produce highly variable results in teohsaccuracy and quality of
translation.

In Grisay and Monseur’s (2007) study DIF levels increased when cmops were
made to “cousin versions,” or different language versions within dadeeEuropean family
(German to English for example), with, on average, 25%-30% ewhsit displaying DIF.
However, the most fascinating finding was the comparison acrossalg@agamilies. When
examining the Indo-European and Asian language groups, the lexe¢@ge DIF was around
45%. In other words, it was difficult to interpret whether or not add9b of the total items
were actually measuring the same way in say, the EnghidhJapanese versions of the PISA
reading section. Grisay and Monseur (2007) also found:

“A highly positive correlation between communality and test béltg (.72), as well as

the negative correlation between reliability and Asian count®)- This suggests that
some non-random factor affecting the geographic or cultural lison of DIF items
was deteriorating, to some extent, the reliability of theesicah number of countries” (p.

76).

Their study was not the first to show the lack of construct invegiaacross European and non
European languages in DIF studies. A study by Grisay, de Jorlnha@it, Berezner, and

Halleux (2006) with TIMSS data also found a high level of DIF betwéndo-European

languages and non-Indo-European languages.

>3 For example, the English version used in five countries was more or less theesgrlightly
adjusted for local differences. Each version of the Spanish vdisiwwaver, was adapted from
English and French in complete isolation from all other Spanishowsrsind these different
Spanish versions were not compared with each other prior to testistdation. The result was
higher levels of DIF in the Spanish versions.
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PISA’s 2003 Technical Report also suggests that despite ex@ertidaghly developed
protocols for item adaptation, some versions have higher percentagésitathey claim to be
“weak items” than others; for example, 18% of the items fod#panese test and up to 32% for
the Arabic language, Tunisian version (OECD 2003, pp. 77-79). Theyhabtene explanation
may be the overall instability of the scale as theseulageg groups tend to be located on either
the upper or lower extremes of the scale. However, they disotlois potential explanation for
the larger portion of weak items for the non-European languages:

. a second possible explanation might be of some concern in termmguisiic and
cultural equivalence, i.e. the fact that the group of outliers incluileédtawo of the ten
PISA versions that were developed in non-Indo-European languagesc(AFabkish,
Basque, Japanese, Korean, Thai, Chinese and Bahasa Indonesian)...andafihaity
explanation may well be that competent translators and veffiftersEnglish and French
are simply harder to find in certain countries or for certamgliages than for others
(OECD 2003, p. 79).

Thus, an important finding of recent cross-lingual DIF studi¢sasDIF levels appear
to vary depending on the relationship between the two language groups tiorquékhat is,
while there may be common challenges to all cross-lingdabptation, not all languages
“compare” across these commonalities in the same way. Ircydarti assessments involving
languages from within the same “language family” tend to etolier DIF levels than when
assessments involve languages from more disparate languadesfai@risay & Monseur,
2007). These are significant findings for this study as RussidnKyrgyz come from very
different language families, Slavic and Altaic (Turkic) (Oruzlaad 997).

Causes of DIF in Cross-Lingual Testing
Several studies have focused on the causes or origins of DIF os-lingpsl

assessments. Studying an intelligence test with Germdeaglish language examinees, Ellis

(1995) concluded that most of the DIF was due to translation ereor.de Vijver and Poortinga
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(2005) argue that the most significant sources of item biasoss-tingual testing is poor test
adaptation resulting from poor translation, careless work, lacklpést knowledge, or lack of
understanding of the principles of test development. Hambleton (2085)Jes general sources
of item bias — the test itself, selection and trainingariglators, the process of translation, poor
protocols for adapting tests, and poor data collection designs andndftsisafor establishing
equivalence.

In Gierl and Khalig's (2001) study with data from several coinggeas, his 11 member
review committee found four sources of adaptation/translation @)Fomissions or admissions
of words that effect meaning, (2) differences in the words, egjmes, or sentence structure that
are inherent to the language and or culture, (3) differencéb iwords, expressions, or sentence
structure of items that are not inherent to the language arreutind (4) differences in item
format. Several other studies have concluded that the issue of word difficatility or failure
to use words of equal difficulty) is a common cause of DIRn8dt and Belistein (1987), Bejar,
Chaffin and Embertson (1991), and Roccase and Moshinsky (1997) all found wiatdtgifo
be problematic.

However, not all DIF on cross-lingual assessments is causettabglator-related
adaptation error. In Gierl, Rogers, and Klinger's (1999) study afdirand English examinees,
only 2 of 7 math items detected as DIF were found to containdteskerrors after substantive
review. Only 6 of 26 DIF items on that same test (socialiss items) were found to have
translation errors. SimilarlyErcikan and McCrieth (2002) found large levels of DIF on the
TIMSS Science section but poor adaptation was the cause o22#\f the mathematics items

and 40% of the science items flagged as DIF.
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Other hypotheses for explaining DIF causes have been proposed. vikdde
psychological factors like different student response stratagged by examinees might also
cause DIF (Gierl et al., 1999). By looking at the distribution df idéms by curricular topic
area, Ercikan, Gierl, McCreith, Phan, & Koh (2004) discovered thatrdiff opportunities to
learn could lead to DIF. Even word count might be an important Dife.isgn the exam that
Gierl et al. (1999) examined, there were 24% more words on émehlrexam than the English
exam. They concluded that the longer test length might makex#me more difficult for the
French examinees.

In regard to causes of DIF specifically on cross-lingual verksgssments, Agnoff and
Cook (1988) discovered that in some cases, additional text size israema good thing. They
hypothesized that longer texts are sometimes necessary infdhe languages in order to
provide enough context and sufficient explication of meaning. Thislased to the idea that
sometimes inherent linguistic differences can make some itpas tjnore conducive to item
adaptation than others. They found greater DIF in antonym and analugyef) items and less
in sentence completion and reading comprehension. Beller (1995) @nd &8d Canaan-
Yehishafat (1993) also found that DIF was greater in analogysithan sentence completion
and reading passages.

Using data from the Israeli Psychometric Entrance Test \P&IRlouf, Hambleton and
Sireci (1999) examined the causes of DIF between Russian and\Hataminees on verbal test
items. They concluded that analogies were problematic with 65%mn$ demonstrating DIF.
Reading comprehension items showed a small amount of DIF. Thpmsgfhocsubstantive
review, they found the primary causes of DIF to be: (1) Changesffioulty of words or

sentences — i.e., the translation was accurate and meanitigehglantact, but words or
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sentences became easier or more difficult after adaptatiaméoof the languages. This could
also be due to how literal or symbolic the meaning of questionesemied; (2) Changes in
content — i.e., an item lost its meaning for one of the langudggsadaptation; (3) Changes in
format — i.e., an item became much longer, shorter or more awkKaraahe of the languages
after adaptation; (4) Differences in cultural relevance —iteams contained meaning, symbols,
norms, content, or expressions that had no equivalent connotation in ¢ndaotjuage group.
The findings from these four studies indicate that there areadeaistics of item types like
length of items that seem to a have similar impact on DIHdeseross a range of language
groups.

There are a myriad of explanations as to why it is diffitadtevaluators to predict DIF:
Lack of training and experience, poorly designed procedures and protact#lf time and
resources to do the evaluations, personal dispositions or pressuregdor @gtcomes, and of
course simply the difficult task of trying to anticipate how Haekground and psychological
make-up of any given group will impact how they respond to any getofstems. Whatever
the care and the methods employed, identifying the sources dhidlkgh substantive studies is
a challenge. Mazor (1993) argues that the failure of substastiimies (on both real and
simulated data) to consistently identify DIF also challengeses of the fundamental
assumptions that researchers make in DIF studies. In theewtiin | turn to some of the most
important of those assumptions.

Statistical DIF detection methods like the Mantel-Hanzsel it logistic regression
(LR) often condition on total test scores as a proxy for examinbétya The items that compose
these scores are typically hypothesized to be tapping into & $rag or skill. However, for

some time it has been known that test items are often not unnsional. Items may be multi-
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dimensional which means that they are measuring more than onettatefiReckase, 1985)
As Ackerman (1992) noted in his definition of DIF, we should keep in mindlteasingle test
score, typically used as the proxy for ability, isadlegedconditional ability. This is important
to keep in mind for any DIF study, especially for those involving “real worldsitdike the NST

in the Kyrgyz Republic (Kok, 1988).

Several early DIF studies demonstrated that the uni-dimensioagktymption of DIF
detection methods was untenable (Birbaum & Tatsuoka, 1982; Subkoviak, Mawgn, &
Craig, 1984). A commonly cited example of an item with a high probabiior
multidimensionality is the mathematics word problem that demaadsiderable reading or
verbal ability (a secondary trait) in addition to mathematdisgprimary trait) in order to solve
the item correctly. The ramification for DIF studieghat if there are underlying differences
between groups on secondary traits, DIF could actually be the cdusetthis multi-
dimensionality (Kok, 1988). Interpreting DIF results can becom@guous if these secondary
traits are not identified and parceled out (Shealy & Stout, 1993).

Ackerman (1992) calls the primary ability tha&rget ability and the secondary ability
nuisanceability. Ackerman contends that all test items tap into agtlsome level of nuisance
ability. He believes that small amounts of DIF are likalgonditions where a secondary trait is
tapped and the distribution on that secondary trait across groups.difethe same time, an
item may be multidimensional but not DIF if the groups involved hauealedjstributions on all
the traits assessed. Kok (1988) cites background knowledge, larskilisyand “test wiseness”
as examples of secondary skills and knowledge upon which populations fiesly ¢ie notes

that sometimes multidimensionality is unavoidable when tests gneplmplex items with the
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intent to approximate situations in which many skills need to beeapgimultaneously by an
examinee.

Douglas, Roussos, and Stout (1996) make a useful distinction between types of secondary
abilities: Auxiliary abilities are those that can be legitimately a part ofctirestruct measured,
while nuisanceabilities are those not related to the construct of interesmtynway. They thus
conclude that DIF arising from auxiliary abilitieshenignDIF, while DIF arising from nuisance
ability is adverseDIF (Douglas et al., 1996). They note that in practice, in orddetermine
which kind of DIF is prevalent, substantive revieavpriori are needed to hypothesize which
item bundles might exhibit multidimensionality.

The low correlations between statistical DIF and substantiwviewemethods in some
studies could be related to this unaccounted for multi-dimensionaitguse it is hard to
identify. Assessing for multidimensionality on cross-lingiest titems requires evaluators to
know about more than just test adaptation processes and lingssties; knowledge of
examinee exposure to a broad variety of content and their cogrstitieyaengage with content
is also important. It may be difficult in many instances id fieviewers who are both bi-lingual
and equally knowledgeable about the nuances of item response.

One way to try and minimize the effect of multi-dimensionailityDIF estimation has
been to condition on sub-scores rather than total scores duringicstati3lF detection.
Theoretically, this provides analysts with a cleaner estimiatiee particular ability under study
(Clauser, Mazor, & Hambleton, 1991; Ackerman, 1992; Mazor, 1@8user, Nungester,
Mazor, & Ripkey, 1996). For example, using the MH method on 91 itemgs&laMazor, and
Hambleton (1991) examined a sample of 1,000 examinees from two subgrsogs- (

Americans and Native Americans), with an average test scibeeedice of about one standard
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deviation. The test had four sub domains - mathematics, readiog,rgading, and charts.
They discovered that choice of conditioning variable made a differéen the level of DIF
identified. Twenty two items were identified as DIF when coodéd on total score. When
they conditioned on a sub-scores alone, the amount of DIF identifiethyfedine third and
reduced the overall type 1 error. At the same time, however, when #ycotiditioned only on
sub-score, some items emerged as DIF that had not been previously indentified.

Mazor, Kanjee, and Clauser (1995) conducted a study on two achievisisnt They
compared males and females but also took into consideration knowledgglishEthose who
reported it as their best language vs. others who reported somdamtheage as their best).
They used both logistic regression (LR) and the MH procedures andatdinditioned on total
score. Then, using LR they added the sub-scores SAT-verbal andns#h to their model.
They found that with the LR procedure the number of items identifi€lFasvas reduced when
conditioning on sub-scores.

Clauser, Nugester and Swaminathan (1996) employed a logigtiessgon model and
conditioned on both a total score and educational experience (areacializggon of medical
students) as a secondary variable. As men and women tend to geswdeait different areas of
specialization (on average, more men in surgery and more women irtripgjjidhe authors
hypothesized that males and females may differ in abilityiloigions across background. They
believed that the conditioning variable would reduce the number of flagged as it would
partially account for those differences in group performances$isrsécondary ability. When
conditioning only on total score, 30% of items were identified as DNWhen the background
variable was added, the number of DIF items was reduced to 19%ouglt the main result was

a reduction in the total number of items identified, some new [BHastwere identified when
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using the background variable that were not identified using the tesal score alone.
Nonetheless, these studies that address the multi-dimensionsli¢yhiave informed the design
of this study and the methods that | present in the next chapter.

DIF as Statistical Artifact

A final and very important consideration in disentangling the sowfcB¢F is the extent
to which the methods employed are themselves producing relidlbledimates. That is, it is
possible that one reason why substantive evaluators sometimastadentify DIF is because
there may in fact be no DIF: Items that have been identifi&@lfasnay simply be the result of
statistical artifacts (Mazor, 1993; Gierl et al. 1999; Encika al., 2004). For example, inflated
type one error due to a poor choice of conditioning variable may mstdistical outcomes. It
can not be assumed that DIF levels indicated by a particutestised method are infallible. In
research conducted by Jodoin and Gierl (2001) power rates for aohosél world DIF
conditions using LR methods were only 70-80%; thus the interpretatiolFditatistics needs to
be made with caution.

Fortunately, there is a way to gain a general understanding effédotiveness of various
detection methods utilized in varying conditions. Much of what we krimwtahe efficacy of
DIF methods comes from simulation studies because simulatimvg al comparison of the
efficacy of different approaches under controlled conditions, i.e. we Khow much DIF
actually existsa priori” (Hambleton et al., 1993)Through simulation studies, researchers can
create DIF levels or other necessary experimental condibgnadjusting the difficulty and
discrimination parameters of artificially generated itenaddhus, they can compare the effects

of large and small sample size, variation in the ability distributions of iex@s) item types, DIF
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levels per test, test length and dimensionality among other fa@t#ammbleton et al., 1993;
Narayanan & Swaminathan, 1996; Jodoin & Gierl, 2001).

In general, it should be noted that comparative research done on varmbhigds
consistently shows that IRT, MH, and LR methods are equallgteféein the identification of
uniform DIF (Swaminathan & Rogers, 1990; Rogers & Swaminathan, B@&sos & Stout,
1993; Narayanan & Swaminathan 1994). Nonetheless, there are dé®rieetween methods.
While both the MH and LR consistently show similar results irr ttegbacities to detect uniform
DIF, the MH method has not been able to identify non-uniform DIFa(&wathan & Rogers,
1990; Narayanan & Swaminathan, 1994; Hambleton et al., 1993). While rfomumiIF is
less common than uniform DIF, it does occur in practice. Thus, onebleossivantage of
logistic regression over other DIF methods is that it carsasageraction of group membership
and examinee ability (Swaminathan & Rogers, 1990; Gierl €1299). On the other hand, they
also found that while type 1 error rates (identifying item<D#s when they were not) were
within expected limits for the MH, they were a bit higher for the LR proeed

The size of the examinee sample is also important. The congergidence from DIF
detection studies is that a larger sample sizes allow for etmgrate DIF detection. In Rogers
and Swaminathan’s (1993) comparison of MH and LR methods, they disdotreat the
detection rates increased by 15% when the sample size waased from 250 to 500 for both
methods. In Mazor et al.’s (1995) study, various sample sizes were createtdD to 2,000 per
group. The study demonstrated that a small sample size (1680)avadequate but sizes of 200
to 1,000 were satisfactory. Hambleton et al.’s (1993) revievnuilation studies also indicates
that these findings about sample size are true across cormbgaif item types, ability

distributions and other experimental conditions.

78



On the other hand, while it would appear that large sample sizeee@essary, there is
evidence that type 1 error (over-identification of DIF) increasih larger sample sizes. Thus,
one concern with overly large samples is that even the most diffi@lences between groups
can be identified as statistically significant even though #reyof little practical significance.
Hambleton (1989) argues that while small sample sizes faapture much DIF, with sample
sizes around 5,000 it is conceivable that much of the DIF detedtedenof no practical
significance. Jodoin and Gierl (2001) have proposed that DIF metetiethods using chi-
squared tests must have a reliable measure of effect size.

Another factor that can impact DIF results is related to bilgyadistributions of the two
groups under study. In cross-lingual DIF studies ability thgtions are often not the same: In
fact, gaps may be quite large which is why several simulatizaies have created experimental
conditions in which the groups tested differ by as much as one standatiotle Narayanan &
Swaminathan (1996) found that DIF detection rates were higher waemreees were sampled
from the equal ability groups for the MH, SIBTEST, and LR methdde differences in
detection rates dropped when two differing ability distributions veer@yzed but not equally
across all methods. The biggest drop was 14% for the LR methoall Boee procedures, the
type 1 error rates were higher for the unequal ability distdbuhan those for the equal ability
distributions. At the .05 level, they were 4.1% for MH and 6.1% for ARunequal, they were
5.5% for the MH and 9% for the LR method (Narayanan & Swaminathan, 1996).

Simulation studies also tend to agree that item charactercgticimpact DIF results. In
Rogers and Swaminathan’s (1993) study, the items with DIF tha&t mvest easily detected by
both the LR and MH procedures were items of moderate diffieuityhigh discrimination. For

these items, detection rates were as much as 15% greatéortb#mer types of items (Rogers &
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Swaminathan 1993). Hambleton et al.’s (1993) study also indicatedtéhz with lower
discrimination were associated with items that were likelpe missed with MH, regardless of
differences in difficulty. They also found that very difficuts were more likely to be missed
in DIF detection methods, regardless of ability level.

The statistical issues raised through the literature reaigove are directly relevant to
this DIF study in the Kyrgyz Republic. Sample size is notyike be a problem. However, the
difference in ability distributions between the two groups undedysis large and the item
characteristics for the Russian and the Kyrgyz items dordiflea Chapter 6 of the study, | will
return to these issues and discuss them in relation to the finofitlgis study. | now turn to a

presentation of the study’s methods, Chapter 4.

80



Chapter 4: Methods

Multiple research methods were employed in this study. Beéwiewing each of them,
| first introduce examples of the item types analyzed aloniy descriptive statistics from the
2010 NST. | then highlight the statistical DIF estimation methmgistic regression, utilized in
the study. Next, | discuss the purpose and design of the individual atalysis rubrics
employed in the substantive review, the process for seleceng @valuators, the steps in
administering the rubrics, and the use of group discussion for eachliteime last two sections
| present the methods used for determining the inter-rater fig¢iadfithe evaluators’ marks and
the rank order correlation estimation procedure for determining thgoreship between the
statistical DIF and evaluators’ predictions.
Content and Development of the 2010 NST

The NST is administered at the end of May in all regions ofethablic over a two week

period. Examinees receive their NST score reports at the ehehef The NST lasts 3 hours
and 35 minutes and in 2010 had 150 test items (CEAPBILO). The items in this study were

taken from the NSTerbal reasoningcnosecno-noruueckuiit) domain. This domain consists of
four sections: Reading comprehension (24 items, 3 texts), analogiegel2§), sentence
completion (10 items), and grammar use (20 items) (Valkova, 2004)ite&s are multiple-
choice with three distractors and one answer key. The vexhabming format of the NST
contrasts with what was historically assessed for universtty,enative language and literature
which focused on knowledge of grammar and literary works (Drummonca & @ung, 2004).
Descriptive data from the test variant analyzed is presdyagtav. Reliability estimates are
presented for the full complement of items from all variantsyexbal items, and for the test

items analyzed in this study.
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Table 4-1: Descriptive Data from the NST 2010

Descriptive Statistics for Test Variant Analyzed

N Min Max Mean  Std. Error Std. Dev.

Russian (All items) 2,850 47 241 137.20 .743 39.652
Kyrgyz (All items) 1,557 24 204 102.7 .658 25.973
Russian (Verbal) 2,850 10 119 69.35 .388 20.716
Kyrgyz (Verbal) 1,557 10 96 49.18 298 11.745

Reliability Estimates Cronbach’s Alpha N Items
All Variants/Math and Verbal ltems Russian .956 150
All Variants/Math and Verbal Items Kyrgyz .896 150
All Variants/Verbal Items only Russian 907 60
All Variants/Verbal Items only Kyrgyz .702 60
Analyzed Variant/Studied Iltems only ~ Russian 871 40
Analyzed Variant/Studied Iltems only Kyrgyz .660 40

The last two reliability estimates given above are based ored@htems. However, |
analyzed only 38 of these items from the analogies, sentence dompéetd reading
comprehension sections because two of the item pairs in fact rehtdifferent items: 18
analogy items, 10 sentence completion items, and 10 reading compyahdéams were
analyzed in total. According to the test developers, the purpose ah#éhegies and sentence
completion sections were to check verbal reasoning skills atdhe, sentence and text level.
More specifically:

“Analogies check (a) lexical richness, (b) ability to anallagical relations between

concepts, (c) ability to find relations (dependencies) between wogutsrs (d) ability to

determine similarities or differences by one or several italisa(e) ability to analyze,
synthesize, compare, generalize, and classify” (CEATM, 2007, pp.14-16).

In regard to sentence completion items:

“Sentence completion checks (a) the ability to understand logicaiections between
different parts of verbal expression, (b) vocabulary richness” (CEATM, 2007, pp.14-16).
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In regard to the reading comprehension items:

“The questions from this section evaluate the ability to cayefelhd different texts of
400 to 850 words, understand and analyze what has been read. Fragressscan be
taken from different domains of knowledge: humanities, sociahsejeand physical
science. Popular literature is also utilized. This sectionvmasndependent texts and
two related text fragments for comparison with each otherh Ead or pair of texts is
accompanied by questions that check: (a) understanding of the contiet teit, its
basic concept; (b) ability to interpret portions, connections betwedénpgutons in the
text; (c) connections between the text and the real world; (iyabiunderstand hidden
meaning; (e) ability to determine the style of the author andhdrisdisposition, as
articulated in the text, and; (f) understanding of the structure of the textsarwhnection
to content. This 60 minute section has 30 items” (CEATM, 2007, pp. 14-16).

Below are two English language versions of the type of itemlyzathin this study.

These are example items from a previous year as itemgtieoBa010 test remain secret.

Due to

the length of the reading comprehension texts | did not transtaes itrom that section here.

However, the reading comprehension section is similar to the geadimprehension section

found on tests such as the American SAT or Graduate Recordriatemi For more examples

of NST items in the Russian or Kyrgyz languages, includiraglingg comprehension sample

items, see Valkova (2004) or CEATM (2007).
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Table 4-2: Example Analogy and Sentence Completion Items

Analogies

Instructions: Every task has five pairs of words. The highlighted pair of yooedents a
relationship between two words. Determine the relationship between those two wards
and then select another pair below with the same relationship. The order of dise war
should be the same as in the example.

7. music: composer

(A) poem : poet

(B) aerodrome : pilot
(C) fuel : engineer
(D) doctor : patient

Sentence Completion

Instructions: Each sentence below contains two to four blanks. There are four grouyps of
possible answers to complete the sentence. Select the best answer to neikertice s
logical.

3. to believe this theory, nobody has yet.

(A) It is easy / because / formulated it
(B) It is not possible / for / refuted it

(C) It is easy / although / proven it

(D) It is common / although / cancelled it

(Valkova, 2004)
The Item Adaptation Process

In 2010, the source language of all sections of the NST except rggamse’ was
Russiam’ As highlighted in chapter two, a large percentage of non-Russiafgrgyzstan,
speak, read, and write in the Russian language with native proficiemberefore, finding

personnel to adapt items is not difficult. CEATM test developdysprimarily on peer review

>4 According to Dr. Valkova, the director of the testing center, CHATas experimented with
developing different test sections in various languages in thelpasher words, test items have
not always been developed in Russian first and then adapted into Kyrgyz.
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and substantive methods of item evaluation to determine adaptatioty qumaliequivalence of
the adapted test forms. However, they also calculate p-valifésufty) and discrimination
coefficients of items in order to get a more complete understanfliimgw items are performing.
CEATM reports that in addition to the use of back translation {sd#e 4-3 below), close
cooperation between item development groups and translators is mantaeesure adherence
to test specification(s) in all language versions as welloaisistency in item construction and
adaptation. Table 4-3 presents the item adaptation process OXOENST. As can be seen,
the Russian items are evaluated both substantively and stdtistibéde the Kyrgyz and Uzbek
items receive primarily substantive review.

Table 4-3: Flow Chart for Test Item Adaptation

1. Russian items created

!

2. Russian items pre-tested

l

3. Russian items are reviewed and revised based on pre-test results

!

4. Russian items adapted into Kyrgyz and Uzbek

l

5. K/U translator compares own version to Russian version

l

6. K/U translator verifies the translation with the author of the R items ly looking at the
K/U items but reading them in Russian as the item author checks originaheaning (oral,
back translation)

!

7. Specialists in Kyrgyz and Uzbek grammar review the target language translains

Interview with CEATM’s head of test item development
Statistical DIF Detection Method

Investigators employ a wide variety of statistical DIF dete methods depending on
study aims, skill level of the researcher, resource constramdspature of the specific tests and

items examined. The most commonly utilized methods are Item Respdmory (IRT)
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methods, the Mantel Hanzsel (non-parametric) chi-squared method sttt legression (LR).
Because it can not be assumed that statistical DIF indices are alweat (i.e. serve as a 100%
reliable baseline from which to compare substantive evaluations)niécessary to carefully
select the statistical approach to be used in any DIF stadyualify any findings based on the
analyses (Jodoin & Gierl, 2001).

As noted in the literature review, one challenge to DIF estimat that the ability
distributions between compared groups are typically not the sapegiady in cross-lingual
DIF studies. In selecting the appropriate statistical methard this study an important
consideration was the large difference in ability distributions éetwthe Russian and Kyrgyz
groups. Russian examinees on average have performed consibtdtélyon the NST since
inception in 2002 (Valkova, 2004). Narayanan & Swaminathan (1996) found thalefd€tion
rates were more accurate when examinees were sampleth&aqual ability groups than when
unequal distributions were examined. However, if large enough sampgle aie used - and
access to large sample sizes was not a problem in this-sthidychallenge can be addressed to
some extent (Hambleton et. al., 1993).

After a careful review of methods, | elected to utilize theskigregression (LR) method
for DIF detection as articulated by Swaminathan & Rogers (1990 LR model is easy to
implement for the novice researcher, flexible, can detect botbromand non-uniform DIF, and
has power comparable to other DIF detection methods (Swaminathagy&dR 1990; Zumbo,
1999; Gierl et. al., 1999; Jodoin & Gierl, 2001). The LR method is a n@amgdrc

probabilistic approach to DIF detection. In the LR method examinaest represent the
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complete population of interest because non-representative samplempact the results
(Hambleton et. al, 19915;’)5.

Unlike IRT models, non-parametric models utilize observed scaretedt for the
likelihood of difference in group performance on an individual item aieditioning on ability.
The LR approach to DIF analysis relies on a chi-squared test of sthssgicificance and has an
established measure of effect siZe.In most non-parametric DIF studies, the total test score or
sub-score on the instrument examined serves as a practicalfproadyility (Sireci, Patsula &
Hambleton, 20053.7 Considering the issues highlighted in the literature review about
dimensionality, | elected to condition on verbal scores ratherttietotal NST score for this
study. The logistic regression model for predicting the probalufityg correct response to an

item is based on (Swaminathan & Rogers, 1990):

e(ﬂo +5,0)

Pu=1l0)= [1+ e(ﬂoJrﬂlg)] " Where:

u = the response to the item
0 = the observed ability of an individual

Bo= the intercept parameter, and
B1= the slope parameter

> One, two and three parameter IRT models have been used to estinial-. Each allows for
estimation of item characteristic curves (ICC) which spetife relationship between the
probability of success on the item and the underlying abilityait. th key assumption in IRT
models is that the estimates are invariant and do not depend santpée. This differs from
non-parametric models which utilize observed scores and thus to soeme @éspend on the
samples utilized. For this reason, some have argued that IRiDasedre superior because they
allow for conditioning on true ability, not observed scores which afgestt proxies for true
ability (Camilli & Shephard, 1994).

* This was not the case with LR originally until Zumbo (1999) and Jodoi@i&l (2001),
introduced pseudo R-squared measures of effect size.

>t is important to note that most non-parametric DIF studieasore on internal criteria. In
essence, DIF detection assumes at least a modicum of oveidiliyaécause if all items were
biased (systematically) no DIF would be evident (Hambleton et al., 1993).
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According to Swaminathan and Rogers (1990), by specifying sepacaations, the

probabilistic model presented above can be adapted for two separate groups of smterest a

2
(ﬂo j +ﬂ1j 1j)

e
DA e gisae

(
PU=119)= [1+e
Whereu 7 = the response of person i in group j to the item

Boj = the intercept parameter
B1j= the slope parameter for group j, and
Oij = the ability of individual i in group j.

This model can also be formulated as (Swaminathan & Rogers, 1990):

_€
PU=D= [14¢]’

where: Z =Po + P10 + B2G +B3(0G)

In simple terms, the use of this equation allowed the detatomof whether or not to
reject the null hypothesis of “no difference” in item respormetivo groups (Kyrgyz and
Russian) on the particular item under study. In this study, aqgulare test of significance was
applied to assess this null hypothesis at the .05 level. At 1 defgireedom at the .05 level, the
test statistic was 3.841. It is important to remember thabDtReanalysis with LR proceeds at
the item level; the data was entered into the equation for eatliteam individually. In this
study that meant thirty-eight separate analyses for detemgnuniform DIF and thirty-eight

separate analyses for determining non-uniform DIF.
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For each item analysis, the dependent variable was a dichotomousevae#her a “1”
for a correct item response, or a “0” for an incorrect respoye the right hand sidé,was a
measure of examinee ability - observed sub score (verbal sodigs case). Language group
membership was a categorical variable “G” and was coded “1Kyogyz or “0” for Russian,
sometimes called the reference and focal group, respectivEhe term06G represented an
interaction between these two independent variables. In DIF stusiieg LR methods, a
significant interaction means there is evidence of “non-uniforfa"DNon-uniform DIF occurs
when differences between two groups are not the same acrabdiglllevels (Swaminathan &

Rogers, 1990). For example, Russian examinees might performdidtierupper ability levels,

but worse at the lower ability levels on the same item, @& w&sa. In sum, the parametpgs

B1, P2, andp3 represented the intercept followed by the weights fortgbiinguage group, and

ability by language group interaction term respectively (Jodoin & (1661).
Jodoin and Gierl (2001) propose assessing separately for uniform anchifeom DIF
in order to capitalize on the use of a 1 degree of freedom modesting the steps they

recommend, | assessed each item in a two step process. Inocadeess for uniform DIF, two

models were identified. The first “compact model” - where Bg + 160 - was entered first.
The presence of uniform DIF was then tested by examiningntipeovement in chi-square
model fit when the group membership (G) term was added, the “adeth(z =g + 16 +

B2G). The chi-square value of the “compact model” was then subtractedtiie chi-square

value of the “full model” and this difference was compared totélsé statistic for statistical

significance.
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Then, the presence of non-uniform DIF was tested in simil&idiagy examining the

improvement in chi-square model fit associated with the “full mo@dbve) and the addition

of the interaction termdG) (Z = Po + P10 + B2G + P3(0G)). In other words, the chi-square
value from the “full model” Z = Bo + P10 + B.G) was subtracted from the chi-square value

from the third model with the interaction term and compared ttestestatistic for significance
(Jodoin & Gierl, 2001). In practical terms, for both the uniform and nomwumitests, chi-
square values lower than 3.841 indicated a very close correspondétgre response patterns

between the two groups: Il.e., | did not reject the null hypothesis of “no difference”
Further, such “identical” items hadBa (group) value at “0,” or close to it. The Exp (B)
or odds ratio for “no DIF” items was at or close to “1.h the LR model, understanding which

group is favored is determined by the sign offihevalue. Wherg,>0, the uniform DIF favored
the reference group (Kyrgyz language). WIeq0, the uniform DIF favored the focal group
(Russian language). In general, non-uniform DIF is present fg¥€n regardless of the value
of Bo.  Whenp3>0, the item favored high ability Kyrgyz and low ability Russiaitems with

negative values fofs favoredhigh ability Russian and low ability Kyrgyz (Jodoin & Gierl,

2001).

An early criticism of the LR approach was that it did not haweeasure of effect size
(Kirk, 1996). This was considered a weakness as the power of tisticgthtest is somewhat
dependent on sample size and large samples have a tendency &begeigértype 1 error (over

identification of significance). In recent years this problem has nessed by Zumbo (1999)

and Jodoin and Gierl (2001) with the introduction of dn R-squared delta), a weighted least
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squares effect size measure. In this study | utilized this éfect size measure proposed by

Jodoin and Gierl (2001). Below I outline the steps | took to test for “practicasibtificance.”
After testing for the statistical significance of eatdm, it was essential to interpret the
results in terms of practical significance through the eex# measure. If the null hypothesis

of “no DIF” was not rejected, there was no need to employ teetedize measure. However, if
the chi-square test was significant, tifa Reeded to be assessed. For example, for determining
the magnitude of significance for an item identified as siedibt significant uniform DIF, the

R® for the test score termd,( compact model) was subtracted from the fBr the group
membership term (G, full model). For determining the magnitudggaificance for an item

identified as non-uniform DIF, the ’Rfor the group membership term (G, model 2) was
subtracted from the Hor the interaction termbG) model.

The resulting R levels were then interpreted in light of Jodoin and Gierl's (ZO(ﬁ) R

effect size measures. In simulation studies, Jodoin and @i@0lL) demonstrated that this
approach results in more powerful detection and lower type one eifbeseeffect size
measures were effective in trials with both simulated datare@asdddata (Zheng, Gierl, & Cui,
2005). In a study by Gierl, Rogers and Klinger (1999), thedRect size measure utilized in
the LR method correlated at .91 with the MH effect size medsur@n analysis of math items
and .93 with the MH effect size measure for a social studies test.

The values utilized to classify the practical significance of DIFewee following:

« Negligible DIF: Ra <.035
e Moderate DIF: .035 R%A < .070, and the null hypothesis is rejected
e Large DIF: Ra> .07, and the null hypothesis is rejected
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In order to demonstrate how | utilized the logistic regressiothadeand effect size measure
proposed by Jodoin and Gierl (2001) in this study, | present two egatepi analyses here for

items 7 and 32 (uniform DIF).

For item 7, the chi-square value for the compact matlet 3o + 10) was 159.771.

The chi-square value for the full model (language group added o + P16 + B.G) was
161.089. The difference in these two chi-square values was 1.318, lowénéhast statistic of

3.841 at the .05 significance level. The(group variable) was low, estimated at .122. Recall

that af, valueat zero or very close to zero indicates no difference. The otidsaathis item,

Exp (3), was 1.13 and odds ratios at 1 or close to 1 indicate the samefa#dponse for both
groups. For item seven, the null hypothesis of no difference wagjeoted and the response
patterns to the Russian and Kyrgyz versions have a close one tocomesepondence after
controlling for ability; i.e., there was “no DIF” for this item pair, neitb&tistical nor practical.
For item 32, the difference in chi-square values between theambmodel and the full

model was 96.334, statistically significant and much higher than $hettdistic, 3.841. The r-
R%A (effect size) difference was .057. Tewas also far from zero at 1.101. Further, the odds
ratio was not near 1, but 3.007. This meant that the Kyrgyz group was just ovemtlesesntire
likely to answer the question correctly than the Russian groaogll(tkat a positivg, means the

item favors the Kyrgyz group). All of the 38 items were anadlyand interpreted in turn per the
above steps for both uniform and non-uniform DIF. The results of thebsesmare presented
in the next chapter and can be found in full in Appendix K (uniform DIF) and AppendnoiN

uniform DIF).

92



Preparing for the Statistical Analysis

Before analyzing each item for DIF with the LR method | teekeral preliminary steps.
First, | physically examined the test booklets from both langutgeasure that the items were
indeed the same for both language versions. The result of thigate®n revealed that from
the 40 items initially selected for analysis, two item pditsms 1 & 6) actually contained
different test items. Based on their own preliminary analyge test center believed that the
original items were not satisfactory and resolved to utilized¢ampletely different items. | thus
removed these two items from the analysis.

After confirming that the rest of the items were in fdet same, | requested the item
response data from the test center for the test version under ddadly was provided in Excel
format and included an indicator for the language version of thearestem response matrix
which included a dichotomous “1” or “0” (correct or incorrect) éach item, and a verbal score
(scaled) for each student from the analogy, sentence completidmeading comprehension
sections. Each student was denoted by an eight digit idenaficatimber which was tied to the
students’ test registration center.

Sample Selection

There is converging evidence from DIF detection studies #ingél sample sizes enable
more accurate DIF detection (power). In Rogers & Swaminah@993) comparison of MH
and LR methods, they discovered that the detection rates inctyaté@bo when the sample size
was increased from 250 to 500 for both methods. In Mazor et al.’s (88@R) various sample
sizes were created from 100 to 2,000 per group. They found that whemaler sample sizes
were used perhaps only 45-65% of DIF items were being coriidethyified while in the larger

samples, 65-85% of DIF items were being correctly identifiedmbleton et al.’s (1993) review

93



of simulation studies confirmed that these findings about sangsease true different across
combinations of item types, ability distributions and other experimental conditions

However, there is also evidence that type 1 error (over-idenitircaf DIF when none is
actually present) can increase with larger sample sizkgs, Dne concern is that even the most
trivial differences between groups can be identified as stafigtsignificant even though they
are of little practical significance. While small sampiees fail to capture much DIF, with
sample sizes around 5,000 it is conceivable that much detected iDIBewof no practical
significance, i.e. have an unacceptable Type 1 error ratalf{ldton, 1989). Thus, the need for
the use of large (but not too large) sample sizes of 200-1,000.

In 2010, 30,264 examinees sat for the NST; approximately 18,720 in Kyt§)g94 in

Russian and 1,000 in the Uzbek languages (CEAT2010). However, there were several

versions of the NST, each with about 4,000-6,000 examinees. The t@shvarovided by
CEATM had a total 4,407 examinees and it was administered to both rural and utlcgrapés

throughout the country, including examinees from the capital and surrouatdag. This
selection included a total of 1,550 Kyrgyz language and 2,850 Russiam{gngxaminees.

From this test version, using SPSS software, | randomly selactachple of 1,000 examinees

per language group to be analy?gd.
The Individual Item Analysis Rubrics

In order to answer the research questions, item analysis rhladct be developed that
would capture not only the evaluators’ estimations of content, meaméhditficulty differences
between item pairs, but also elicit hypotheses about the causeurce of those differences.

They needed to be short enough to allow efficient administratiorhbrdugh enough to ensure

*8 The investigator did not have access to the schools or names odithidual examinees who
sat for the 2010 NST.
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that essential data was captured to facilitate interpretatiodesigned the rubrics based on
insight gleaned from similar studies (Allalouf et al., 1999; Reelk&Kunce, 2002; Ercikan,
2002; Ercikan et al., 2004). An overall path model for the process ettioli data through the
individual rubrics is provided as Appendix G.

After consultation with the director of th€enter for Educational Assessment and
Teaching Method$CEATM), the items selected for analysis came from ti&d R010. The
items to be analyzed were collated in test booklets. As thergoinsh of the test item booklets
required access to the test items, this booklet was put togetlyeafterl | arrived in Bishkek.
The test booklets (rubric 1.a) consisted of each of the 38 item paesitem pair per page.
There was also space to write notes and a place to markewtethot items were identical or
exhibited differences. Rubric 1.b was a graphic organizer which rdgemaduators to provide
an initial categorization of the type of differences (if an¥nglish versions of rubrics 1.a and
1.b are presented together as Appendix .

For rubric 1.a the evaluators first attempted to correctbpar all the items in both the
Kyrgyz and Russian versions in the test booklet. This was a “l[@ndw” in the sense that the
evaluators did not know which items had been identified as DIEhéystatistical methods
(Ercikan, 2002). Evaluators took notes only on the most important probletrexdba. After
going through all items, item pairs coded as “identical” on cubrb were set outside as they
were not needed for the completion of rubric 2. | developed and texthslebric 2 before |
arrived in country. Rubric 2 had the following sections: (2.1) estimatif the level of
difference(s) in content, meaning, or difficulty (if any) beémn the two items in the pair; (2.2)
the specific nature of the difference(s); (2.3) description ofdifference(s) in detail; (2.4)

estimation of which group might be advantaged (favored) by diffeserigeb) suggestions for
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improving equivalency of the item pairs. Rubric 2 was printed inetlo@ors for three
categories of difference: Content (violet form), format (greem), or cultural/linguistic (pink
form). This color scheme allowed the researcher to easily collaterthe by nature of the issue
during later analysis. English and Russian versions of rubric 2 can be found mdippe
Section 2.1, level of difference(s), required evaluators to ffasach pair of items as
“somewhat similar,” “somewhat different,” or “different” ineaning, content or difficulty. A
coding scheme, adapted from both Ercikan’s (2002) and Reckase andsK{#@f¥?) work,
defined these terms as follows:
0- Identical no difference in meaning, content, or difficulty between two vers?l%ns;
1- Somewhat similarsmall differences in meaning, content, or difficulty betwégo
versions, will not likely lead to differences in performance;
2- Somewhat differentclear differences in meaning, content, or difficulty betwd®n t
two versions, may or may not lead to differences in performance between two groups;

3- Different: differences in meaning, content, or difficulty between the twoaessthat
are expected to lead to differences in performance between the two groups.

Before presenting the process for the administration of the ateatysis rubrics, | first review
how the participating bi-lingual item evaluators were selected.

Selecting the Evaluators

Recall from Chapter 1 that there are no professional pyschommesicn the Kyrgyz
Republic. There are many educators with experience adaptithgpadés and other educational
materials from Russian into Kyrgyz, but few with experiencerass-lingual standardized test
developmen?.0 As there has been no standardized testing until recent jeenes,is not a large

pool of human resources from which to draw upon that has experiencBIwittudies or item

> The actual choices on rubric 2 were only somewhat similar, sbatadifferent, and different
because for the items they selected as “identical” on rubric 1b, they did motdibric 2.

% with the exception of a few CEATM employees and ministexssessment specialists who
have been receiving training since 2002.
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review. Since 2002, the test center has relied upon bi-lingual tedsi@ad translators in test
development (item writing) and adaptation. Through experience, shedpter has gradually
identified those who have shown ability in this area and they naiatamall pool of personnel
with whom they work on a short term basis as needs arise.

It was important that the pool of selected evaluators be asds&slgossible, bi-lingual,
preferably with some experience in testing, but at the seneenot have direct experience with
the particular 2010 items. In other words, the challenge was @ sep®ol of evaluators who
were a proxy for “as qualified as any other feasible sefmgfl the potential evaluators, but not
have a conflict of interest (inability to evaluate objedtiyelue to experience working with the
2010 items. It was decided that eligible candidates could be thtsexperience writing or
adapting NST test items in previous testing years, itemnanto worked on other sections of
the NST, translators with good reputations and content specialistsverdgoknown to be bi-
lingual and relatively knowledgeable about assessment issuesmatgly, four of the ten
evaluators selected had never written nor adapted test itemy @bt in their professional
careers, two had been item writers for previous iterations dd87¥e three had been item writers
for NST 2010 items not evaluated in this study, and one evaluatorselasted who had
participated in the adaptation of the NST 2010 items under study.

Selection of competent bi-linguals was essential. Perhaps ¢gesbichallenge in
selecting the evaluators was ensuring that all participants agiclose to being as purely bi-
lingual as possible. While finding bi-linguals was not difficaliyrgyzstan, pure bi-lingualism
is rare as bi-linguals are usually stronger in one langtizaye in the other (Korth, 2005). |
included not only linguists and translators in the evaluation procesdsbuteachers. This is

because the item review process requires not only the identificatilinguistic differences in
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the two language versions, but also a judgment as to whetherdiffiesences might lead to
performance differences (Mazor, 1993; Ercikan et al., 2004).

As highlighted in Chapter 2, it is primarily ethnic Kyrgyz whe &i-lingual in Russian
and Kyrgyz as Russian speakers of other nationalities tend not toKyrgwz (Korth, 2005).
However, there is a wide spectrum of skills and knowledge amongst tho claim to be
Kyrgyz-Russian bi-lingual. Table 4-4 below presents an appra&ityaology of Kyrgyz and
Russian knowledge levels found in the ethnic Kyrgyz population.

Table 4-4: Typology of Ethnic Kyrgyz Russian Language Knowledge

Kyrgyz Primary Russian Primary
(Basic Russian) Bi-lingual (Basic Kyrgyz)
Kyrgyz Only Kyrgyz Primary Russian Primary Russian Only
(Good Russian) (Good Kyrgyz)

Potential evaluators were identified with the assistancestfdenter employees. Each
prospective candidate was contacted and provided with information abostuthe If they
agreed to participate, they first completed a brief questionnaiiehwelicited detailed
information about their language knowledge and skills as weltlasational backgrounds. In
order to encourage only true bi-linguals to participate, partigpaate informed in an interview
that they would be required to use both Russian and Kyrgyz equally, nobrotthe individual
written analysis but in discussion with their peers — many of wkauld be translators,
linguists and other knowledgeable specialists. As part of thistigaen, evaluators would be
required to state and perhaps defend their views on the test utetes study using both
languages. Several of the candidates who initially applied dddmeatrticipate in the study

after they learned about this requirement.
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Through the survey, each candidate provided information about his or hessiwoal
background and language ability. | then selected the ten evaltizbnsrovided a balance in
terms of competency levels in both languages. All the evaludtads completed higher
education and nine of the ten were women. The majority were womauseewomen are over-
represented in teaching and in areas related to translationnguastics in the republic (De
Young et al.,, 2006). The majority of participants selected moredharprofession. This is
because in Kyrgyzstan bi-lingual educators often serve in mapgciies: As translators,
teachers, test item writers, consultants, or work in other tegsaon a short term basis in
addition to their primary place of workb{d, 2006). This broad spectrum of professional
experience was beneficial as bi-linguals who know the school prograducators who have
experience creating test items can approach the evaluatiofidask multitude of perspectives
and with practical experience in a relevant discipline. NortbeoEelected evaluators had ever
participated in a formal DIF study before. The table belowents the characteristics of those
selected to serve as evaluators.

Table 4-5: Background Characteristics of Selected Evaluators

Profession(s):
Teacher (secondary and tertiary) (5), Test item writer (3), Philolagigiage specialist (6),

Methodologist (1), Translator (5), Linguist/editor (2), Lawyer (1)

Language Medium Kyrgyz Russian Both/Equal
Medium of secondary education? 5 5 0
Medium of higher education? 2 5 3
Main medium at work? 1 2 7
Main medium at home? 4 0 6
Medium in which you think? 2 4 4
Slightly more literate in? 3 4 3

In terms of schooling, half the evaluators completed their secomrgation in the

Russian language medium and half in the Kyrgyz language medilinee €valuators received
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higher education in both languages while only two completed their highuwagons in the
Kyrgyz language medium. Seven evaluators reported using bamhalges at work and six of
them reported using both languages in the home. None of the evaluptoteddhat Russian
was their primary home language. Interestingly however, fealuators reported that they
“think” primarily in the Russian language. Four marked that the skghtly more literate in
Russian than Kyrgyz, three marked that they were slightherierate in Kyrgyz than Russian,
and four marked that they were equally literate in both languadék participants signed
consent forms and were compensated for their work.
Administering the Rubrics

The administration of the item analysis rubrics and group discussipiired three half-
days of work to complete. Prior to convening, each evaluator relcaigiossary of technical
terms which defined all key concepts (English version, Appendix EHjaluators familiarized

themselves with this material prior to coming to the analgsisiune 18, on June 18 |

conducted a pre-test of the rubrics with one evaluator in order torile¢eif adjustments were
needed to the rubric or glossary. The pre-test yielded importamitsce In addition to the
discovery of some minor formatting and typographical mistakes debriefing the pre-test
evaluator reported that the most challenging aspect of the mvbscinterpreting the coding
categories in section 2.2. Although definitions of “adaptation, laaos, format and cultural
issues” were provided in the glossary, the pre-test particip@ntez] that these categories were
easily confused and open to various interpretations. She noted, for ex#maplshe spent an
inordinate amount of time attempting to classify whether a problem with an ésma tcultural”

or “linguistic” problem. She questioned the utility of coding tla¢ure of the problem and was

in favor of more focus on description of the problem (section 2.3).
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As the main purpose of the rubrics was to get an estimation efahffes and gather
good descriptive data about each item, | instructed the other nilvateva to focus on sections
2.1, 2.3, 2.4 and 2.5. Emphasis was placed on section 2.3, description of thehisstiesyt
discovered with each item. It is indeed the task of the &s&ato characterize and interpret
what kinds of problems were being discovered, after collectingatee from all ten evaluators.
However, as the full rubrics had already been printed, sectiowds2eft intact. In the section
that follows | present the steps of the data collection by each dayiesand tasks.

The evaluator panel was convened at 98 Tynustanova Street aCetiter for
Educational Assessment and Teaching MetH@ATM) at 9:00 am on June %92010. All
ten evaluators came on time and participated in a forty-fiveut@i overview of the item
evaluation process. Evaluators were then split into two groups ahdgeaup started with
different item numbers. One group started with item 2 while the staged with item 20. This
ensured that all items received at least a minimum amount ofag®/e Then, evaluators were
seated in individual work stations and began their individual analyses.

The first task was for the evaluators to answer and analgzthittly eight test items on
rubric 1la (test booklet). Then, they provided an initial mark as to the nature céralig(if any)
on rubric 1b. Each evaluator completed the analysis individually. Evauatmte their
comments in the rubrics in Kyrgyz and Russian. This process tookxapptely three and one
half hours. All rubrics were collected at approximately 13:00 amcedtin a secure location

until the continuation of work the next day.
On Sunday, June %all ten evaluators arrived again at 9:00 am and worked until lunch

time. Their task was to complete rubric 2 for each item tlaglyrnarked with any rating other

than “0 = identical” the day before. This step required the evaluatotsetthiir notes from day
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one and code their comments on the four sections (2.1, 2.3, 2.4 and 2.5) prasemsedThis
stage of the process took approximately four hours to completéfte@nf minute coffee break
was organized after the second hour. At the end of this session, thetbaold rubrics were

collected and analyzed in the evening for key patterns and issues.
| reviewed the rubrics on June®™Because the time allocated on day three for discussion

was three hours: it was essential to make sure that itewes puoritized for discussion. The

initial review focused on their estimated “the level of diffeesiqsection 2.1) and “description”

(section 2.3) for each of the items. If certain items elichhigh marks, much commentary or
varying views, it was essential that the group discuss thaesesi®n day three. As it turned out,
the time for the group analysis on day three was adequate to cover all the items.

Group Item Analysis
A three hour group discussion was held on Monday, Jutie Ritluding this discussion

time, the total time spent with evaluators was approximatelgmel one half hours. | facilitated
the discussion in the Russian language and a note taker from theemésr recorded the
conversations. As facilitator, | allowed the conversation to flow dsutoccasion needed to
intervene to keep the discussion on track. Areas of agreementsagdegiment were noted and
recorded. Evaluators shared their thoughts and feedback fiemly each item. Data from
these discussions were later utilized to examine the relatpbgtween evaluators’ marks and
the DIF statistics as well as disentangle the many potentialesoaf©IF on the test items. The
English version of group discussion for each item is presented isuimenary rubrics in
Appendix W.

While evaluators marked each item individually, it was importardome to agreement

about how to interpret their total marks as a group for each itemorder to establish an
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operational definition of group “DIF prediction” each evaluator stated pinion on how to
best interpret their marking scheme. In simple terms, itneasssary to determine how many
marks by evaluators would serve as “a vote for DIF” fromgtamip. Several opinions were
stated but ultimately they agreed that four total marks in ambmation from the two “upper
categories” of “somewhat different” or “different” would be considered asafeoDIF. Recall
that these are the marks that received 2 or 3 points for DIF.

While the term “group discussion” has been used up to this point, the“deomp
analysis” will be used going forward. The term group “andlysigderscores the point that
throughout the discussion process, evaluators continued to analyze astdighyocess the items.
In the discussion of some items, evaluators changed their mindghsatems in a different
light, debated, argued, or discovered nuances of the item pairs thédtatheot noticed during
their individual analyses. Thus, gro@malysis better characterizes what actually happened
during the discussion of each item.

Summary Rubric

Descriptive data from the individual analyses and discussion pategled data about
evaluators’ predictions of DIF levels and information about caugedlie. As over 150
individual rubrics were filled in, it was important to have a waygallate this data in summary
form. All data from each evaluator were thus recoded onto one aymuabric. For each of the
individual 38 items, the full range of commentary from all ten igluators is coded in one
place (Appendix W). For example, under section 2.3 for each ofdhwes ibn the summary
rubric, each bullet point and comment represents a statement fditierant evaluator. All
comments from the individual rubrics were translated verbatim witbdiihg or synthesis on

the summary rubric. This presentation of the full data allowsethe@er to see the entire scope of
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comments for each item. Further, it allows the readerddlse “strength of agreement” in the
commentary. For example, if six or seven individuals all seebetsaying the same thing, this
is visible. Or, the opposite, if only one or two people are notingingdgsues or tendencies, this
is also on display.

The summary rubrics presented as Appendix W differ from the ohdavirubrics
completed by each evaluator in a few important ways. On the apymubric section 2.2, the
“nature of difference” data was not recoded from each of the indivsduamary rubrics. Recall
that after the pre-test, evaluators were instructed to focumwndescription in section 2.3 and
not to worry about the accuracy of their coding in section 2.2. aTpwori coding categories
under section 2.2 were used to guide evaluators’ thinking in how bedtatacterize the
differences between the item versions.

The “level of difference” on section 2.1 of the summary rubric waded under the
color-coded categories (content, cultural/language, for forasagubmitted by each evaluator. |
used these categories as a way to collate the data but didcnstdn the consistency of the
evaluators in marking these categories. Notice in the summadnycs that evaluators’
comments about the same issue often fell under the differedingsa A difference that was
defined by one as “cultural” for example, might have been chaimsdeby another as a
“content” issue. The important data for analysis was the typtafithe description, not how the
issues were coded according to each individual evaluator. Othetivesssummary rubric in
Appendix W reflects the same organizing principles and dataléected from each of the

individual rubrics.
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Estimating Inter-Rater Reliability

After collecting data from the evaluator rubrics, group disicursand statistical analyses,
there was significant data about both the perceived DIF and basaadtual DIF levels based on
the statistics. An important question on the use of evaluateg/iatany study is the extent to
which their estimations can be considered reliable. As bi-lineneluators represent a sample
of a larger population of possible evaluators, it was necessagetbav much measurement
error existed. Thus, the first step of analysis was to deterthe inter-rater reliability of the
evaluators’ marks and how much variation there was in their estimations.

In order to do this, an inter-class correlation coefficiems vestimated with SPSS
software. Inter-class correlations are ratios of rating variemtgal variance and can be used as
reliability coefficients for assessments of raters thmatdeemed to be in the same category or
class(McGraw & Wong, 1996). In order to estimate this coefficient | taadirst develop a
scoring system that would allow the coding of the evaluatorsksrfar each item. Recall that
on section 2.1 of rubric 2 each evaluator estimated the level ofetiffie between the item
versions under study. The coding scheme was “0” (identical),(S@imewhat similar), “2”
(somewhat different), and “3” (different).

In order to estimate reliability, | produced a matrix of thremiores for each item in an
Excel file. Each column represented an evaluator and the &nghy-rows represented each of
the items analyzed. In the matrices | placed their mafrRs 1, 2 or 3 in each cell based on their
perception of the level of differences in item pairs as defatmml/e. Before conducting this
analysis | reviewed the data from their individual evaluation rebaied decided to drop two
evaluators from the analysis. The one evaluator who had workedrasstator on the NST

2010 filled out only six total rubrics and his rubrics contained a dereddle amount of missing
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values®® A second evaluator filled out the rubrics incorrectly using #raessingle rubric to
record marks for many different items. This led to confusionlammild not determine which
marks were meant for which items. Approximately one third ofrterics were filled in this
way. Using these rubrics would have demanded considerable guess\wiytkg to interpret
the intent of this evaluator. Nonetheless, after dropping tlwesevaluators, a group of eight
evaluators remained to provide an ample number marks for each of the items.

After these two evaluators’ data were removed, the marks fl@meight remaining
evaluators were examined for missing data. There were 13misstries from a total of 304
possible entries (38 items x 8 evaluations). | imputed data fee timéssing scores by entering
the average scores from the other seven evaluators into ebelher data was missing. | then
calculated Pearson'’s reliability in SPSS. Two-way randonctsff@odels are used where people
effects and measures effects are random. | selected “AycAMOVA, random” and selected
“consistency.” | then selected “absolute agreement” to seeri twould be differences in these
estimates. | report the results of these analyses in the resuitsrcha
Estimating Evaluators’ Accuracy in DIF Prediction

The key question of interest in this study was the extenthichwevaluators could
accurately predict statistical DIF. Therefore, the iatethip between evaluators’ DIF
predictions and the statistical outcomes needed to be establigheduator DIF predictions

consisted of two separate steps. First, they had to estineagxtent of differences between the

®L While it might be expected that one of the specialists workintherNST 2010 adaptation
was not likely to offer critical commentary, it was neverteglEnportant to include one of them
in the study. And, this individual, having more experience with the jtemasle an especially
valuable contribution to the group discussion. Note that on the rubrics in appEritie total
number of marks comes from the eight retained evaluators: Tladk éstimations utilized only
the marks from the eight evaluators. However, the commentary uedigons2.3 and group
discussion comes from all ten evaluators.
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items in the pair. Second, they had to predict which group, if aoyldwbe favored by these
differences. In order to assess the relationship | conductadkaorder correlation analysis
between the marks of the evaluators and the chi-square differdnes f@ all 38 items. Recall
that as the chi-square values ascend, they move towards DIFframayem equivalence that is
indicated by values below the test statistic, 3.81. That isDtRatems have the highest chi-
square difference values while the non-significant items hawe lger chi-square difference
values.

The correlation was estimated in the following manner. Réaailin order to quantify
the meaning of the distinct “levels of difference,” | assignecdtgofor different levels of
categorization (0, 1, 2, and 3). These scores were totaled atireggt evaluators to produce a
combined total score for each item: Higher scores thus eisgsa stronger belief in DIF while
lower scores represented a weaker belief in DIF. Aftécutating the scores for each item, |
conducted the rank order correlation analysis using Spearmani 8BSS. | employed
Spearman’s rho because it is thought to be less sensitive tosoutlthe data than Pearson’s
coefficient (SPSS User’'s Guide, Version 16). The results ofaim@dysis are presented in the

next chapter.
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Chapter 5: Results
DIF Detection Results

As explicated in the methods chapter, logistic regression wiggedtito analyze each

item. The uniform DIF statistics with all chi-square valwefgct sizes, significance level3;

values and odds ratios for each item are presented in Appendietall Bhat the sign of th&

valueindicates which group is favored (positive Kyrgyz, negative Rugsiamall, a total of six
items had no statistical DIF (items 9, 2, 24, 7, 17, and 29). This iediGtvery close
correspondence in response patterns between the two versionstefithiéni these pairs. These
six non-significant values are italicized in Appendix K. Tweeight items had negligible DIF,
three items had moderate DIF (13, 19, and 32), and one item had large DIF (ifBnnajghout
the rest of the study, | refer to these four DIF items (tmneelerate, one large) together as
“practical DIF” items when distinguishing them from the stat#ly significant but “negligible
DIF” items.

The data in Appendix K are presented in ordesstfendingchi-square differencealues.
Recall that this chi-square difference value is the diffezebetween the chi-square value of the
compact model from the chi-square value of the full model (withgtbap variable added for
uniform DIF). This chi-square value is checked against thestastic of 3.814 with 1 degree
of freedom to assess for significance. Thus, in the tabldotest values (and non-significant
items) come first while the four practical DIF items hawe highest values and are the four last
items in order of ascension. Of the four items identified astipgh DIF, three favored the
Russian group while one favored the Kyrgyz group. Of the 32 iterssifaéa as negligible,
moderate or high DIF, 18 items favored the Kyrgyz group and 14 itawvasefd the Russian

group. The statistical results for the four items clagbifes practical DIF are presented
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separately in Appendix L. The six items with no statistycaignificant DIF are presented in
Appendix M. Recall that there was no need to report an effeetfer non significant items
since all the chi-square difference values were below the testist&i84 1.

All items were also tested for non-uniform DIF in the same $tep process. This time

the compact model included the group (language) variable and thenddkl included an
interaction termps (G). Twenty-one of the items had no statistically significantuaiform

DIF. Seventeen items had statistically significant cjuiase values but all were classified as
“negligible DIF.” The largest effect size (r-squaredtalelas .018. Thus, there were no
practically significant non-uniform DIF items. The full rasubf this analysis are presented in
Appendix N. These items are also arranged by chi-square difference valussniirag order.

In Table 5-1 below | present the percentage of items in eaébrmnDIF category by
item type. As is evident, the majority of items under stiedlyinto the negligible DIF category.
In order to be classified as negligible DIF (statisticatiyt not practically significant) the effect
size for the item had to be 0:0.035 (Gierl & Jodoin, 2001). The effect sizes of the 28
negligible uniform DIF items ranged from .003 to .031: The higheetfest size, the closer to
the cut off for moderate DIF at .035. For enhancement of interpretatsplit the group of
negligible DIF items into halves. This is because there appéaarbe “clustering” by item type
along the effect size distribution. The median effect size walage .009. When put in rank

order, an item with a .009 effect size is th& tém in the range of 28 negligible items. Note in

table 5-1 below that the analogy items were spread throughlogtaasification categories
relatively evenly. The sentence completion and reading comprehemrsavtere concentrated

more heavily in particular categories.
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Table 5-1: Items (%) by Effect Size Levels and Item Type

Item Type Non-DIF Neg. Low Neg. High Practical DIF Total

Analogy 22% 28% 33% 17% 100%
Sentence Completion 20% 20% 60% 0% 100%

Reading 0% 70% 20% 10% 100%

Comprehension

Of the reading comprehension items, 90% were categorized agilslegDIF. Of the
sentence completion items, 80% were categorized as negligible BElowever, the reading
comprehension items tended to cluster with lower effect siaeesgbelow the .009 median)
while the sentence completion items tended to cluster with geheffect size values (above
the .009 median). Fifty percent of all the items below the mediémei negligible DIF category
were reading comprehension while only 14% of them were sentengqdetiam items. At the
same time, only 14% of all the negligible DIF items above thaliane were reading
comprehension items while 43% were sentence completion items. mhwailes, there were
proportionally more sentence completion items closer to moderdielevkls than reading
comprehension items. Appendix O presents each item by itenangpeffect size level in order
to demonstrate this distribution across effect size levels.

Overall, from the perspective of those who adapted the items, having onl$8 items
classified as “practical DIF” is a positive result. Thasaiconsiderably lower percentage of DIF
items than have been found in many cross-lingual DIF studiestad in the literature review
(Chapter 3). As | will argue below, however, these estimataight be a bit conservative in
terms of the actual number of items that merit further re\bDgwWCEATM. There were other

items that received both criticism from evaluators and hatwelia high effect size values near
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the .035 cutoff. | return to the issue of effect size categmimand reasons why some non-
practical DIF items might be problematic in Chapter 6. Ngxesent the results from the inter-
rater reliability estimation, rank order analysis, and evaluators’ pi@uascabout DIF direction.
Inter-Rater Reliability and Rank Order Estimations

The average number of rubrics filled out per evaluator was 17. Theactose of the
evaluators filled in 31 rubrics while the least active filled rubrics®® Such wide variation in
the number of rubrics completed was also reported by Plake (1980)leda&tective evaluator
was on the team of translators who worked on the NST in 2010. Asghigidiin the methods
chapter, | conducted an analysis of inter-rater reliability usiagks from eight evaluatorshe
evaluators and measures were both considered rantoeninter-rater reliability coefficient
when | selected “consistency” was .66 with a 95% confidence intefvar3 to .804. The inter-
rater reliability coefficient when | selected “absolute agrent” was .66 with a 95% confidence
interval of .462 to .796. These modest, positive correlations are indicdta fair amount of
agreement between evaluators. The full matrix with the evafilat@rks used in the statistical
analysis can be found in Appendix P. The SPSS output from thessemn#dy “consistency”
can be found in Appendix Q.

Recall that the rank order correlation estimation assessectl#t®nship between the
evaluators’ total score for each item and the chi-square differgalue for that item. After
summing the individual marks for each item, the total item so@meged from O to 16 total
points per item; the higher the number — the stronger beliefferehice by the evaluators. The

mean score for the 38 items was 6.62; the mode was 5; the medsah.B the standard

62 Appendix U charts the number of distinct item issues with eachidiugil test item noted by
the evaluators. It is important to keep in mind that in mangs;dkese should be understood as
“alleged” item issues, not necessarily proven issues as ssmes were clearly disputed during
group analysis.
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deviation was 4.48. Using Spearman’s rho in SPSS, the result of the rankasrdkation was a
significant, positive relationship of .45, .004 significance at thee@dl.l The two columns with
item scores and their corresponding chi-square difference valaes insthe analysis are
presented in Appendix R. The SPSS output from this analysis enpedsn Appendix S. This
modest correlation indicates that as evaluators’ total scorésefatems increase, so do the chi-
square difference values. These results provide support for a numesation between
evaluators’ DIF predictions (of difference estimations, not DIfedtion) and statistical DIF
outcomes.

This relationship between the evaluators’ marks and the chi-squteeenice values is
also visible through graphical representation. Appendix T preseatevaluators’ marks in one
column next to the chi-square difference values arranged in asgendier. Instead of using
item sum scores, to enhance visual representation | sim@gedran “X” for each mark of “2”
or “3” that the item received from evaluators. Any marks ohfewhat similar” (1 point) for
example, were not included as an X in this table. Recall €bapter 4 that evaluators created
an operational definition of what total quantity of evaluator markgated “belief in statistical
DIF.” It was decided during the group discussion that a total ofrfarks in any combination
of “somewhat different” (2 points) and/or “different” (3 points) woblkl considered a vote for
“probable DIF.” Thus, in Appendix T, each item with four Xs representgeafor DIF from the
evaluators for that item. In essence, four total marks ses/@s“cut score” for DIF from the
perspective of the evaluators; less than four total marks foitemypair means evaluators (as a
group) believed statistical DIF unlikely.

Note that as the chi-square difference values ascend in Appende Ttems with a

larger number of evaluator marks tend to cluster in the bottom hédédable. While there are
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a low number of evaluator marks for some items with high chi-squifezence values (e.g.
items 20, 28 and 13), for the first sixteen items with low chitsgualues, only one of those
items has four or more marks (item 7). Eleven of theselirgias have a total of O or 1 mark
and four items have a total of two marks. Looking at the very baifdhe table however, it is
also apparent that three of the four practical DIF items didchrfatt receive four or more marks
from the evaluators. Only item 3 exhibited a high statisbid& level and received many marks
(six) from evaluators as probable DIF. Thus, the positive rank @aleelation can not be
attributed to the close correspondence between the four practi€aitddhs and evaluators’
predictions for these particular items but rather to the getemweency for clustering near the
bottom. Five of the six items with five or more DIF marks fremaluators are located in the
lower half of the table.

In total, eight items received four or more marks from the evasiatSeven of the eight
items predicted by evaluators were statistically sigaificand most were located in the lower
part the table in Appendix T with relatively high squared valuBse only item predicted to be
DIF by evaluators that turned out to be not statistically segamt was item 7 (four marks).
From the eight items they predicted as DIF, two items redeigur marks, four items received
five marks, and two items received six marl$e eight items predicted as DIF and their effect

size values are presented in Table 5-2 below.
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Table 5-2: Evaluator Marks and Statistics for Predicted DIF Items

Evaluators’

ltem Marks xz Difference xz Rank Order Effect Size

7 XXXX 1.318 4

15 XXXXX 14.890 17 .008
18 XXXX 15.464 18 .008
25 XXXXX 23.006 26 .016
21 XXXXXX 42.413 30 .024
33 XXXXX 43.427 32 .027
11 XXXXX 49.326 33 .028
3 XXXXXX 111.086 37 .050

Several of the items that received high marks from evaluaters negligible DIF items
that had relatively high effect sizes. Five of their eightioteons had effect size values above
the effect size median of .00%or example, item 21 had a .024 effect size and received six
marks®® Item 11 received five marks and had a .028 effect size. Iteracg®ved five marks
and had a .027 effect size. In other words, several negligiblet&is that were very close to
the “cut-off” of moderate DIF (.035) were also marked as prodabiteby evaluators. It seems
that evaluators’ moderately accurate estimations in the middhégher part of the effect size
order best explain the positive rank order correlation of .45. Them afecourse outliers in
terms of correspondence between the two indicators which plakgipiythe overall correlation
from being high. For example, item 15 received five marks framtuators but had a fairly low
effect size measure of .008. Items 7 and 18 also demonstratedtdittesspondence between
evaluators’ marks and the DIF statistics (many evaluator nmarksion-significance or a low

effect size value).

®3 Note that the chi-square difference values and r-squared vaftexg gze) are very closely
(though not perfectly) correlated.
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Direction of DIF

Despite the reasonable inter-rater reliability and modest laboe between the
evaluators’ predicted differences and statistical differericethe item pairs, the inference that
evaluators had a reasonably good understanding of DIF would be tenuouts Bbeduse the
data collected from section 2.4 of the item rubrics indicate g@taaluators did not correctly
predict the “direction of DIF” (which group was favored by diffesjcon a consistent basis.
For the eight items they predicted as DIF, they correctlgigied the direction of DIF only 29%
of the time (2 of 7 statistically significant itemslhe data in Table 5-3, arranged in order of chi-
square difference values highlights this fact. Note the diffe between their predictions of
direction and actual DIF direction in columns five and dive of the seven items favored the
Kyrgyz group. The evaluators were only correct in their premhistwith the one practical DIF
item (item 3) and with item 21.

Table 5-3: Prediction of DIF Direction for Items Predicted as DIF

1 2 3 4 5 6
Evaluators’ x2 Evaluators Statistics

ltem Marks Difference  Effect Size Predict* Favor

7 XXXX 1.318

15 XXXXX 14.890 .008 Russian (5) Kyrgyz

18 XXXX 15.464 .008 Russian (4) Kyrgyz

25 XXXXX 23.006 .016 Russian (1) Kyrgyz

21 XXXXXX 42.413 .024 Russian (5)** Russian

33 XXXXX 43.427 .027 Russian (3) Kyrgyz

11 XXXXX 49.326 .028 Russian (3) Kyrgyz

3 XXXXXX 111.086 .050 Russian (3) Russian

* Numbers in parentheses are number of votes for DIF direction
** Jtem 21 also received 1 vote for favoring Kyrgyz.

Note that from the eight items they predicted as DIF, witreoeption of one lone vote,

they predicted DIF to favor the Russian group for each item. Thas, only two correct
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predictions were when the Russian group was actually favoredct)drtan the total pool of 38
items assessed, evaluators marked a total of 26 items\awmifig Russian” and only two as
“favoring Kyrgyz.” One item received a mark of “no advantaged four items received no
marks at all. Of the items that received mixed marks howthemost marks any item received
as “favoring Kyrgyz” was one (items 16 and 21). Table 5-4 bel@sgnts a breakdown of the
evaluators’ marks for all 38 items in response to section 2.4 ofutirec r- “which group is
advantaged (favored)?”

Table 5-4: Prediction of DIF Direction for All ltems

Number of Marks

Total 1 2 3 4 5
22, 2,49,12,13, 7,10,11, 3,18,19,38 15
Favors Russian 26 27,29 17,24,25,28, 23,26,33
31,32,36
Favors Kyrgyz 2 5,30
Mixed Vote 4 8 (1R,1 N/A), 16 (1R,1K), 21(5R,1K), 35 (1R,1 N/A)

No Advantage 1 37
No Estimation 5 14, 20, 34, 39, 40

From Table 5-3 it is clear that sometimes the number of niaudesction 2.4 (which side
is favored) was sometimes less than the total number of marlk&Forsection 2.1. It would
appear that in some cases evaluators were a bit more confidethdiewere differences in
items than they were in which group might be advantaged by thdseeddes. However, there
were also cases when items received very few “differerks” in section 2.1 of the rubric but
several for “favoring the Russian group” in section 2.4. For ex@nglly three evaluators
marked item 19 as “somewhat different” or “different” yet fdatal evaluators marked it as
favoring the Russian group. Items 9 and 28 received no marks foetdwat different” or

“different” but still received two marks per item as “favoriRgssian.” Of course there is no
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reason why evaluators could not have selected the category “somaniteat and also selected

a group to be favored. As the majorityiteins marked “favoring Russian” received only 1, 2, or
3 total marks as such, | re-examined each individual rubric tokahehis result might be a
function of the dispositions of certain evaluators. | discoverechtitiso be the cases as there
was a roughly equal distribution of “favoring Russian” marks across ali&ors.

In terms of the four practical DIF items, three of thesmsteadvantaged the Russian
group and the evaluators got all three of these predictions cottests 3 and 19 received four
marks in favor of the Russian group, while item 13 received two marks in favor of Rukdsran
32, which advantaged the Kyrgyz group, was not predicted to be addFbuit still received
two marks as “favoring Russian.” This apparent lack of acgufaverall) in predicting DIF
direction was similar to results from Plake (1980) as wekrgelhard et al. (1990) with black
and white group differences. Plake (1980) found that the ratersisenoe the amount of DIF
than the statistical procedures yielded. In this study, evaluatwscored two times more DIF
than the DIF statistics indicated. In Plake’s study, one thirttenfis favored the opposite
direction that was predicted by the raters while in this sthdyevaluators (while accuracy rates
differed by item type) overall were only 52% accurate wheludeg all their predictions in the
analysis (including negligible DIF items) and only 29% aceufat those items they predicted
as DIF.

At the same time, these results contrast with Gierl andiitegR001) study of cross-
lingual DIF that found Canadian evaluators to have better than randdmtiore rates for DIF
direction for French and English versions of mathematics and saiemee. Methodological
approaches are perhaps important in understanding the accuradogiro$ubstantive review

however (Ercikan, 2002). In the Gierl and Khaliq (2001) study, the evatuadd knowledge of
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the statistical data and they set out to classify DIF time®n item pairs they knew had been
flagged as DIF. Perhaps it was therefore a bit easighéon to estimate DIF direction than in
the Kyrgyz situation where evaluators had no knowledge about statistic@leidrehand.

The larger point is that if evaluators can not accurately predict is advantaged by
differences in the two versions of an item it is difficudt determine how well they actually
understood alleged item differences, regardless of the interstability and rank order
outcomes. It also underscores the difficulty of the task thatamtha committees face in item
analysis in general. | now turn to a presentation of the data by item type.

Reading Comprehension Items

Analysis of the reading comprehension items entailed the @nalya reading text (195
lines in Kyrgyz, 165 lines in Russian) in addition to 10 individual ifgis, item numbers 31-
40. Nine of the reading comprehension items were classified hgilolegDIF and one, item 32,
was moderate DIF. As noted at the beginning of the chapter, 70%l dhe reading
comprehension items had effect size values lower than .009 - thanredfect size value of all
the significant DIF items. Six reading items had chi-squdferdnce values less than 10.30 and
effect size values at .006 or less. In the rank order of negi@ifF items from lowest to
highest, these items occupied tie 2" 3¢ 7" 8" 10" 14", 17" and 2& places respectively
(see Appendix O). Only one negligible DIF reading item, 33, hadatvedy high effect size
value at .027. It also received five marks as “DIF” from the evaluators.

Overall, as can be seen from the rubrics in Appendix W, these genesated the least
discussion in comparison to the sentence completion and analogy itemsreddhiag
comprehension items had the lowest average number of distincs issuetem at 1.5, and

received the lowest average number of evaluator marks fopBxfktem at 1.6. Eight items
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received 0, 1 or 2 total marks as DIF from evaluators. The higlwesber of marks for any
reading item was five (item 33) and three (item 38). Theaaeeeffect size value for the
statistically significant items was .0129. The most commonlgcassue for the reading
comprehension items was format mistakes in the Kyrgyz language (5.times

In Table 5-5 below, the reading comprehension items are presemstemaccording to
ascending chi-squared values. “Marks” indicate DIF votes fronuatoas, while “predicted”
indicates which group evaluators believed the item favored. The nsintbgoarenthesis
indicates the number of evaluators who voted for the predicted DIgtidive The last column-
“statistics”- indicates the statistical direction of DIF.

Table 5-5: Statistically Significant Reading Comprehension Items

Item Marks R%A DIF Category Predicted Statistics
39 0 .003 negligible None Kyrgyz
35 X .003 negligible No Adv. (1), R(2) Russian
36 XX .003 negligible Russian (2) Kyrgyz
31 XX .004 negligible Russian (3) Russian
34 X .006 negligible No Est. Russian
40 0 .006 negligible None Russian
37 0 .009 negligible No Adv. (1) Kyrgyz
38 XXX 011 negligible Russian (4) Russian
33 XXXXX .027 negligible Russian (3) Kyrgyz
32 XX .057 moderate Russian (2) Kyrgyz
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Five reading comprehension items favored the Russian group antefmgefavored the
Kyrgyz groups. In the six cases in which evaluators predicted ag&?ﬁtonly three were
correct (50% accuracy). The conversation around the reading compoehiésss was perhaps
tempered by the nature of the task. Evaluators had to not odgdcand analyze the items, but
compare the texts as well. For a full list of comments alimutedading comprehension text, see
the last page of Appendix W. The analysis of reading compreheltgiors generated
commentary about issues of adaptability in general but few strenglyorted and highly agreed
upon hypotheses about problems with specific items. This was noaskefar the sentence

completion items to which | now turn.

Sentence Completion Items

No sentence completion items were classified as moderateloDitfg Two items, 24
and 29, were non-DIF items. As noted above however, six of the edgistisally significant
sentence completion items had effect size values higher tharethemeffect size value of .009.
One item had a value of .016, two items had values of .019, one of .024, and one afl .029,

somewhat close to the negligible-moderate DIF border at .03%e Irabk order of twenty eight
negligible DIF items by effect size value, these itemaipgahe &', 2d", 215 22" 239 24"
and the 28 highest positions respectively. This can be seen from the rank ajrgatues in

Appendix O. The item data for the sentence completion items is presented beldeib-a

%4 “predicted advantage” includes only items where there wassit bne prediction but no cases
of “split decisions” (one vote for one group, another vote for the other group).
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Table 5-6: Statistically Significant Sentence Completion Items

Item Marks R%A DIF Category Predicted Statistics
27 X .003 negligible No Est. Kyrgyz
30 X .004 negligible Kyrgyz (1) Kyrgyz
22 XX .013 negligible Russian (1) Russian
25 XXXXX .016 negligible Russian (2) Kyrgyz
26 XX .019 negligible Russian (3) Russian
23 XXX .019 negligible Russian (3) Russian
21 XXXXXX .024 negligible Russian (5)* Russian
28 0 .029 negligible Russian (2) Kyrgyz

* There was also one vote for favoring Kyrgyz for this item

One item received six marks from the evaluators, one itenrdiveived marks and one
item received three mark3he average number of evaluator marks for DIF per item for the
sentence completion items was 2.5. The average number of issueshperas 3.1, twice the
amount of the reading comprehension items. The average effectatimewas .0159, higher
than the reading comprehension value of .0129. Interestingly, compabtedthér item types,
evaluators correctly predicted the direction of DIF at atgreaan random rate for the sentence
completion items (5 of 7 times, or 71% correctihe most commonly cited problem for these
items were the lack of syntaxical equivalence between thsi®uand Kyrgyz items which
made these items difficult for the Kyrgyz group (more below§.wAll be seen in the individual
item analysis section, no items generated more discusgsaonthe sentence completion items,

especially items 21, 23, 25, 26 and 28.
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Analogy Items

There were almost twice as many analogy items (18) esmithan reading
comprehension (10) and sentence completion items (10). Fourteen of théoby &reens were
statistically significant; 11 were negligible DIF; 3 itemvere practical DIF; 4 items were non-
DIF. Unlike the sentence completion items which tended to clastiére higher end of effect
size values, the effect size values for these items werdyesqgread across the whole range of
effect size values. For example, in the lower range thereonagem at .004, one at .006, two
items at .008, one each at .009, .010, and .011. There were also sedeiallenel values as
well as two negligible items with very high effect sizewed, item 11 (.029) and item 16 (.031).
The three practical DIF analogy items of course had efieetnseasures over .035. The average
effect size value was .0225 making it the highest effect size avertgetbfee item types.

The average number of evaluator marks for DIF was 2.6. The averadeer of distinct
issues per item was 2.0 placing it between the other two ty@®s. The dispersion of
evaluators’ marks was wide with four items receiving only zerone mark for DIF while three
items received marks of two. Item 3 received the most markig.affwo other items received
five marks, one item received four marks, and three items recéivee marks. Table 5-7

presents the data from the analysis of the analogy items.
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Table 5-7: Statistically Significant Analogy Items

Item Marks R%A DIF Category Predicted Statistics
14 0 0.004 negligible No est. Russian
12 XX 0.006 negligible Russian (2) Kyrgyz
18 XXXX 0.008 negligible Russian (4) Kyrgyz
15 XXXXX 0.008 negligible Russian (5) Kyrgyz
10 XXX 0.009 negligible Russian (3) Russian

X 0.010 negligible Rus (1), Kyr (1) Kyrgyz
4 XX 0.011 negligible Russian (1) Kyrgyz
20 0 0.015 negligible No est. Kyrgyz
5 XXX 0.015 negligible Kyrgyz (1) Kyrgyz
11 XXXXX 0.028 negligible Russian (3) Kyrgyz
16 XX 0.031 negligible Rus (1), Kyr (1) Kyrgyz
19 XXX 0.048 moderate Russian (4) Russian
3 XXXXXX 0.050 moderate Russian (3) Russian
13 X 0.072 high Russian (2) Russian

While the direction of DIF for the three practical DIF anadsgvas predicted correctly,

overall, the evaluators correctly predicted the direction of ggdldF 40% of the time (4 of 10

predictions correct for which there were no split estimates).rnBgtigible DIF analogy items

tended to favor Kyrgyz (9 of 11 items) while the practical Déms all favored the Russian
group. Overall, the evaluators overwhelmingly selected the Rugsiap as favored for the
analogies items. There was no consistently marked “typioalgm” for the analogies items: A
wide variety of translation and adaption, cultural and format issees noted as problematic.
As will be highlighted below, many predictions about DIF for analdgms did not come to
fruition. Sometimes issues likean worduse or social-cultural issues were projected to cause

DIF on analogy items but did not. However, plausible causesidenméfied for the three items
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flagged for DIF. For these three items, mistakes in “keytimecaf meaning” such as answer
keys (3, 13) and item stems (19) all plausibly led to DIF (Ercikan, 2002).

Overall, the reading comprehension items had the lowest eifecngasures, the lowest
number of distinct issues identified by evaluators, and the leavesage number of DIF marks
from evaluators. They also generated the least amount of discusSoly. one item was
practical DIF (32), though one other item was very close to modetgaté33). Evaluators were
not however, able to offer an explanation for DIF for item 32. Theogpalems demonstrated
the most variation, both in terms of evaluator marks and the DiiEtsts across the statistical
distributions (effect sizes). They also had the highest average effevtbies.

There were no practical DIF sentence completion items but moathese items were
concentrated near the moderate DIF cut off of .035. These itesmseakived the second most
marks for DIF on average (2.5, while analogies received 2.6), thestigiumber of distinct
issues per item, 3.1, and generated the most discussion. The tablepbetents summary
information about the evaluators’ marks by item type. Thesdtseby item type are consistent
with other cross-lingual DIF studies of verbal items. For examfignoff and Cook (1988)
argued that longer texts (reading comprehension) allow forflélxéility necessary in item
adaptation to more accurately convey meaning. Indeed, if themreharent differences between
languages, they are perhaps less constraining when longer texts are involved.

Table 5-8: Summary of Evaluators’ Marks by Item Type

Data by Item Type Ana Sent Com Read
(n=18) (n=10) (n=10)
Evaluators: Data source:
Avg. Number Issues Per Item 2.0 3.1 15 all items
Avg. Number of Marks for DIF 2.6 2.5 1.6 sig. items
% Correct DIF Direction 40% 71% 50% sig. items
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As in this study, other researchers also found greater DIFalognitems and less in
reading comprehension items. In this study, three of the founqaladiF items were analogy
items. Beller (1995) and Gafni and Canaan-Yehishafat (1993) founceigi2iit in analogy
items than in reading passages. Using data from the Isselhé&metric Entrance Test (PET),
Allalouf, Hambleton and Sireci (1999) also concluded that analogiesegestost problematic
with 65% of items demonstrating DIF. Reading comprehension ismwed the smallest
amount of DIF in their research. In this study reading compsaébrenitems were also
concentrated in the lowest range of effect size values. elfirthl section of this chapter, | turn
to the individual item analyses with a focus on specific sourc&ifoin Russian and Kyrgyz
language items.

Sources of Difference

The second goal of this study was to determine the source cd3k- and the specific
challenges to item adaptation from Russian into Kyrgyz. Asepted in the methods chapter,
data from each item pair was collected on the item analysigcs completed by each evaluator
and from the group discussion. Though only eight total items were @@ dis DIF, there was
at least one distinct issue or problem noted with all but 2 of theeB8& i(items 20 and 39). Of
course the identification of an issue or problem does not meathéetsue was in fact widely
agreed upon or correctly identified and characterized. In AppendheWieader can get a sense
of just how much agreement there was on any particular s A Further, most of the
issues or problems did not lead to DIF as indicated by the ovewnalhumber of DIF items.

Nonetheless, test developers need to consider the evaluatospdalium of comments on item

% While the marks under 2.1 which were used for inter-rater retylaiid rank order scoring
came from only eight evaluators, the commentary under section 2.3nesathi@a comments from
all ten reviewers (Appendix W).
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guality because their comments can assist evaluators improgedhty of their work. Recall
that Engelhard et al. (1999) carried out a study in which evaluiedsto locate technical and
cultural mistakes in items. The most accurate reviewer 86 accurate while the least
accurate was 83%. Thus, there is some evidence to believe thavevhtaieir accuracy in DIF
prediction, evaluators can be reasonably accurate in identifying nastakebstantive review.

According to the analysis of the 157 individually completed rubribere were 82
distinct issues raised with the 39 items: 53 related to atlapteanslation issues, 17 related to
Kyrgyz grammar, 8 related to item format, and 4 related¢tsdemographic or cultural issues.
The number of distinct issues per item ranged from zero issuedstéms) to five issues (one
item). Ten items were marked as having one issue, 11 items had twatdissues, 11 items
had three distinct issues, and 3 items had four distinct issueggpeadix U). The average
number of issues per item was 2.15. Eight of the 36 items witiments received no
suggestions for how to improve the items (section 2.5) while the marga28 items received
suggestions for how to make the item pairs more equivalent.

All 17 grammar issues were related to Kyrgyz grammar. d\single issue was raised
with Russian grammar for any of the 38 items. Further, desp&epotential impact of
background factors (e.g. cultural or curricular) to impact restilts, except for the four issues
raised related to socio-demographic/cultural issues, commentareandiscussion focused on
overt language and format issues between the two versions ofethe #&xamined. This is
perhaps explained by several factors. First, the NST is atudgptest, not directly tied to
specific school curricula. Second, as a test from within desicguntry the NST developers
likely did a reasonably good job of considering variation of conditionsyureiland content

across groups. Third, as will be seen below, many issues rédated quality of the Kyrgyz
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items kept attention and debate squarely on the more overt iteacihestics of that language
group. As will be demonstrated, the few hypotheses generated lamkground factors that
might have led to DIF were not tenable as 3 of the 4 praddfalitems had overt technical
flaws due to poor adaptation or typographical mistakes.

In the following section | break down the data by sources ofrdiffee identified by item
evaluators. In some areas of concern like poor translation, masyopaiems exhibited similar
issues or elicited similar debate. In those cases, two ee thems are presented below as
examples of recurring themes and additional examples arenederén the summary rubric.
Parts of conversations that seemed to be especially insighfuprasented in the text as
guotations from evaluators. In order to facilitate a cohgrezgentation of results, | developed
the following system of references to the individual item rulkaro$ group analyses. | reference
the two data sources as either “IA” for data coming from indiVidnalysis rubrics and “GA”
for data coming from the group analysis. For example, IA12 indith#étghe data came from
the individual analyses from item 12. GA33 indicates that thecdate from the group analysis
of item number 33.

In order to avoid confusion | have kept the original answer key amthat names
(letters of the alphabet) in the Russian style as presented summary data: (A§p), (B) and
(r), (A, B, V, and G in English), which is similar to the Anoam style of distractor labeling (A),
(B), (C) and (D). As noted in Chapter 4, each item has four possiblger choices. The term
“item stem” is used to denote the prompt or question, and “answert&edénote the correct
answer choice while “distractor” denotes any one of the threerewt choices. ltem evaluators

are referred to by two initials - MD, CJ, AB, etc.
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Translation and Adaptation Issues

In the western literature, the term iteadaptationis generally preferred ttvanslation
because of its connotation of flexibility in conveying meaningei & Allalouf, 2003).
Adaptation implies that as long as the essential meaning, nuarttelifaculty level is kept
intact and conveyed, words and phrases appearing in the sourceglamgag be changed as
necessary for the target linguistic/cultural group. This usalaptationis intentional - as a way
to distinguish it fromtranslation which implies a more literal, word for word approach
(Hambleton, 2005). In this study however, | subsume translation und&rgee umbrella of
adaptation as | do not believe the issue is “either — or.” Usubdkibility is needed to make
sure that nuance is accounted for in the target language vetdmmever, as the data in this
study will reveal, literal translation is sometimes more appate than misguided or overly
creative attempts at adaptation. Therefore, | present is§waption and translation together
and distinguish the nuances in the application of the terms assaegen the context of each
item under discussion.

A myriad of adaptation and translation issues arose during itatysan If an item was
adapted but not directly translated, evaluators tended to make aofdteas potentially
problematic. In the ensuing group analysis, it was then debated wbethet the adaptation
was appropriately done. Sometimes, evaluators argued thdtidledaptations were necessary
while at other times they claimed that such adaptations webtematic. In analogy item 2 for
example, the Russian stem was given as “chef: borscht.” Thellaoglationship was “maker,
preparer: something made/prepared by him/her.” The evaluators hetditetal translation in
the two versions did not correspond. In the Kyrgyz stem, the secondgwerdin the pair was

“mopno” (broth), which in Kyrgyz can have a wide meaning and imply ordy “something
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liquid” but also “something eaten as a first course.” In thesRuogair, 6opur” (borscht) is the

name of a particular kind of soup (IA2). The evaluators noted:

MD: | think we agree that the words utilized in the analogy steen not strictly
equivalent; however, there is disagreement as to whether or ntdakisf equivalence
should be considered a serious enough difference to estimate af lagkivalence in
outcomes. KM : Yes, they are different, but | don’t think the differences aftbet
relationship of the words in the analogy pair (GA2).
The evaluators agreed with KM as three of them marked theasefidentical” while four of
them marked it as “somewhat similar.” Their rationale vid although the second words in
the item pairs were different, this did not impact essentianig as the primary relationship
was still “chef:something prepared by a chaf both versions of the item. In fact, this item
displayed no statistical DIF with a chi-square differencleievavell below the test statistic of
3.841 at .733.

In analogyitem 5 the item was adapted (not directly translated) butelagionships in
the two different versions were maintained. It was noted thdistractor (A), the Kyrgyz pair
of words was 6yt: u3” (leg (foot): track) while the Russian version wasfter: ormeuarox”
(finger: fingerprint) (IA5). This time both the first and seconddsgon the pairs were different.
Evaluators were more divided over this item as three of them thadnieeversions as either
“somewhat different” or “different” while four of them markedasg “identical.” However, this
item was also not a DIF item but displayed negligible DIEhwin effect size of .015 (greater
than the median effect size). There were other examples lofygineem adaptation that did not
result in changes in the relationships between word pairs. nin8t@ne Russian distractor was

“ladle: pour” while the Kyrgyz version was “bucket: pour.” Thariteeceived only one vote as

DIF from evaluators and was in fact negligible DIF. In botiglaage versions, this particular
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distractor was the least popular: It was selected by 7%eofRussian group and 1% of the
Kyrgyz group.

In distractor (B) of item 9, the Russian version wasxpaiii: Cymuts” (wet: to dry)
while the Kyrgyz version wascYyy: xypraryy” (water to dry). There were differences of
opinion about the appropriateness of this adaptation. One evaluatdy ‘fioteese words were
used in context (in a sentence) then it would be okay. For exambpleas in the rain and got
wet.” However, when no context is given, this is a problem analliteanslation is necessary”
(IA9). The concern expressed was a minority opinion however, as roaera marked
“somewhat different” or “different” and four evaluators markedst‘somewhat similar.” The
difference in words in fact did not impact examinees as thisamasn-DIF item with almost
perfect one to one correspondence. The item had the lowest chi-slifterence of all 38
items.

Not all adaptations of analogy items maintained essenti@nimg however. The
evaluators noted cases of poor adaptation and outright translaticaakesist In item 10 the
second word in distractor (B) of the Kyrgyz version was maistlated from the Russian version
and resulted in the Kyrgyz word having the opposite meaning thamteasied. The word used
in the Russian item wasspue” (brighter) but the Kyrgyz distractor (B) was translated
incorrectly as kapapaak” (darker). The Kyrgyz word for ‘brighter’ that was ded was
“auprpipaak” (IA10). Three evaluators marked this item as DIF but the [BVvel was negligible
at effect size .009. The mistake was located in the distrénetowas least attractive to bdtre
Russian and Kyrgyz group, which might explain why the mistake dide®h to have an impact

on item responses.
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Five evaluators believed that multiple translation errors an ité would lead to DIF.
And, this item had an effect size of .028, putting it right atvdrge of moderate DIF (recall the
cutoff of .035). Two of the Kyrgyz distractors ¢’“and “6” - had translation problems that
changed the meaning of the distractors. One evaluator notedhé¢hatistakes made the item
difficult and confusing for the Kyrgyz group (IA11). During group analy®wever, a different
evaluator claimed that distracter(which was not the answer key) was an attractive distractor
the Russian version, but not in the Kyrgyz version (GA11). Nothingewaslfto be wrong with
the Russian version. Interestingly, while three evaluators mahesdtédm as favoring the
Russian group, the item in fact favored the Kyrgyz examineesauBe one evaluator noted that
the number of attractive distractors in the Russian version weseg than in the Kyrgyz
version, it seems plausible that mistake in the distractor ofamggiage version could perhaps
have made the odds of correct selectgmeater by reducing the total number of viable
distractors for this group, assuming of course that the mistake was obviouminesa

Item 18 had translation problems in distract@jsand ¢) and a comment that one of the
words in the Kyrgyz answer key pair was “used in simple s$peanot literary language.
According to evaluators:

In (0), “mamma” (hurried), does not correspond to the Russian versiorRpOBeHHbIIH”

(open) and firamparait” (dexterous) is not the same a@fituseii” (talkative). In other
words, neither word in this pair corresponds well to the pair in the @hguage. This
distractor does not workr)(also has an incorrect adaptation astfoiiron’k. (attack)
which is used in simple speech, not as a literary term. Futtieemeaning of the pair of
words in Kyrgyz does not correspond well to the meaning of the wor@ussian”

(IA18).
And during group analysis:

ZS: There is incorrect, inaccurate translation in several of gteadtors in this item and
the use of the incorrect meaning of some wohli®. the problem is related to the
specifics and nuances of the Kyrgyz language. The thing is, wontls can be used only
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in combination with each other; in certain contexts they can'uder individually.
Therefore, this issue is poor adaptation.

RM: Yes, the problem is that some words must be used in combinsiiibnThe use of
some words out of context makes them impossible to understand, they das us®d
individually, so the problem is adaptation. (GA18).

Four evaluators believed that item 18 would be a DIF item. In feh 18 was
categorized as negligible DIF with an effect size value of,.008t at the median effect size
level. As with item 11, item 18 also favored Kyrgyz respondents, thepgin which these
mistakes with word combinations were allegedly occurring. Hokyeasein item 11, the four
votes cast for DIF direction were for “favoring Russian” (IA18Jhis pattern of identifying
mistakes in the Kyrgyz version and voting for “favoring Russiantoed frequently, especially
with the analogy items. As presented in the beginning of this ch&ptrthe 11 “negligible
DIF” analogy items actually favored the Kyrgyz group buitwadre predicted by evaluators as
“favoring Russian.” This was not the case with the sentence cbamplgems for which
prediction rates for DIF direction were better.

Another important adaptation issue that arose several timetheasse of Russiaoan
wordsin Kyrgyz versions of the itentS. For example, on item 4 most evaluators noted that a
commonly known Russialman wordshould have been retained in one of the distractors (I1A4).
Instead, the Russian wordidpd” (scarf) was adapted into the Kyrgyzdion sxoomyk” (lit.
neck wrap) (IA4). There was consensus on this point:

ZS: | think foreign words should stay in their original for&A: | agree; if there are no

commonly used equivalents for foreign words, use the commonly used véf&iorit is
best to use active, commonly used, words (GA4).

® The term cognate means a word that is the same in seaergalalges (i.e. shares the same
origin). | use the term loan word here to emphasize that the magsates were introduced
through Russian in the 20th century.
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MD: the problem here seems to be a too literal translation; soesetimre is no reason
to translate.

NO: Actually, | think there is a Kyrgyz equivalent tarépd” (scarf) but it is not used
very often.MD: Well... how can we say what “often” is — how do we know this? (GA4)

While recommending the maintenance dban wordfor this item, the evaluators were divided
about whether this was a DIF item or not. Two marked it @amésvhat different” with another
four marking it as “identical” and two as “somewhat similaiti fact, it was a negligible DIF
item favoring the Kyrgyz group. The Kyrgyz stem of item Zbalontained an adaptation of a

Russian word that several evaluators noted should have been left in the Russian(ZxRypal

In a different discussion just a few minutes later, evaluatordenthe opposite
recommendation in regard toan worduse. Six of the evaluators noted that several Russian
loan wordsin item 7 would not be understood by Kyrgyz speakers (IA7) and foulhesh
marked the item as “somewhat different.” The Russian waxgsiriesr” (therapist), taecaps”
(metalworker), Ansokar” (advocate) were all identified as problematic, especiallyréwal
(Kyrgyz) students. An alternative Kyrgyz word was proposedfmtal worker’ - “remup
ycra”, which means literally ftactep mo sxene3o” (master of iron) in Russian (IA7). Item 7

however, showed no significant DIF.

In item 2 the Kyrgyz version of distractdr)(also employed &an wordfrom Russian,
“nerans” (detail). Four evaluators proposed that the Kyrgyz equivalenuik” (detail) be used
instead. It too, however, showed no indication of DIF with a chi-sgddiference value well
below the test statistic. It would appear that in general, gy examinees were not troubled
by the Russiarloan wordsin most cases. However, it would be incorrect to say that the

evaluators strongly believed that they would be; based on their niagiyswere divided or had

mixed feelings about howan word use would or would not impact item response patterns.
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Sometimes they felt they should be used, and sometimes not, depending itmmthender
evaluation. In any event, there is no evidence that the ulamfwordson Kyrgyz versions
caused DIF on any of the items analyzed with the possiblg&xceof sentence completion
item 23 (discussed below).

Group analysis of item 23 raised the question of how to deal matihwords and
concepts and the fact that their incorporation into the Russian angizdgrgguages (from other
foreign languages) might proceed at an unequal pace, especafiidering the demographic
distributions of the two populations within the KR. One of the Kyrgyards utilized,
“kamce3ganaelpyy” (insurance, provision) in the item stem “has no meaning in Kyrgythe
context of this item according to one evaluator because the carfcépsurance” is unknown
(IA23). According to another, the word is technically correct,dnly understood by a small
number of specialists. Yet another opinion was that the Kyrgyz wasebizganasipsuiran” (to
be guaranteed) might fit the item but that its meaning haslerwonnotation than the Russian
word utilized in the item, 3actpaxoBanue” (insured). It was generally agreed that the item had
an urban (pro-Russian) bias and three evaluators believed it woaldie item favoring the
Russian group. While not a practical DIF item, in fact thisiitkd have a relatively high level
of negligible DIF at .019 and the Russian examinees were favbrdtlie discussion of whether
the word for “insurance” was known or unknown by Kyrgyz examinees, evaluatoot£8.

“... Many new terms are constantly being formed all theetimKyrgyz while in Russian

the concepts are well known. For example, in Kyrgyz there areofofive completely

different ways to say “entertainment center.” People do not knlmahws correct at this
point. Therefore, Kyrgyz people often use Russian loan words. Some tpg& Kyords
that are not known. As teachers we see this on a regular ldasig.words are ‘created’

but not yet well known. In this item not everyone knows how to say “uredsur
especially in rural areas where there is no such thing as insurance” (GA23).
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Despite the lack of strong evidence for differential impeEfctoan/new wordson item
response patterns overall, the discussions of the above items deweotistr difficulty of the
loan word/new wordssue in standardized testing situations. In GA4 evaluator &ed the
core issue: Given the demographic diversity of the republic, howatoésem developer get a
handle on the “commonality” of a givdnan word? Or, as the evaluators often stated, the
“activeness” of a given word. The evaluators noted that there ditferences in the extent to
which Kyrgyz speakers lived and interacted daily with Russiarkepeand thus differences in

the extent to which they would be exposetbam wordsand new words.

Recall that the examinee sample in this study comes fromaa brepresentative slice of
the population, including the capital city of Bishkek. This may mbaha moderate or large
part of the Kyrgyz sample is relatively well acquaintethwkRussianioan wordswhich might
explain the lack of DIF on the items presented above. Thahase tmay be some Kyrgyz
speakers whare penalized by the use of Russian loan words but this doesn’t showthp i
overall statistics because they are small proportion of th@iagas in the sample. One way to
get a better understanding of this issue would be to conduct mem¢al DIF studies with two
Kyrgyz language groups — one from an ethnically mixed area andameafmore isolated area
where Russian is not well known or had less penetration histytﬁ%al will return to this issue
in the discussion in the next chapter.

Another challenge for evaluators was rectifying thaltiple meaningsof individual
words in many of the items. Apparently, there were cases véhererd had a clear, singular

meaning in either Russian or Kyrgyz but several meanings in ther danguage, thus

%7 0n the other hand, many non-Russian speaking Kyrgyz would stiy lkew many loan
words that found their way into Kyrgyz usage decades ago and,dnsa,s’became Kyrgyz
words,” regardless of their knowledge of Russian.
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complicating the logic/meaning of certain items for one group. s Timding of multiple
meanings as a potential DIF cause is consistent with othestDdiies of verbal test items (Gierl
& Khalig, 2001; Sireci & Allalouf, 2003). Evaluators speculatedt examinees would be
confused on analogy item 3 as they wouldn’t know which of the meanings in Kyegpyneeded
to solve the item:
MK: There are many problems with this item, especially withitem distractors. The
first problem | see is confusion in distractor (A) becausé@ftanslation of the Russian
“canx: s6nous” (orchard: apple treeshto Kyrgyz is incorrect. The given Kyrgyz version
is —“0ak: anma” (tree: apple). NO: Yes, but in Kyrgyz 6ak” can mean tree or orchard.
MK : OK, but we must consider that the Russian varfaat” (orchard)is only fruit

garden, not trees - that is the problem. A better analogy itightbe “tree: apple” — not
“orchard: apple trees.” In other words, “from what/where” (material) cqBAS).

MD: | agree, 6ak’k. (tree)is “caxr. (orchard)and” nepeso™. (tree) The word Gaxua”

k. is “oropon’r. (vegetable garden). | think a problem arises in analogies wien t
Kyrgyz words have many different meanings, and these same imdrissian have only
one meaningl do not know how much this affects overall results but thisuis. tAgain,
the problem is the use of multiple meaning and uncommon words in tggZKgnguage
when in the Russian language they have only one meaning (GA3).

Item 3 was in fact a practical DIF item and it received BIF marks from the evaluators.
However, there was also a serious typographical error in theealey (discussed below under
format) that most believed was the cause of DIF becausewasrao viable answer key in the
Kyrgyz version (GA3). Multiple issues within the same iterouned often in the Kyrgyz items
which made disentangling potential sources of DIF challenging.

Analogy item 13 was another example of how multiple meanings roaglse DIF. Item
13 was also a practical DIF item favoring the Russian group thoaly one evaluator initially
predicted DIF. During the group analysis however, it became eqpidrat many believed this

to be a DIF item (GA13). The analogy item stem was Viglen: watch.” The answer keg)

was “automobile: go.” The main problem was the second word iKylgyz key - “xypyy” —
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which in Kyrgyz means “to go.” However, depending on the combinationoadsmused with
this word, it can mean to go by foot or by car. The Russian velnsia@ontrast, employed the
word “e3nuts” Which means goingnly by some form of transportation: Russian has a different
word for goingon foot Thus, the essential relationship between words that was ciocthle
analogy to work was clearer in the Russian version. As the evaluators noted:

RM: the problem is that the distractors are not gdid: Yes, maybe the main problem

is in answer keyd). In my comments, | wrote thatkypyy” k. (go) is different from

“e3nuth” I. (g0 by transport) becausexypyy” can be walking by foot or going by car

while “e3qute” means going by transportation. In Kyrgyz perhapsido” (drive) would

be a better choice for the pair because it has meaning likRussian &¢3nuts.” ... If
they used 4iinoo,” (drive) they will get it quickly... | think this is an issé translation

— it is a good item but the direct translation is incorrect. Mainys thought for a very

long time about what the correct answer here was to this item... (GA13).

Analogy item 19 was another DIF item favoring the Russian grouptiallyi three
evaluators marked it as DIF on their individual analyses. Duhaggtoup analysis however,
there was considerable discussion about a serious problem withnth&tete. The Russian item
stem would roughly be the English equivalent of “hot: recoil/jexékbquickly.” Apparently, the
second word in the Kyrgyz stem paitaptein anyy” has two meanings — “take away” and “pull”
(IA19). The second word in the Russian steonépuyts’r. (recoil/jerk back quickly), has only
one meaning. In the Kyrgyz stem, in combination with tre firord in the pair siceix” (hot),
the second word, could be understood as “attract or “pull warmth,” wimighess attraction, not
repulsion, the opposite of the what the Russian item stem implied with “recoil” (IAAB0)G

RM: there are multiple meanings of some words in the item dtesme needs to be a

more careful selection of pairs of words — otherwise, the itesheads and it becomes

impossible to find the correct answerNO: | agree, depending on how they define the
terms in the stem they could come to complete opposite meanitigs ahalogy..MD:

Yes, the stem needs to be more clearly defined (contain no doublEngs). MK:

Absolutely, the stem and distractors should have only one meaningéapratation
(GA19).
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While the above practical DIF items (3,13,19) all had issues withipleumeaning, it is
important to highlight that in all three cases, the core probleens with either the answer key
(3,13) or the item stem (19), not other distractors. Thus, the Dhesgetcases seems to be as
much about “location of the problem” or the extent to which the overadinmg of an item
becomes confused as much as it is about “multiple meanings” inajen€his finding is
consistent with Ercikan (2002) and underscores how only through an ekamioiathe minutia
at the item level can DIF analysis be fruitful. 1 will return to this issuble discussion chapter.

Discussion around sentence completion item 26 demonstrated that duentoagical
issues some Kyrgyz items were difficult to comprehend, evetihéoevaluators. While the DIF
was negligible the effect size value was fairly larg®9 (favors Russian, two DIF marks). On
how lack of clarity can complicate understanding, evaluators noted:

ZS: “cebentyy’k. (due to) in the item stem is not needed. It needs a diffefiethare.

MK : I do not agree.... without this, the item loses the main idea. Whdtenthe correct

answer?

ZS: This item is confusing, the translation is not clear in sey#agles. MD: Hmmm...

It seems that the Russian text allows a “double meaning,Kgrgyz only one meaning.

However, that meaning (for the Kyrgyz item) leads to a wiamsyver. This is due to the

way the item is structured.

MK : Whatis the correct answer to the Kyrgyz iteff®: The complication is over the

meaning of the word “production” which is quite uncleaZS: If we can’t find the

correct answer, | don't think the children will either! (GA26).

Reading comprehension item 33 elicited discussion as severdkesistare noted. Item
33 was a negligible DIF item but had a relatively high eff@ze of .027. Five evaluators
marked it as a DIF item. There was consensus about a tiamstastake in distractor (A) of the

Kyrgyz version, though distractor A was the least attractisgractor for both groups. Though

several evaluators thougthe overall meaning of the text is similar in Russian and yajrthe
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multiple meaning of some words was noted at the end of theyKwtgm (IA33). It was also
noted that the Kyrgyz stem contained a sentence that was tooHomgver, despite the
mistakes in the Kyrgyz item, the item favored the Kyrgyz groltpm 33 also elicited some
general commentary about the reading comprehension text:
ZS: There are many problems with the translation of this difficett; it is not well
adapted. One resolution is to take an original Kyrgyz languager¢téated closely to this
theme and then select the Russian text because it is diticatimpletely pass on the
entire meaning and deeply consider the question in a foreigndgagli must say that

the Russian text is quite good, as are most of the itemsussid. | can’t find any
difficult words, grammar mistakes, etc. But syntax issues might explgidifi@rences.

MD: It is easy to see a lack of connection due to translation issu#snk that the
analytical thinking on the part of the Kyrgyz is differe@S: | did not find any difficult
words or issues with the item itself. Maybe some issues wéHadrm of the sentences
(constructions — syntax) in the reading text though. It is chedrthe key is (B) but (G)
is also an attractive answer (GA33).

An important issue that came up during group analysis was the allRegssification” of
Kyrgyz syntax and linguistic expression in some test iteand the Kyrgyz language in general).
This is interesting in light of the historical discussion presente Chapter 2 about the
Russification of Kyrgyz in the 1920s and 1930s. Analogy item 15 is eresting case of how a
Russian (source) item can allegedly influence the adaptatioa &fyrgyz (target) item.
According to evaluators, the word employedyGansruceiz”  (lit. happiness + form for
“without,” the endingesi3) in distractor [) was “artificially created” or a made-up word. While
“xy6anbra’k. (happiness) is a word, the addition of the suffix in this caseimappropriate. In
the Kyrgyz languagechs” is often added to nouns to indicate “without.” In theory, adding it

here could have seemed like a creative way to convey the rgezfriianhappiness” which was

easily conveyed in the Russian version.
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Evaluators posited that it was likely created to help “fit” ityegyz item to the Russian
version (GA15). At the same time, one evaluator offered an improvewitnta different
Kyrgyz word choice - Renryncy3” (unhappy). While five evaluators marked this as a DIF item,
the item had a relatively low chi-square and effect size uneg008), making it a “negligible
DIF” item. Further, this particular item actually favortheé Kyrgyz group: Another example of
an item with allegedly poor adaptation into Kyrgyz that nonethelesaot seem to be causing
DIF in favor of the Russian group. Again, it seems plausible that olyifaudty distractors (a
non-sense word in this case) could actually assist the Kygggup by eliminating these
particular distractors as viable answer choices.

There was considerable discussion about the linguistic “Rusoicatif the Kyrgyz
versions of the sentence completion items. Sentence completion itdraduced more
complexity into the discussion as stems and distractors got lamgemore complicated. In
particular, evaluators argued that the “Russian origin” of iBmwas obvious. Evaluators
maintained that they could tell that the original item was d@esl by a “Russian thinker”
because the form of the Kyrgyz item had a Russian form. Thk vess that the Kyrgyz version
was less authentic and even “artificial.” The main issug tva inappropriate use of the Kyrgyz
connector ‘kana” (and) which most evaluators argued could lead to considerable monfus
(IA21). At the same time, several evaluators noted that, in¢dfsggyz or not, many Kyrgyz

people use this expression incorrectly in their everyday speech. From2liediScussion:

MD: | think this item needs to be completely changed as it willbeoeasy to simply
adapt. The main problem is the incorrect use of the Kyrgya taana” (and), which is
obviously the result of a direct translation from the Russian seguteAA: | agree, but
the problem is that this is a common usage in Kyrgyz. It's omati®, the national TV
stations and other official media sourcEt: It is common but it is not correchA: |
understand...
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MD: | believe this usage is a one of those “Russianisms” thatreas into Kyrgyz
through (ethnic) Kyrgyz, Russian language speakers. The main prizbleat in Kyrgyz
we don’t use “and” as a connector when connecting two different vévs.verbs
together often come together to convey a different meaning than thbgrare used
singularly The two verbs are simply put together, without the use of any connectors.

ZS: | agree with MD, villagers don’t usex4na” (and) in this sense — they use Kyrgyz
correctly... | think if Kyrgyz original texts had been used, themuldn't be this
problem... Our syntax is different and should be Kyrgyz — not Russ@n. Well,
theoretically, | agree of course. A big problem is that much ofliemature in the
sciences and the arts is translated in this way — translasdly from Russian. Much of

the Russian influence is inevitable. Little is produced in Kyrgye tlu a lack of
specialists and resourcedS: OK, but what if we had several specialists work on
developing the items at the same time and then decided whether they would work or not?

MD: To me, this item raises a bigger question from the perspeaitihe test translators.
Should the items contain only language that is 100% correct or coatgjaage that is
incorrect but commonly used? Unfortunately, there is often a gap Heesiftation and
state of the Kyrgyz language is very sad. Further, we hawaké¢oinnito account language
as it is used on a daily basis. Many people in the cities — arahlyan the cities — speak
Kyrgyz with lots of words and forms taken from Russian. Somegithe language is
simply all mixed up. This is a result of the language environmverlive in. We combine
Russian and Kyrgyz all the time in a sort of hybrid colloquiableage. For example,
“xanda (how many kyr) mucros (lists (pieces) of paperrus)?” or “cu3z (youkyr) nomoii
(homerus) 6apacei3661? (are going’kyr) — lit. Are you going homePhere are hundreds
of ways we do this. This item raises some big issues. (GA21).

Item 21 was predicted as a DIF item by six of the eight evaluaidlsle it was a negligible DIF

item (favoring the Russian group), the effect size level of .024/sclose to “moderate” DIF

at .035. Five evaluators correctly predicted that the item édavitre Russian group. Along with

item 3, these marks represented perhaps the strongest senseeofieay on the part of the

evaluators throughout the analysis.

Discussion around item 21 also captured many of the issues thatetsewhere in item

and group analysis. One issue was that the Kyrgyz languagdikeaa “moving target,”

constantly under pressure and evolving, lacking standardization, ancdthaasily influenced

by Russian speaking ethnic Kyrgyz who introduced Russian languangs iiato Kyrgyz and by
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the arbitrariness and dispositions of individual translators. Agaitoricisl context presented in
Chapter 2 about the “unfinished business” of Kyrgyz language codicahd standardization
seems relevant to this discussion (Korth, 2005). Another issue wasevtilaators began to
guestion the methods of item adaptation from the source languagaa(RRuss the target
language (Kyrgyz) for the sentence completion items.

The challenge of the adaptation of complex material also cgnre sentence completion
item GA23. Like item 21, this item was also negligible DI§aja favoring the Russian group)
and the effect size measure was also large at .019. TWakmtrs predicted DIF for this item
and three evaluators correctly predicted that the item favbkedRussian group. Evaluators
noted that inherent differences between the two languages maslenteace completion items
difficult to successfully adapt (GA23). The fact that Kyrggzan agglutinative language
allegedly makes certain types of long Russian sentences tooesotopbe clear in Kyrgyz
without significant adaptation.

In agglutinative languages, meaning is typically conveyed throughdthieam of affixes
(typically suffixes in Kyrgyz) to nouns which can determine pses®n, number, location,
direction, etc. For example, the noun “kiz” (girl), becomes “#&” in the plural form. To
indicate “to the girls” the form becomes “kizdal' (Oruzbaeva, 1997). In this way, words can
become quite long but sentences usually remain relatively shadtording to the evaluators,
long Russian sentences can complicate understanding of complexamat&yrgyz. Yet, in
order to create the logical relations needed to make a sentempletion item work, sentences
need to be relatively long, often complex enough to allow threeuno “blank spaces” in the

sentence where examinees must fill in the needed words tac@drerent meaning. Some of the
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conversation about item 23 led to further recommendations about how to ntloelifyfem
development process for the sentence completion items. In the words of the exvaluator

CJ: | had difficulty reading and understanding the Kyrgyz text; theead the Russian

text and | understood. | think that with background knowledge (knowing Rusk&n) t
might be able to understand some of the meaning. However, Kyrgyzspaakers will

find it confusing.That is, if the Russian concepts are covered first, then one knows what

the Kyrgyz authors meant to s%%/.However, the students do not get this advantage
because they do not know the Russian versif: We (item analysts) have an
advantage because we can read both items at the same tiBe! the text is not well
adapted, and this makes it difficult to comprehend (GA23).

KK: The desire to pass on the main idea of the task was too much reassthiee

possibility of losing the literary nuances of Kyrgyz; importaiot consider the
characteristics of the language — in Kyrgyz sentences ardyushart — as words are
“complex” (compounded — i.e. agglutinative), and the result of thetdiraaslation is

that translated texts (from Russian into Kyrgyz) are londpan usual for Kyrgyz
speakers. As they become longer, they become more confused. Ansgentemces
eventually become even longer than the Russian versions.

KK: ... I believe that it is possible to find original texts in gyz and then translate
them into Russian - then you will see the richness of differeoicdse language«sS:
Yes, the problem is the translation and the adaptation due to styliff¢irences.. One
adaptation suggestion would be to not have the Kyrgyz sentences cdpysiian style
but to make them “more Kyrgyz.” This means making the sentemetes even if it
means more sentenced/D: ZS, | agree with your first point — in Kyrgyz we have “long
words” but short sentences. This is important to remember in caopanith Russian
(GA 23).

The issue of the length of Russian sentences (too long for cowleiptaton) came up
again in the discussion of item stem 24 (IA24). And, the recommendatibreak up longer
Russian sentences into shorter Kyrgyz ones in GA28:

MD: The challenge for test writers is that for some Kyrtgids it becomes complicated

when we try to repeat the Russian syntax and constructs. It bsammplicated when

translation is literal. The best way to keep the Kyrgyz intadib break the Russian
sentences into more sentences rather than trying to captureusise&arR structure. In

% With this conversation in mind, | conducted an experiment in which t 8pi Kyrgyz
speakers into two groups and conducted more DIF analyses. | pthsengésults of this
experiment in the discussion chapter.
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Kyrgyz, ideas are built not through one complex sentence, but througies @eany
sentences) with simpler ideas that when compounded, express the same idea (GA 28).

Agglutination was not the only alleged challenge to sentence cbompiem adaptation.

Another issue raised was word order. In Kyrgyz, verbs, and heratiabksneaning and ideas,

come at the end of a sentence. In Russian, they can come befdter dha nour” They
evaluators noted:

ZS: ... We often start to translate from the end of the sentenceideet¢he main idea
comes last (the verb is at the end). Word order is different igygyand Russian which
can also cause complexities. Because of the word order, s@sgtitnanslate the literal
sentences first — then rearrange them in order. The stia¢egys to read sentences more
times or to hear it in Russian first, and then piece together the puzzle... (GA28).

Another conversation about item 28 looked at the same issue from a differentipezspe
One of the test center employees, a Russian-only speakingdumaliwwho was observing asked,
“In the Russian version of item 28, the syntax is difficult. Is it difficulKyrgyz?”

ZS: In general, syntax is easier in Kyrgyz than Russian. We have a staigitd
“cause — result.” The structure of Russian is more difficult.

MD: | think that there are several levels of structure in Rassn Kyrgyz, it is “single
level” — it is thisand this and this. New ideas are “added” while in Russian there is a
different structure. In Kyrgyz it is all part of the samatagtical levelZS: My Kyrgyz
students also tell me that the Russian constructions areuliffec learn at first. In
Russian you have “Due to the fact Because of the fact ...” in Kyrgyz, more direct
statements...

MK: Yes, for example, in Russian you may have ... “event/phenomena ... \sfilud i
is...” etc. In Kyrgyz we have “this happened” (stop) and “that happefstdp) and then
something else. It is all on “one level.”ZS: In general, syntax is easier in Kyrgyz
(GA28).

% For exampleMen kizdarga bara jatamimn English is roughly “I am going to the girls.”
However, literally, the words are Men (I) kizdarga (kiz/dar/ggiri#plural form/to) bara jatamin
(go). Note both the agglutination - as the single word kizdarga tedichrect object, number,
and direction, and the word order — compound verb at the end of the sentence.
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From the data generated from the item rubrics and discussiormilid \@ppear that there are
challenges to adapting the more complex ideas in the short sentencpletion items.
Interestingly, the evaluators correctly predicted DIF direc{famors Russian) on these items
with a better than random estimate, 71% accuracy. These iterasalgo concentrated at the
upper end of effect size values, close to the moderate DIF cutwffl return to a discussion of
these items in the final chapter.

Socio-Cultural Issues

There was also discussion about the potential for cultural, socrmeuc and
demographic differences to impact item results on some itentgs cbncern was usually
expressed in terms like “kids from villages won'’t know (GA23) or once, “urban kids won't
know...” (IA3). Issues related to contextual knowledge, regional diakew interface with
Russian speakers were all noted. On occasion, the discussion didressddoking at item
specifics to conversations about how rural kids might be disadvantagie ¢est in general.
No curricular or instructional issues were noted by evaluators as poteptablgmatic.

One Kyrgyz item that was identified as containing “dialect” was item Z5nt€rest here
were not the response patterns of Russian and Kyrgyz groups but wéibigrer different
segments of the Kyrgyz population would be differentially impactedelgional differences in
the Kyrgyz language. Two of the distractors contained fayfrthe word Kyrgyz flac” (low,
down) that were consistently marked as “southern dialect” that Hemrtkids might not
understand” (IA25). Five evaluators believed that this would be atéxik (perhaps assuming
that enough northern Kyrgyz would be penalized by the item to iasaverall DIF between the
Russian and Kyrgyz groups). The item was negligible DIF aratda Kyrgyz speakers overall.

In order to understand how these dialect differences impsattseamong Kyrgyz speakers it
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would be necessary to conduct a DIF study by regions (north vs. sowthkaimple), utilizing
data from two different Kyrgyz groups. Item 19 also contained wordsyrgyz that were
allegedly dialect (1A19).

Other concerns were raised about familiarity with termsdbetiin demographic groups
might not know. For example, for item 3, the concern was raisedhthad€yrgyz word kyn”
(ash) in distractorr™ would not be known by city kids. One evaluator noted that “city Hiols
not encounterkyn” (ash) as “they live in apartments ... so this is a lack ohbatary, nuance”
(IA3). While item 3 was a DIF item and highly marked, GA3 intidahat evaluators believed

a crude formatting mistake (presented below) was the most plausible cause of D

There was also debate over item 22 and whether or not examioekeskmow the word
“0a00a0”r. (baobabtree) because it does not grow in Kyrgyzstan. Some felt that exammi
would not know this word but others disagreed. Two evaluators marked this itefs asdDdne
as favoring the Russian group. As in sentence completion itemsd2A3athis item did in fact
favor the Russian group though the DIF was negligible (.013 effext sizvaluators noted that
an incorrect pair of antonyms in distractor (A) made the iteane difficult for the Kyrgyz
group. They also noted an inappropriate word combination in item disti@gtand that the
distractors were much longer than the Russian distractors (IAR2yeneral, none the items
with practical DIF were clearly associated with socio-demographialtural issues.

Format

There was minimal discussion about the moderate DIF on readingrelo@msion item
32 which favored the Kyrgyz group. One evaluator noted that theyKytgm wasn’t clear but
another disagreed and believed there was nothing wrong with th€@®&82). There was a

typographical mistake in the Kyrgyz version as one Russiter iwas used (which is also a
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word) - “u” (and) - but most evaluators did not believe that this would le@doblems (IA32).
Two evaluators predicted that the item favored Russians due gerkeal quality of the reading
text in Kyrgyz. Despite the high DIF value, only two evaluatmiarked item 32 as DIF and
only one evaluator offered the specific feedback that Kyrgym destractor " needed to be
more clearly worded (IA32). During the conversation about thrs,itone evaluator noted that
there were structural differences in the way the readmmgpcehensions items 32, 33, and 36
were phrased in the Russian and Kyrgyz versions. In theyKygrsion of the item pairs,
respondents were asked to answer a question while for the Russi@m tke respondents were
required to “complete the sentence” (i.e. the stem was not phrased in question fernuted
MD: When there is a “question — answer,” it might be easier than when you have to
“build” a sentence. In some way this might make it (Kyrgyz) easier w@ sbén the
Russian item but | am not sure about that, the distractors all seem pratt{GAS2).
It turned out that items 32 and 33 did in fact favor the Kyrgyz groujitdiat36 was a non-DIF
item. A larger study of item formats could test such a hhgsi$ that the format was affecting
DIF levels. There was little evidence however, that evalsidtad strong plausible hypotheses

for why item 32 was a DIF item.

Three evaluators predicted DIF for item 38 due to format kesta Item 38 was
correctly predicted by four evaluators to favor Russian examingegeral evaluators noted that
the form of the item stem in Kyrgyz made overall understandifiigult. Several evaluators
also noted a format mistake where a nonsense word makes distgactonfusing - ‘tokryy’k.
(no meaniny should be replaced withréxroryy”k. (to stop). However, it was a negligible DIF
item with an effect size of .011.

Many of the format issues noted appeared not to impact itgpomess. One exception

was item 3. In item 3 a typographical error resulted moasense word in the answer key and
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thus no viable answer choice from among the distractors in thgyKygroup. Instead of
“Jomo’k. (clay), the word Yono” (N0 meaniny was written, a one letter misprint which
resulted in a total loss of meaning (IA3). Perhaps not surpysitig item had both the highest
number of marks (6) from evaluators and the largest DIF leweh fall 38 items. For the
Russian version the item had a .64 difficulty level and for the yyngersion .21. Kyrgyz
examinees selected from all the distractors in equal proportidrere was clear consensus from
the evaluators that the item was highly problematic and thatotineat error was to blame
(GA3). For the other format issues noted, most format or tgpbgeal errors such as a different
arrangement of the order of distractors or missing letteceitain words did not seem to pose
major problems for understanding. Items 35 and 40 both contained formathertdhere were
both few evaluator marks for DIF and no evidence of practical DIF on these items.

Grammar

Many items allegedly contained Kyrgyz grammar mistakemdividual words. These
mistakes consisted of incorrect suffix use (items 10, 14, 15, 18, 26, 28, 291,337),
inappropriate use of compound words (item 17), incorrectly constructed @gonbinations
(items 5, 18, 22, 33), incorrect use of connectors “and, but, because” (items 21, 27, 28), and word
choice (items 28, 29, 30, 35, 38). Item 37 contained a grammar mistdde Kyrgyz stem as
“Omuene” was used instead of justsue” (what). However, most evaluators believed that
simple grammar mistakes would not cause DIF on this itemhendrly mark was one mark for
“somewhat similar.” This item had negligible DIF with areeffsize of .009. In most cases, the
item response patterns did not seem influenced when the grassmarwas related to a single

word. However, as presented in the above discussion, major syntaxdaswesp in regard to
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sentence completion items which made producing equivalent sentence&leasd quite
challenging for several items (GA21, GA22, GA23, and GA28).

Other Issues

A careful review of the data from the rubrics indicates thast analyses centered on
discussion of the Kyrgyz (target language) items in the ipaims and issues with their
adaptation. As the facilitator, | often asked “what about thece language (Russian) items?”
In most cases the response was that the items werrearidacorrect. However, the Russian
version of item 16 elicited some discussion. This item wasiftdsas negligible DIF but had a
very high effect size of .031 and favored the Kyrgyz examinees eMaluators marked it as a
potential DIF item with one evaluator marking it as favoringRlassian group, one favoring the
Kyrgyz group. Unlike most items, in which response patterns weméas across groups in
terms of order of attractive responses, the Russian and Kyrgympgyrselected different
distractors as their first choice on this item (neither of themanswer key). Interestingly, while

negligible, this item also had the highest effect size level (.018) for non-mniidF.

The stem for item 16 was “author: writer.” The same wordh@twas used in both
the Russian and Kyrgyz versionasfop). The answer key was “furniture: table.” The
relationship was supposed to be “class of objects/member of that’cl@hat is, a writer is part
of the class or family of “authors” (including authors of scesaplays, etc.). However, 42% of
the Russian group selected “numeral: digit” as their prefetnecte. The Kyrgyz respondents
were attracted to neither the answer key nor “numeral: digit,'instead 45% of them selected
“journal: book” (xypuan: kurem). One evaluator noted that the relationship in the stem could
have been construed as a relationship of two synonyms insteadrbbfprlass/family” as was

the intent. This would explain the attractiveness of the other choices available.
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Other than item 16, there were virtually no other in depth analgeke Russian
(source) items. As noted above, and clearly demonstrated irubbhest the overwhelming
majority of discussion did not focus on issues within the Russtamsithemselves that might
explain DIF. This item was one of many that favored the Kyogygup yet was perhaps the only
item where the Russian version received focused attention. Iretilln to this issue of

difference in focus of analysis in the discussion chapter.
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Chapter 6: Discussion & Conclusions
Understanding Evaluators’ DIF Predictions

In this study | sought an understanding of what bi-linguals wengabta of
accomplishing in a “blind review” of cross-lingual test itemshisTis important because a
considerable amount of item adaptation and review throughout the wartthducted without
the assistance of statistical DIF detection methods. Adigiged above, item evaluators in the
KR have minimal (if any) formal training in psychometrics gpe&rience as participants in DIF
studies. The predictions of the selected evaluators servedoa®es for “the best possible
substantive estimates” in the KR due to their previous work exmer (Chapter 4). Relative to
other DIF prediction studies, a .45 correlation between their radinigsm difference levels and
statistical DIF estimations can be considered a relgtikiglh correlation. This indicates that
evaluators were able to identify some differences in contenningeand difficulty between the
two item versions that threatened equivalence.

Evaluators were also able to identify problems with item phaswere a function of the
particular languages under study (e.g. agglutination in Kylggzo complications in adapting
sentence completion items). These insights into the unique, languatféezspleallenges of
adapting Russian items into Kyrgyz items are also importantveMer, as presented in Chapter
5, the overall results of the study were somewhat ambiguous.isTiesause with the exception
of the sentence completion items, evaluators were not able t@tpnddch group was favored
by DIF with more than chance accuracy. In fact, the overwhglmigjority of their predictions
were for differences to favor the Russian group. Thus, while theodBlation indicates a

modest association between what they believed were “diffasansg’l with items with high chi-
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square difference values, without accuracy in determining whighpgwas favored by DIF it
would be incorrect to infer that the evaluators were accurate in “pref@tk’ overall.

Evaluators’ analyses focused almost exclusively on the qualityeoKyrgyz items and
the challenge of adaptation from Russian into Kyrgyz, especthalgentence completion items
(GA21, GA23, GA26, GA28). Virtually no hypotheses were generated as to problemmsghtt
lead to items favoring the Kyrgyz group even though the majofitiie statistically significant
(not practically significant) items favored that group. In tlaist chapter, | analyze these
findings and interpret their implications for key stakeholdershligigt cautions to data
interpretation, and provide recommendations for how to improve both itemaidand DIF
prediction accuracy based on lessons learned.
Accuracy in Substantive ltem Review

The greatest challenge to evaluator accuracy was theitiipabipredict the direction of
DIF. Of all 32 items classified as negligible, moderatdaaye DIF, 18 items actually favored
the Kyrgyz group while 14 favored the Russian group. It total, evatuatarked 26 items as
favoring one of the groups. Of these 26 items, evaluators markedythgzkgroup as favored
only twice, and this was done with a single mark in both instaticasis, there were only two
individual votes for “favors Kyrgyz” in the entire study. Thiading of one-sidedness in
prediction of DIF direction is somewhat consistent with anotheysidere DIF by racial group
was analyzed in the USA (Engelhard et al., 399he researchers found that evaluators could
not predict which test items would perform differently for black ahtte examinees when they
had no empirical data. They proposed that one reason for the leanmant was the infrequent
use of the category “favors blacks.” They concluded that perhapsid® some reviewers were

asked to represent the interests of their race in a high gakaton, this might have proved
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stressful for some of them and influenced their marking.nAke Engelhard et al. study (1990),
the category “favors Kyrgyz” was selected rarely in thlessantive review. It seems plausible
that in many contexts (not just in the KR) reviewers enterddi&lyses with the assumption that
DIF and item bias most often penalizes minority or disadvantagegpgr Thus, one plausible
explanation for the one-sided outcome is evaluator dispositions.

The overall context of the study plausibly explains these dispositiRecall the dubious
nature of the Soviets’ “creation” of the Kyrgyz literary laage in the 1920s as presented in
Chapter 2 (Hu & Imart, 1989). This process entailed developing awrdten language,
multiple changes in orthography, imposition of foreign “Sovietisms,&addition to being a
highly politicized endeavor in which the interests of the Soviét stare consistently prioritized
over coherent or authentic Kyrgyz language development (Grenoble,. 2@@&pite initial
attention to native language education, the status of the Kyaggrnage was that of a second
class language by as early as the end of the 1930s and gehtpitihe 1950s (Chapter 2).
Contemporary attitudes towards Kyrgyz language use have perhamsned relatively
unchanged since independence, despite the improved symbolic status afginege (Korth,
2005).

Considering this historical context and the two troubled decades rgyKyanguage
development since 1991 (Chapter 2), perhaps the tendency to mark dlrtiesNST items as
“favoring the Russian group” should not be so surprising. The terceflyngyz evaluators in
this study were certainly cognizant of both the large NSTesgaps (favoring the Russian-
medium educated) and the overall state of education in the Kyrgymmef instruction in the
KR (OSI 2002; Korth 2005; De Young et al., 2006). To some extent, sebdle,subconscious,

tendencies to “defend” the Kyrgyz examinees against what rmglterceived as a privileged
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and historically hegemonic force (the Russian language) mad hesulted in a tendency to
mark the Russian groups as advantaged without deep reflection upon ¢énenddés between
item versions.

This finding underscores the need to conceptualize review of cnggsliitems as a
context-bound, social and political process, not simply a technicahemdelLanguages in DIF
studies are not simply neutral “variables” but are investel sytnbolic social meaning and
language politics can be the vehicle through which power relatiawed® groups are mediated.
Participants enter into the substantive review process withircatispositions, prejudices and
strongly held beliefs, all shaped by individual experience and somméxt. In an important
sense, this result underscores Grisay et al.’s (2006) point dbhtstudy involving language
comparison is a unique endeavor in its own right. While Grisayrefasring to the specific
linguistic properties of the language(s) themselves, this studigates that there are also
important social dimensions to DIF studies which rely on substanéiview. This social
dimension appears manifest in the evaluators’ consistent prediofieB direction to favor the
Russian group.

Of course the one-sidedness of evaluators’ predictions of DIFidimeaay not be solely
attributable to evaluator dispositions. As indicated by item evaluaotise rubrics and noted in
the historical overview in Chapter 2, one of the main differencésela the Russian and
Kyrgyz languages is the extent to which they are both coher¢mmdardized” systems (Korth,
2005). Whatever the political dimensions of language - and regardléssvahcomplete the
endeavor to “standardize” Kyrgyz in the 1920s - the early Sowigukge planners can not be
held responsible for all of the inherent grammatical or syntasitabutes of a language that

make item adaptation challenging.
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Indeed, the lack of Kyrgyz standardization and contested naturehaf eonstitutes
“correct literary Kyrgyz” kept the focus of most item arss#s squarely on the Kyrgyz items.
Almost all of the 82 distinct adaption, format and cultural issaesed by evaluators were
related to alleged problems with the Kyrgyz language iteBiscussions often focused not on
the differences in how Russian and Kyrgyz examinees would respateintalifferences, but
rather on the correct style, grammar, meaning, and dialéice d€yrgyz item versions. An issue
that arose consistently in the analyses was the gap betweeydavarsage and various
(disputed) versions of “correct language.” By contrast, thei&ussnguage has long-standing,
consistent rules and enjoys relative consensus about norms, syntamxagrand general use, at
least within the context of the KR. It is indeed difficult torgpare Kyrgyz and Russian versions
of an item if there is little consensus as to what “corkgegyz” should be. And, as evaluators
often noted, the Russian items tended to be “quite good” (GA33).

The lack of evaluator experience could also have contributed to teuraay in
prediction of DIF direction. The evaluators were not pyschonmatsc had no experience with
applied statistics in educational research, had no experierthepvabability models, or as
participants in any form of DIF study. The evaluators had nonrdton about the actual
statistical DIF outcomes when they filled in the individual ruband participated in the group
analyses. In only one case (item 32) were evaluators infotlma¢cn item was practical DIF,
and only after the item had been discussed and characterized@shbiematic by evaluators.
While | informed the evaluators that the results of theiratadns would be compared to a
statistical analysis, none of them had knowledge of how these analgse typically conducted

or what kind of results they could deliver.
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It is plausible that their lack of experience contributed to the focus on suchkoueyz-
related issues and distracted evaluators from a more nuanceeptin-ekamination of the
psychology of item response. Russian items at times seembd toewed primarily as
“references” against which evaluators could check their understgendf the Kyrgyz items. In
addition to the high number of Kyrgyz-related item conversatiorerethvas considerable
digression away from item analysis into general discussions #i#ahallenges posed by a lack
of standardization of the Kyrgyz language in general (GA21, GA238kA Perhaps many
issues that could have led to Russian items being more challengiply went unnoticech lieu
of “finding the mistakes” in the Kyrgyz versions.

It is conceivable that to novice evaluators, mistakes and cdmtesita one language
version naturally leads to DIF that disadvantage that group. Inwthes, the “high quality”
(and uncontested) items could perhaps become falsely associdte¢ddviantage” while “lower
guality” (contested, more mistake prone) items could become agsbwdh “disadvantage” in
the minds of evaluators. The fact the Russian items appeareatdéhigh quality” might have
led to the assumption that the Russians were favored in mostaestehere differences were
evident. This line of thinking seems plausible when considering thgenence of the
evaluator group with DIF analyses.

Recommendations for Researchers and CEATM

Whether the reasons for inaccurate prediction of DIF directice wee to dispositions
or lack of experience, | contend that there is nonetheless someapoptimism thatvaluators
in the KR can improve their estimations. First, the internaability estimate of .66 and the
45 rank order correlation between their estimations and chi-squdrezs vadicate that their

overall estimations were not completely random. Second, as presentechini¢bert Chapter 5,
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evaluator marks on direction of DIF were often more tentative tmarks from section 2.1
(levels of difference). This indecision perhaps indicates thapereence played as an important
role in their estimations as dispositions. Below | propose sestaps that could be taken to
assess the hypothesis that the evaluators can improve prediction accuracy.

First, as Ercikan (2002) argues, DIF study outcomes differ depgmei whether both
versions of the items are reviewed simultaneously or individugligvaluators. She notes that
when both item versions are presented in pairs, evaluators tend tafotus comparability of
overt issues like format, content, and language use. This sikenas laccurate characterization
of what transpired in this study. Ercikan (2002) proposes that wheswerg analyze a single
item they focus more on the context and issues that might ekt biased for a particular
group. In other words, the single item review approach leads tar@ muanced item analysis
and facilitates the consideration of the possibility of differeognitive processes among
comparison groups (Ercikan, 2002). This kind of approach could lead to aconsielered
estimation of DIF that favors the Kyrgyz group and with additioes¢arch this approach could
be readily employed in the KR.

Second, exposure to statistical DIF detection methods by embetidmgit some form
of action research might also improve evaluators’ accuracy. Walgeto do this would be to
conduct several individual item analyses - stop - and then compaegahmtors’ preliminary
predictions with the actual statistical estimations and disthesgesults together as a group.
Such an approach would demonstrate the complex and tenuous nature of di¢Eoprend
interpretation to the novice evaluator. It would show that the language gvith the lower
average test score is not always the disadvantaged group at theviedm It would become

more apparent that mistakes do not always lead to DIF; neitliee language where mistakes
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occur nor in the other language involved. Finally, it would undersconeette to think deeply
about the differences between item versions before predictingréetiain of DIF. This kind of

fine tuning and skills enhancement through the introduction of statistethods holds promise
for better analyses in the KR. With the increasing availglofiton-line software and the option
of relatively inexpensive statistical packages, the emplaynoé statistical DIF detection
methods is feasible in the KR in the near future.

In addition to employing statistical analysis as part of teenireview process as
highlighted above, there are other ways statistics can be usedptove DIF prediction
processes. While predicting DIF is difficult on average, tie®vidence that some reviewers
are more accurate than others. Engelhard et al. (1990) discovestderable variability across
reviewers in the correlations between their individual marks agtstal DIF. Estimations of
individual reviewer accuracy can be used both in training and as dyqcatitrol tool for
CEATM when selecting reviewers to participate in item amaysindividual estimations were
not computed for this study but could be done in future work by CEATM th@hconsent of
evaluators and CEATM employees.

Understanding the Causes of DIF

The second purpose of this study was to gather data about causes tifaDtould
inform and improve the item adaptation process in the Kyrgyz Repubine finding from this
study was that in order to understand DIF causes, it wassaggds analyze the minutia of each
item: Broad, categorical labels such as “translation diffees” didn't capture the nuances
necessary to provide a real understanding of what was cau#iingn [& particular item. For

example, most of thewan word new word, or socio-cultural issues projected as potential DIF
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causes (items 2, 7, 9, 17, 22, 25) did not lead to ‘BIFSome translation and adaptation
problems did (items 13, 19) while others did not (items 10, 15, 18). Item 3 contained an obvious
format problem that plausibly led to DIF while other items Viatmat issues (items 35, 38, 40)
remained unaffected. Incorrect Kyrgyz grammar at thelwewrel did not seem to cause DIF in
most cases but the adaptation of entire sentences in the sectmnpéetion items was
characterized as a dubious endeavor by all the evaluators (GA21, GA23, GA26, GA28).

Tenable hypotheses about causes of DIF were articulated eviadrators were able to
breakdown the minutia of the item under review. Tdwation of the difference or problem
within the item, and the extent to which the difference impaotedning or difficulty level
across versions was paramount. Nuances that resulted in differen&ey parts of words,
phrases and sentences were important: “Key parts” meanimpdgitein the item where essential
meaning is located (Ercikan, 2002). For example, essential meaning in aniadogtes located
in the item stem. If the stem is muddled in one version and tielaglationship between the
pair of words in both versions not the same, the differencesebetthe items are plausibly
going to be problematic (1A19).

The same is true for the answer keys. If differencesdset item versions result in no
viable answer key for one version, DIF is also highly possible (IAB3). However, if there is
a format or small translation mistake in a distractor that @aaviously not plausible to begin
with, this issue might be less likely to cause DIF. In thislyg three of the four practical DIF
items had serious issues with either the answer keys or fans SGA3, GA13, and GA19).
Thus, causes such as poor adaptation, translation and format problesngcingrammar, and

guestionable cultural comparability are best conceptualized asagermarstructs. They are

Owith the possible exception of item 23 (negligible item but wikiigh r-squared delta), where
the debate was over whether “insurance” was a known phenomenon (GA23).
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useful primarily as organizing principles for data analysis, adDIl& causeper seas they are
less meaningful terms outside the context of a particular item (Ercika?).200

It is also clear from this study that mistakes in items donecessarily result in DIF.
Previous research has shown that while item evaluators are quite gocatiagl mistakes in test
items, this is not the same thing as successfully predi€tlkRg(Engelhard, et al., 1999). Item
evaluators in this study identified mistakes overwhelmingly wighKyrgyz versions though not
every mistake noted was widely agreed upon. However, theitpagbthese mistakes were not
associated with statistical DIF and in many cases evatuatere divided as to whether they
would or would not lead to DIF. For example, recall that half ef dtatistically significant
reading comprehension items favored the Kyrgyz group despite theh&dcthe evaluators
reported problems exclusively with the Kyrgyz text. As noted in Chapter Jeathsps possible
that mistakes in Kyrgyz items in non-essential locations (#susible distractors for example)
might have actually favored that group as such mistakes rethe@dimber of plausible answer
choices (IA11, IA15, IA18, IA25, and 1A33).

However, as no hypotheses were generated for why any afethe might favor the
Kyrgyz group, it is difficult to suggest hypotheses about whatecheeme items to favor that
group. While three of the four practical DIF items favoteel Russian group, there were many
items close to the moderate DIF cut-off that favored the Kygygup. A tentative explanation
for why many items favored the Kyrgyz group might be reldateissues with word difficulty.
For example, when words are adapted from the source landag&an become easier due to a
lack of corresponding vocabulary at the same difficulty levéhéntarget language (Schmidt &
Belistein, 1987; Bejar, Chaffin & Embertson, 1991; Roccase & Moshink897; Sireci &

Allalouf, 2003). Recall that for some items in this study, thexee single Kyrgyz words that

160



are differentiated by several different words or concepthenRussian language: That is, the
Russian language might have finer degrees of distinction for soneeuts and some of these
distinctions might have an impact on item difficulty.

For example, the word for orchard and trees is the same wigyz while in Russian
there are different words for these concepts (IA3). It could be that sticlctiisis make the use
of some words equivalent in meaning but divergent in difficulty level tdudifferences in
commonality of use. Such differences are not overt and they amasgtto identify without
deep probing and analysis. Of course as there were no hypothesegtapt about why any item
might favor the Kyrgyz group in this study, this is conjecturdest. It is interesting to note
however, that nine of the eleven negligible DIF analogy itémos practically significant) did
favor the Kyrgyz group. It is possible that word difficulty coulddoeissue for these particular
language groups on analogy type items. Unfortunately, the data @ more than tentative
hypotheses about the issue at this time.

The evaluators recognized problems in three of the four practiEatddns and predicted
their DIF direction correctly. However, for the one pradtlel= item that favored the Kyrgyz
group, item 32, a conclusive determination of the cause of DIF medh&lusive as no widely
agreed upon hypothesis was offered to explain the DIF. Only tliense completion items
tended to favor the Russian group on a consistent basis. Most evahetors’ specific
hypotheses about key differences between Russian and Kyrgy® ieere generated in
discussions about these items despite the fact that none of érasenére practical DIF (GA21,
GA23, GA26). They were successful in their predictions of DIFctior however, 71% of the
time for sentence completion items. In short, as in previous stutissapparent that DIF

causes overall are not always easy to identify but as thig istdidates there may be variation in
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success rates by item type (Plake, 1980; Engelhard et al., Re®@pgge, 1990; Gierl et al.,
1999; Jodoin & Gierl, 2001; Ercikan & McCrieth, 2002).

Despite the above qualifications about our limited ability to gdize about DIF causes
beyond thdocation of cause within each item, the data do point to a few recupatigrns in
regard to item type. First, the reading comprehension items deatedsthe lowest negligible
DIF levels and generated the least amount of critical commyenTdis result is consistent with
several other studies of verbal reasoning items noted in Chaptar&l . Second, one
actionable finding from the study was the issue of the lacKinduistic fit” of Russian and
Kyrgyz sentence completion items.

Specific hypotheses about the Kyrgyz versions of the sentence at@mnptems were
clearly articulated and widely supported by evaluators (GA21, GA23).seliteams elicited both
the most commentary and the most accurate DIF direction poediain the part of evaluators.
Evaluators even found a few of these items difficult to ansenselves without being able to
reference the original Russian item (GA26, GA28). Though nortbeopractical DIF items
were sentence completion items, these items were clustenaadathe highest chi-squared and
effect size values. Items 21, 22, 23, and 26, were some of the mostatbliéems from the
entire 38 items according to the evaluators. All four of tiséatistically favored the Russian
group. Sentence completion items 25 and 28 were also negligibleviiFhigh effect size
values.

The problem with the sentence completion items was related tadghthat Russian and
Kyrgyz syntax was not easily reconcilable within the contexhe$e items. Recall that syntax
is the body of rules in a given language that determine how vemidiphrases come together to

form grammatically correct sentences. The syntaxicalhclztween Russian and Kyrgyz
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manifested itself in Kyrgyz items as incorrect use of compowadds, incorrect word
combinations, artificial “Russified” sentence structure, and rgémenfusion of Kyrgyz items.
Evaluators consistently noted that the items failed in Kyligzause they were being “forced”
into a Russian syntaxical style that did not work (GA21, GA23, GA26283A Unlike the
reading comprehension items, that allow for a more naturaldfdanguage due to the absence
of constraints on text size (the Kyrgyz reading comprehensionigaxbre than twenty lines
longer than the Russian text), the sentence completion itemshbmustort and concise by
definition. They require examinees to make logical connectionslibg in the missing words
that makes the sentence(s) most logically complete. Theystafigine or two sentences at the
most but the sentences must be relatively long.

Recall from Chapter 5 that evaluators believe #ugflutinationkeeps Kyrgyz sentences
short and not conducive to the longer kind of sentences necessahng fertence completion
items (GA21, GA23, GA26). It is hard to imagine sentence complagors with sentences of
three to four total words. Yet, such short sentences are commomgpzK¥sA21, GA23). If it
takes more (shorter) sentences to convey the same meaning andflewenplexity in one
language than another, it makes intuitive sense that item tijpésallow only one or two
sentences become problematic for adaptation. This finding is @nisigth other studies that
found that DIF can be caused by differences in sentence strubftrere inherent to the
language under study (Gierl et al., 1999).

Recommendations for Researchers and CEATM

While the claim made by some evaluators that Russian systaxherently “more

difficult” is perhaps questionable, it is certainly plausible thagcific syntax differences can

create specific challenges for certain item types. Ewaisiamade specific proposals for
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rectifying this state of affairs with sentence completimms. They proposed that the long
Russian sentences be broken into shorter (but more) sentences inrdglge ¥grsions (GA21,
GA22, GA23, GA25, GA28). Evaluators also proposed that if breaking os iteto smaller
parts was not feasible, instead of adapting these items fronmRussthe future the test center
should create them either separately (Kyrgyz and Russias)it@ntreate them in Kyrgyz first
and then adapt them into Russian; or, perhaps not use this type of item at all.

CEATM notes that bi-linguals play an important role in item dgwelent and adaptation
and that procedures are in place to guarantee item equivalemmgyhtbut the test item
development cycle (see Chapter 4). The overall low amount of D#€tddtin this analysis
supports the contention that these processes are working well. Howethasir item reviews,
evaluators noted on several occasions that it seemed obvious thgr Kamguage items were
developed in Russian, or by “Russian thinkers,” without enough consheréor the
authenticity of the Kyrgyz version. For example, in regard to 24, one evaluator stated, “It
seems that this item was obviously adapted from Russian. | thikfrdgfyz original texts had
been used, there wouldn’t be this problem. We could avoid syntax probkentkis” (GA21).
There was wide agreement among evaluators about this contentialar Somments can be
found in GA23 and GA28. In GA33, one evaluator noted, “There are manyepreblith the
translation of this difficult text...one resolution is to take an original Kyrgyz language text,
related closely to this theme and the Russian text...” InAh@eading comprehension text)
evaluators also requested more Kyrgyz original texts.

At a minimum, the evaluators’ comments merit reconsiderationuafent adaptation
procedures, especially considering the issues raised in regdmel $eritence completion items.

Hambleton and Kanjee (1995) recommend “de-centering” the item dewahbppnocess in
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challenging cross-lingual situations. In the context of itmaptation, “de-centering” means
providing opportunities to return to the source item version (Russidmsircase) and making

changes to that source item if necessary due to challengdapta@on to the target language.
In GA15 one of the evaluators proposes: “Perhaps it would be possdadmpare the translated

Kyrgyz text with the original Russian text? That is, adjim# Russian text again if the
translation into Kyrgyz does not seem to work?”

Solano-Flores (2006) recommends what he calls “concurrent developohéest items.
While his work focuses on English and Spanish speakers in the Unétxs,Steveral of his
ideas are relevant to other cross-lingual contexts. He propuestesll test items be developed
exclusively by bi-linguals. This forces test developersetwossly consider how culture and
context are inextricably related to language. In sonfesofvork, he has utilized two groups of
bi-linguals to concurrently develop the two versions of a giventst i Through this process,
modification of items becomes an iterative, negotiated endeavoddiat not proceed without
consensus. All recommendations for changes to one version of ané@miyaconsidered after
the proposed changes have been analyzed in relation to how theppaitit the other language
group.

He also recommends the use of “blueprints” or general item gufbilee mini-
specifications) to mediate discussion around each item. Through the protesalafation” bi-
lingual test developers work from these blueprints but have consiedrabtiom in adaptation
in order to facilitate linguistic alignment between the two versions. Thé ieshat some items
will inevitably be slightly different versions but ultimatelyrge the same aims. Solano-Flores
(2006) insists that “localization” in item development is esskeasaesearch has demonstrated

that even bi-linguals do not always have consistent or accurateppens of all the linguistic
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aspects of items that are critical to properly understand their fumgiofiurther, simply being a
native speaker does not necessarily enable evaluators to identify thaspkets.

Hambleton and Kanjee (1995) also offer a useful method for determiompacability
of items that could be employed in the Kyrgyz Republic during demelopment and analysis.
They propose utilizing examinee interviews to determine the ¢egmtocesses items elicit as
examinees engage with items. For example, Kyrgyz languagaimses could explain their
reasoning for answering certain ways on the sentence completiesn Judges would follow
along with both Russian and Kyrgyz versions on hand and compare how wigtintisecapture
similar meaning and constructs. If the responses of the exancmeespond to the intent of the
source item (Russian), then the items can arguably be considguedlent. While labor
intensive, this type of analysis could be performed as a follofougtems that seem to be
problematic according to DIF statistics or other forms ofyams| not necessarily for all items.
In the case of the NST 2010 items, such follow-up analyses foettiens€e completion items
could be fruitful. While not done formally for this study, this kindrafividual interview could
also be conducted with item reviewers on problematic items.

While the above suggestions for possible modifications to item developroa@dures
seem reasonable, they of course must be realistic in temasanfrces available to invest in item
development. The government of the KR currently does not provide CBE&itiMfinancial
support. CEATM resources are generated through student fees feeri@ses (approximately
4-5 US dollars per test per student on the NST). The use of iteelodment groups that
employ multiple levels of review and other elaborate iterativeegsses is a labor intensive

enterprise that demands a significant time and resource commitmThus, CEATM must
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carefully consider both what can learned from “best practicestass-lingual item development
as well as resource realities.

Another important issue is how to distinguish between an “adaptea’ and a “new”
item altogether. For example, would breaking the Russian sentengagetion items into
smaller sentences constitute appropriate adaptation or thsereacompletely different items
with different meaning and difficulty levels? If new itenre atilized, replacing one item type
with another does not absolve CEATM of the need to employ itemmoéisaim, meaning and
difficulty if they intend to make comparative inferences acgresps. Testing practitioners and
policymakers in the KR should be sensitive to this challenge and cioludiner research, invest
in training of reviewers, and experiment with different testittypes to the greatest extent
possible. The above findings in regard to the challenge of sentemapletion items are also
relevant for test developers in neighboring countries that alsoogestindardized tests in the
Russian and other Turkic (agglutinative) languages such as Uzbek and Kazakh.

Statistical DIF and the NST Verbal Items

Not all multi-lingual countries provide opportunities for educatiorouggh multiple
language media or cross-lingual testing in high stakes isiigat In many Asian countries,
pupils and students are schooled in and sit for examinations in #®dnd language.
Hambleton and Kanjee (1998)gue thabne of the main benefits of cross-lingual testing is the
elimination of bias that potentially exists when students musbrsexaminations in a language
that is not their native tongue. In multi-lingual societies tloeesf cross-lingual testing is
potentially a good policy option for a variety of uses if infereraesross-lingual tests can be

validated.
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The identification of only 4 of the 38 total items as practicat bh the NST items is a
relatively low number for a cross-lingual assessment: Gituglies with the same approximate
number of items have revealed that up to half the items ap tifigged as DIF (Chapter 3).
This is a positive result for both CEATM and higher education admispalityy makers in the
KR. While the analyses included only a portion of the total numbNSaT items, policy makers
and stakeholders concerned about the feasibility of employing angssll testing in HEI
scholarship selection now have empirical evidence that supports #renicdé that CEATM
administers a test with a very high number (proportionally) of eqenvalems. The low number
of practical DIF items indicates that CEATM has done aamasly good job utilizing the
available linguistic and cultural resources and suggests flieatbitlinguals employed are
reasonably effective at developing equivalent cross-lingual tess.itelf the test center can
incorporate statistical methods to assist with DIF deteciioth improve the item adaptation
process, it can feasibly further improve the reliability of H&T and enhance the validity of
selection inferences based on the NST.

The overall low number of practical DIF items, the modest cdmelabetween
substantive review and statistical DIF (in terms of differdegels and chi-squared values), and
the relative ease with which evaluators identified some caifdel- are all reasons for cautious
optimism. The overall low number of DIF items is perhaps bestimqu by the nature of the
NST as awithin country cross-lingual test. The large number of bi-lingual and bi-cultural
scholars, teachers and adapters, readily available to the tdést ceeans that the cultural
distance between groups is relatively small: Differencesooling, curricula, instruction, and
other intervening cultural and linguistic variables that can imp#étlevels across groups can

“be known” quite easily in the KR (Ercikan, 2002).
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Yet, despite low levels of statistical DIF, the resultshid study for the item evaluators
are not straightforward. In the previous section | noted that digpwsi characteristics of the
Kyrgyz language, and evaluator inexperience all plausibly d¢tepaevaluators’ inaccurate
prediction of DIF direction. If the original item developers foe NST 2010 come from the
same general population of item reviewers employed in this stutgrms of experience and
training - and CEATM believed that they did - one might expebdi accuracy, at least some
element of “randomness” to their predictions of DIF direction oljeradt the one-sided
estimations - “favors Russian” - across almost all thestém The paradox seems to be that
while the cultural intimacy of theithin countrystudy in some ways makes cross-lingual testing
more feasible than in broader cross-nation comparisons, theresappéa an added dimension
of sensitive language politics (and subjectivity) when the rekg¢auches on sensitive questions
such as “who benefits from item differences?” While this m@san anticipated result of this
study, it was not too surprising considering the context of the 9By and the history of
Russian and Kyrgyz language politics in the KR.

Cautions to Statistical DIF Interpretation

The logistic regression method proposed by Swaminathan and Ra§6® with the
effect size measure proposed by Jodoin and Gierl (2001) yieldedacléanterpretable results.
As the purpose of this study was not to evaluate the accuracyi@is/atatistical DIF detection
methods, the actual number of DIF items detected by the ogegfression method was not of

primary importance. However, there are some important quaidits to the interpretation of

"I Recall that many of these evaluators did have experience \gonkin CEATM on NST test
adaptation in previous years (see chapter four for a breakdowwfetgsional background and
experience in testing).
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the statistical findings related to important contextual factbeg could impact statistical
outcomes. In the next section | elaborate on these qualifications in detail.

First, statistical methods in DIF studies are not 100% accuratdetecting DIF
(Hambleton, 1995). The logistic regression (LR) method - while cabfmto other DIF
detection methods in accuracy - has had power rates of between 70-8@perimental studies
with various combinations of ability levels, item types, itemrabgristics and sample sizes
(Jodoin & Gierl, 2001). Thus, in any given study relying on the LRhotktit is feasible that
some DIF items could remain unidentified, though a large sampldilsazihe one employed in
this study should lead to a relatively high success rate.

There are other factors however, that could threaten the accurathe Mdtatistical
estimations. The lower reliability of the Kyrgyz NST iterand the large difference in ability
distributions between the Russian and Kyrgyz populations could introdatstical error
(Narayanan & Swaminathan, 1996). Differences in item chardatsrisould also pose a
challenge to accurate estimation. Hambleton et al.’s (1993y stdécated that items with
lower discrimination were associated with items likely ® rhissed in some DIF detection
methods. They also found that very difficult items were moreyliteebe missed, regardless of
ability level. The researchers indicated that this is edpet¢rae for DIF studies in which
comparison groups have dissimilar ability distributions. Upon requ&AT®l provided the
test item characteristics for the 2010 items. The averagendiisation value for the Russian
items was .45, while for the Kyrgyz items it was .32. The @eedifficulty level for Russian
items was .54 while for the Kyrgyz items it was .33.

Another important issue is knowledge of the Russian language on ithefpsome

Kyrgyz language examinees. Variation in the Kyrgyz populatiderms of how much Russian
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they know could be influencing statistical results in hidden, unpeddectways. Recall that
evaluators noted on several occasions that they were only abtdvéo some Kyrgyz items

because they knew Russian or had the Russian item available (IA21).GAhey also noted

that Kyrgyz examinees with Russian knowledge might be advantajad.raises perhaps one
of the more viable threats to DIF studies in the KR in gend@akpite the fact that schooling is
not bi-lingual by design, as shown in Chapter 2, bi-lingualism is common in Kstegyz

Knowledge of Russian can be acquired through study as a secgnddanat school or
through the news media, social or cultural engagement with &usgieakers in everyday
activities. In 1989, 83% of all urban Kyrgyz, 23% of the urban population, egptiuency in
Russian (Fierman, 1991). Among ethnic Kyrgyz who are schooled in the Kargyazage, there
is tremendous diversity in terms of Russian knowledge. It is pedsilile educated in a Kyrgyz
language school but also live in a community where Russiandslyvspoken. Northern Chui
Valley communities like Sokuluk, Kant, Tokmok, Kemin and Kara-Baltaeasas many towns
in the Issyk-KulOblast have large numbers of both Russian and Kyrgyz speakers (Census,
2010).

Knowledge of Russian might favorably impact some Kyrgyz agg examinees as they
struggle to decode incoherent Kyrgyz items that were initd@leloped in the Russian language
(Ackerman, 1992). Recall that at times item evaluators \aerémes able to identify the
“Russian thinking” behind some items - some examinees might béab the same. Another
way of conceptualizing the problem is to consider the difficultgeffning the “typical Kyrgyz
language examinee.” When evaluators offered, “Kyrgyz kids wandtv this...”, perhaps they
were envisioning mono-linguals in the farthest outlying regioneetountry; those with almost

no exposure to the Russian language or the “Russianisms” in tggzkgnguage used by many
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urbanites. However, there are other “typical Kyrgyz exansihéeat do have at least some
knowledge of Russian, if not very good functional command (Korth, 2005). Thu&nikiag”

of the constitution of the Kyrgyz language sample in terms of lbackg knowledge means that
the overall statistical outcomes could be hiding some of themgelct of particular item issues
for certain subgroups of the Kyrgyz population. Higher statisii¢&llevels might be evident if
all subjects in the study knew one and only one language. This kingbofhlesis could be
tested with additional research if reliable data on knowleddgRussian as a second language
could be attained.

In order to probe for how background Russian knowledge might have imphet&dF
statistics, | conducted one additional statistical analysiecase student test identification
numbers were tied to their region of registration, it was postldetermine from which region
each examinee came from. | conducted an additional DIF amdlysbreaking the Kyrgyz
sample into two groups of about 750 examinees each, Kyrgyz 1 and K3rrglyzone group |
put all of the Bishkek (capital city) examinees and in the pthmarily rural examinees. In
essence, | used residence as a proxy for language knowledge unassuimption that Kyrgyz
language examinees from Bishkek would be more likely to have Russian Iarkgnmr(zjedge7.2

In theory, all 38 items should have shown “no statistical DIF” wheatyaed as groups
Kyrgyz 1 and Kyrgyz 2. The results however, were interesfihgty-three of the thirty-eight
items were indeed “no statistical DIF” (full statistiossAppendix V). Four of these items were
just barely significant at the .05 level, test statistic 3.8&4n 5, chi-square value of 3.92 (sig.,

.048), effect size .003; item 3, chi-square value of 4.98 (sig., .026), itfeci004; item 18, chi-

& Though it is not possible to know which kids who sat for the NST Hiaigelanguage
background, Census (2010) data support the contention that Kyrgyz urlzmaitesre likely to
know Russian as a second language than Kyrgyz rural residents in general.
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square 5.03 (sig., .025), effect size .003; and item 30, chi-square 5.720%1, effect size
.005. Item 21 however, the one Kyrgyz item that was unanimouslyegeatedly claimed to
have been created “by Russian thinkers” had the highest levegbgible DIF from all thirty-
eight items. The chi-square difference value for this e 12.68 (sig., .000), effect size .010.
This analysis was of course only an investigative probe. In dodéurther investigate the
possible impact of Russian knowledge on Kyrgyz item responses, egpainstudies with
more accurate data on language background of the participants needs to be conducted.

Finally, while Jodoin and Gierl (2001) and Zheng, Gierl, and Cui (2004) have eritypirica
analyzed the r-squared delta effect size measure employtad istudy in both experimental
studies and with actual assessment data, it has not been wistety?%e In light of both the
potential threats to statistical estimation highlighted above, and theeblatntested state of the
effect size measure, the statistical outcomes in this shed to be viewed somewhat
cautiously. | recommend a more conservative interpretation tkabaledges that some items
not identified as practical DIF by the LR method might nonetheless bespratit.

Recall that the positive rank order correlation indicates thgtigible DIF items with
higher chi-square values were more closely associated with hégladwator marks than the
lower value chi-square items. Further, substantive data collfordevaluators indicates that
several “borderline” negligible DIF items might be problemati©one purpose of relying on
substantive evaluations (despite their modest reliability) is doighe additional confirmatory
evidence of differences between items in the studied pairs| (&Gied., 1999). Four of the

negligible DIF items had effect size values above the medidratithe same time received five

"3 In these two studies the r-squared delta effect size measuetates highly with two other
commonly accepted effect size measures used for the SIBEB8TMantel-Haenzsel DIF
detection methods.
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or more marks as likely DIF from the evaluators (i.e. theyewaredicted as DIF by the
evaluators).

Recall also that the initial cut-score for evaluator DIF ptanh was four votes for DIF.
However, this scale was developed with the assumption that thes Joome ten evaluators
would be utilized. After dropping two evaluators, | nonetheless maidtaimeefour mark cut-
score because that was the original scale. However, one cqukltaat three marks from eight
evaluators for DIF is also a reasonably strong vote for DIF.théyrseveral items receiving
three marks for DIF also had negligible DIF well above the aredifect size value. With this
in mind, | recommend that CEATM consider several other itemsthearactical DIF cut-off as
potentially problematic.

Table 6-1 below presents additional items for CEATM to considee cfTiteria for their
inclusion was that each item had a score of three or mofaagwamarks for DIF and the
negligible DIF value for each item was over the over the medhéue of .009. In addition,
there were four other negligible DIF items with very higheefffsize values that received
minimal marks from evaluators that are not in table 6-1 below.sélltems are item 22 (.013
effect size, rank order 27), item 26 (effect size .019, rank @&eritem 28 (effect size, .029,
rank order 34), and item 16 (.031, rank order 31). These four ¢euld also be considered
“borderline” DIF items worthy of investigation. Six of thesdd@ional twelve items are

sentence completion items, the only item type in which the evaduaimguracy in prediction of

DIF direction was better than randgﬁm

“ emphasize that | am not trying to “find practical DIF” wéa@ doesn’t exist. | do believe that
the reliance on bilingual test adapters could make within countrys-tnggial DIF levels lower
than typically seen on across country studies like PISA and TI®Spite their greater
methodological sophistication). CEATM does have item review procedurgksce and their
specialists make great efforts to produce quality test itemwekter, the sum of the accumulated
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Table 6-1: Items Above Median Effect Size with Three or More DIF Mrks

Evaluators’

ltem Marks xz Difference xz Rank Order Effect Size
10 XXX 15.510 19 .009
38 XXX 20.210 23 011
5 XXX 22.576 25 .015
25 XXXXX 23.006 26 .016
23 XXX 38.703 23 .019
21 XXXXXX 42.413 30 .024
33 XXXXX 43.427 32 .027
11 XXXXX 49.326 33 .028

Of course the identification of additional “borderline DIF” iterassomewhat arbitrary,
especially in terms of where to draw the line. For exantipdetest center might want to also re-
examine item 15 that received many marks from evaluators bluamaffect size value lower
than the items noted above. In general, the best way to furthénegesccuracy of the statistical
estimations in this study would be employ multiple methods of dgffection on the items and
then compare the results across methods (Rogers, 1989; Hambleton, d@46; & Gierl,
2001).

Recommendations for Improving Studies of Substantive Methods

In this last section | provide recommendations for future substabtiFeprediction
studies based on lessons learned from the administration of the iewaluabrics.
Understanding the limitations of the data collection process heib to put the results in
perspective. The first issue is related to the qualithefdata collection tools themselves. The

original item analysis rubric contained an element of unnecessanplexity. | developed a

evidence, including the threats to accurate measurement noted abdimatei that the
underestimation of practical DIF in this study is possible.
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coding scheme that asked each evaluator to code “the nature offfégrende/issue” as
definitively as possible (section 2.2 of the rubrics). In general,athmiori categories of

potential item adaptation problems were useful as a guide to hdlp&wa think about the
items. However, asking them to “over think” in this area proved counteuptive. After

conducting a pre-test, it was apparent that the coding categeressomewhat problematic.
Though the issue was addressed before administering the rubigsyotrth highlighting so

future researchers can avoid adding unnecessary complexity to theioliiattion tools.

The first problem was that the descriptive typologies in 2.2 weralm@tys mutually
exclusive or easy to disentangle. The result was that duringrekest the evaluator lost time
trying to distinguish between adaptation issues and translatisesigsghen she could have been
describing a problem with a specific test item in greatéildeSecond, the purpose of having
the substantive review with ten members was to collect a broatrigpeof opinions as to the
nature of the problems with the item pairs. As individuals, the eoatugee only their own
work in isolation. It is the researcher who should collect atelgorize their work and present it
in summative format, drawing on the opinions and conclusions of alvuators. The larger
purpose of the individual evaluations was not to determine how consiseaty evaluator
precisely defined each problem, but rather to get a basic undenstaidivhat the differences
were between the language versions. In other words, it isonoiush the individual's marks
that matter as much as the totality of the collective whekech better represents their
professional guidance.

The utility of the data from section 2.5, suggestions for improvingtéme pairs, was
also questionable for a limited study like this one. While istarg, it demanded that the

evaluators take significant time away from item analysis aadrii¢ion and devote that precious
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time to what in essence became “item writing.” Perhaps auene constraints, this was not
filled in diligently in most cases anyway. It seemed redundargvaluators often “corrected”
the item when they wrote their descriptive comments undeogse2t8. Many of the comments
in this section amounted to not much more than “next time, do a babtevijh translation.”
Overall however, as can be seen from the data in Appendix W, considdedalwas collected
from the individual analyses from sections 2.1, 2.3 and 2.4, as whak ggdup analyses. In the
future | would recommend that evaluation protocols require each evataataty (1) assign a
mark as to the level of difference (section 2.1), (2) describe tieeetices in detail (section 2.3),
and (3) predict which group was advantaged (section 2.4).

Finally, the statistical analyses of inter-rater religbibnd the rank order correlation
were both calculated with data taken from the individual analydest i, the initial marks
evaluators made on their individual item rubrics. While not a afitiastake, the problem was
that the benefits of the group analysis were not reflectedanofwhe key data analyses in the
study. Evaluators did not have the opportunity to revise theimatignarks after learning more
about the items through the group analysis (though the discussion prensgitiect some newly
generated hypotheses). The failure to do this was related to time andedsoiiations.

If | assume that the group analysis actually assisted in demera more accurate
understanding of the items - and | believe it did - it is posdibat (1) inter-rater reliability
would have been higher, (2) the rank order correlation between thdictpmes and the chi-
squared values would have been higher, and (3) perhaps their estimatwimshofyroup was
favored would have been more accurate. Anecdotally, | am confiderihéhatarks of several
individual analyses do not reflect the evaluators’ post-discussaatictions of DIF for moderate

and high DIF items 13 and 19, neither of which had been predicted dsylife majority of
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evaluators initially7.5 Evaluators predicted DIF for item 3 but not for item 32 — neither befor
group discussion, nor after.

This recommendation assumes of course that the impact of the grdygisanauld be
to improve the accuracy of their estimations. It is theor&figaissible that as a group, the
accuracy of their estimations could get worse rather than ladteergroup analysis. After all,
there were persuasive personalities in the evaluator group whonotralways personally
correct in their predictions of how differences would impact [@Nels. So, peer pressure can
certainly push group results in different directions. Nonetheledsiure studies | recommend
adding the additional step of evaluators individually rescoring eaoh (section 2.1) after the
group analysis has been carried out. In general, in order to conduoteainformed DIF
prediction study, | would recommend twice the time that was aldctor this study as 10.5
hours was not enough.
Challenges to Collecting and Interpreting Data from the Substantive/Rw

Evaluation of cross-lingual test items as an individual processflisenced by the
knowledge, experience, skills and dispositions of individual evaluatoesn dwaluation as a
collective process is influenced by the above factors plusatial sdynamics of setting and
context. Time and resource constraints also limited the amounsafsgion that occurred for
every test item. Group analysis was complicated by theHatunlike in individual interviews,
not all side-bar conversations, comments, and issues could be fullyszthptSometimes, many

participants talked at the same time. The item discussion g¥oeéile recorded, was a

®Ina private conversation with one evaluator, | learned that the redgotihese two items (13,
19) received so few marks initially was because evaluators cowddsiver the items with
confidence themselves. Thus, paradoxically, low marks (or “absence” of marka)so indicate
item trouble when evaluators struggle to make sense of thaitdrdon’t know how to respond!
More evidence for why it is imperative to rescore after group analysis
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vociferous and at times, a muddled affair. However, | contend thaathee of this study - and
its focus on language - is enhanced, not limited by the inevitabgmotiation” that accompanied
data collection. In matters of language, the collective veen if contested by some, is more
accurate than the unopposed view of one, on average, most of the time (Hambleton, 2005).

Selecting what item data to highlight from both the individual rukare$ group analyses
was an interpretive process. The researcher alwaysno#gedata collation by selecting what
data to present or not present, by proposing what is representatorepative, relevant or
irrelevant, and in general by making claims as to what igshyasf attention. Capturing and
faithfully representing the tone, focus, agreement and disagrdgein conversations about test
items was challenging: When an evaluator highlighted a certaure ithat came up during
discussion, how does the reader know the extent to which the resé grdup concurred,
disagreed, or was divided on that issue? This challenge was dhdrethh the interpretation of
the individual analyses as well as the group discussion. In partcdding system on the
individual rubrics was there to “empiricize” the process to tteatgst degree possible; it sets
boundaries to interpretation and serves as the voice of partictpassdame extent. Nonetheless,
the subjective stance of the researcher inevitably came into iplage presentation and
interpretation of the raw data.

Much DIF research is also complicated by the fact that theesisbjhemselves (item
evaluators) are also highly subjective respondents with their cagediand proclivities. While
their may be “strength in numbers” when ascribing validitgleoms and hypotheses, in DIF
studies, the majority view can also be the wrong view: reteng “what was correct” turned
out to be a highly contested endeavor. What for some were highly padldet®ms, for others,

were not. In the results chapter | tried to faithfully distinlglbstween opinions that seemed to
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be representative from those that might be outliers. When genegal have tried to note
exceptions, limitations, or any problems that might have challemggdnterpretations and
inferences.

Interpretation of data from the group analysis was especially chialiengt that point in
the study, | moved from the role of data collector to that of paint as the discussion
facilitator. | took on the roles that facilitation typicallgquires: Time keeper, task manager,
referee, in addition to observer and recorder of the proceedMgdacilitation of the process
inevitably impacted the data collection process and hence thésdtahrough my choices of
what merited discussion and how much time to allow per iténithout such facilitation
however, the collection of this kind of data is not possible. In semes, the “outsider” is
perhaps in a good position to serve as a facilitator participanh Wiee stakes to evaluator
participants are connected intimately to language and idem§yan American whose native
language is English, not Russian or Kyrgyz, | was able totaiaisome distance from sensitive
guestions in the data collection process.

Finally, what was perhaps most attractive to collect andrreyms data from items that
elicited much conversation, items that were heavily critiqued, predeontradictions, or items
that seemed to represent a systemic problem, issue, ornggalleSome items elicited few
written comments and little discussion. While it was also itapdrto understand why these
items did not elicit commentary - or perhaps understamglthey worked for the most part, the
focus centered owhat didn’t work
Conclusion

Of paramount importance in the cross-lingual test adaptation prisabgsproven ability

of test developers to successfully adapt test items acrmogaages in meaningful ways. In
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situations where sophisticated statistical DIF detection mettedsot utilized, the accuracy of
item adapters and reviewers in discerning differences betivegs is especially important. In
some ways, the results of this study are ambiguous. Evaluatarks were positively
correlated with statistical DIF outcomes in terms of whiemitpairs had differences that made
them problematic. At the same, based on evaluators’ inaccir&sgimating which group was
favored by group differences, it is difficult to discern withtamty just how well they actually
understood the differences in item pairs.

An interesting finding of the study was the consistency with whlthut two of their
predictions were for item differences to favor the Russian grdigohas been pointed out, the
evaluators focused on Kyrgyz language items but generategbothieses for causes of DIF that
favored the Kyrgyz groupThus, in a sense, the prediction of DIF direction was not random at
all, but could be perhaps more accurately characterized assited” | offered three
explanations for this result. First, many Kyrgyz languageds are highly contested; therefore,
it is natural that much attention would be paid to these itemscorfd, evaluators had no
experience with DIF studies and the complex task of disentanglifgausality. Third, social
and historical contextual factors likely shaped the evaluathspositions to the extent that it
was almost taken for granted that “of course the Russianaaweell.” As | argued above, |
believe that two out of three of these issues, experience anditisEyscan be addressed by
employing statistical methods in further studies. My recomaigod that additional items
(beyond the four identified as DIF) be carefully reconsideredsedan the uncertainty of the
statistical estimation in the context of large differencealitity distribution, relatively lower
Kyrgyz test reliability and the possibility of the nuisancedaof language knowledge on the

part of some Kyrgyz language examinees.
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From the perspective of the test center, three of the four itethgpractical DIF can be
addressed because they appear to be related to overt adaptation issuesr, iH@mgvaroblems
with the Kyrgyz language items would be out of their control, e¥esoine of these issues
caused DIF (though most did not). The privileged status of tlssi& language, the lack of a
“standardized” Kyrgyz language, the lack of investment of resedarets study in general (or
poor use of those resources), frame the contextual setting faletedbpment and Kyrgyz item
quality in the republic. Everyday uses of hybrid Kyrgyz, dialea aegional differences in
vocabulary and knowledge of loan words are all socio-linguistieessshat can not be easily
controlled by political volition’® These phenomena are the product history, culture, and
demographics. The unique geography of Kyrgyzstan with its mountamensarisolated
communities, and variation in the extent of engagement with othgmdge groups has resulted
in the evolution of many unique language system(s) which will continue tenpresallenges for
those developing cross-lingual testing, whatever the resources allocated.

Nonetheless, in addition to the actionable findings in regard to theDtifeikems noted
above, there were findings in regard to specific Russian to Kyaggptation issues that are
within the power of the testing center to control. Both substantiskiaions and relatively
high effect size values on most sentence completion items supportotioe that syntax
differences between the two languages make sentence tompiems somewhat problematic
to adapt from Russian into Kyrgyz. At a minimum, the center shexdtliate these items more
closely. Or, perhaps reconsider need to keep this item type dSthe This finding answers

the question raised at the outset about whether or not DIF issaiesi gl the specific languages

| am not arguing that Kyrgyz “needs to become standardized,talher emphasizing that
contested languages poses challenges to standardized testindar8ization always has
winners and losers. For an interesting discussion on the “ideologgnofesdization” see Milroy
(2001).
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under study could be identified. It would appear that while géneis difficult for many
items and item types, for at least for one set of ithasanswer is yes. At the same time, the
fact that the reading comprehension items appeared to be thprigasmatic of the item types
supports the idea that there are some “general challengag&ntoadaptation, regardless of
languages employed (Agnoff & Cook, 1988).

While clearly not infallible, if used properly, statistical tmeds can highlight
inefficiencies, shed light on misconceptions and false belietaitaDIF and item bias, and
demonstrate the strengths and weaknesses of a given testiggrprin regard to their
development of instruments and specific item types. Specificdhyistical approaches can be
employed to demonstrate that item response is complex antethdtaws will not always favor
the Russian group. In general, statistical and substantive anahgsbsth needed to confirm
hypotheses generated about the quality and nuances of cross-lieguatetn adaptation
(Hambleton, 2005).

There is now empirical evidence that DIF studies can be usedetuifyd specific
challenges in cross-lingual test item adaptation from Russian imgyKin the KR. In regard to
the quantity of DIF, the results are heartening: The low numbpraatically significant DIF
items indicates that cross-lingual adaptation in Kyrgyzstdeasible. Data from such studies
such as this one can be used to improve the NST. To my knowledige,temhe of this study,
there have been no DIF studies conducted on cross-lingual tests of #rmg former Soviet
Republics. Therefore, the results of this study will be of spadierest to researchers not only
in the Kyrgyz Republic but in other countries where Russian and Tlakguage(s) are the

primary languages of instruction and assessment.
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APPENDIX A: SCHOOLS BY LANGUAGE(S) OF INSTRUCTION IN THEK R

Table A-1: Schools by Language(s) of Instruction in the KR

Buildings with medium No. Schools % Schools % Students
Kyrgyz 1261 66.0 54.9
Russian 221 11.6 13.1
Uzbek 151 7.9 8.8
Kyrgyz/Russian 234 12.2 19.9

Kyrgyz/Uzbek 31 1.6 1.8
Russian/Uzbek 8 0.4 0.9
Kyrgyz/Russian/Uzbek 5 0.3 0.5
Total: 1911 100.0 100.0

Ministry of Education Data (2003).
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APPENDIX B: STUDENTS (%) IN MAIN LANGUAGE TRACKS BY OBLAST

Table A-2: Students (%) in Main Language Tracks byOblast

Kyrgyz Russian Uzbek Tajik
Republic 63.3 22.7 134 .30
Northern Oblasts
Bishkek 34.8 65.2 - -
Chui 39.9 60.0 14 -
Talas 88.2 11.8 - -
Issyk-Kul 72.7 27.3 - -
Naryn 88.2 11.8 - -
Southern Oblasts
Batken 74.5 7.2 15.2 3.1
Djalal-Abad 71.4 8.4 20.2 -
Osh 63.8 7.4 28.7 .06

Year 2000Herczynski (2003)
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APPENDIX C: NST PARTICIPATION RATES IN THE KR

Table A-3: NST Participation Rates byOblast& Language

2009 2010 2009 2010 2009 2010 2009 2010
Region N N Kyrgyz  Kyrgyz Russian Russian  Uzbek Uzbek
All Republic 33,579 30,264 63% 60% 33% 36% 04% 03%
Bishkek (capital) 6,526 6,427 28% 25% 71% 75% (n=14) (n=2)
Chui (northern) 4,405 3,848 41% 39% 59% 61% (n=1) (n=1)
Issyk-Kul (northeastern) 3,881 3,561 69% 66% 31% 34% (n=2) 00%
Naryn (south central) 2,703 2,481 78% 81% 22% 19% 00% 00%
Talas (western) 1,724 1,533 80% 80% 20% 20% 00% 00%
Djalal-Abad (southern) 4,903 4,203 79% 78% 15% 17% 06% 05%
Osh City (southern) 1,398 1,186 49% 45% 40% 43% 10% 12%
Osh (southern) 5,011 4,534 84% 82% 07% 08% 09% 10%
Batken (southwestern) 3,028 2,491 80% 81% 11% 11% 09% 08%

2009 Annual NST Report, 2010 Annual NST Report, (www.testing.kg)

187



APPENDIX D: DEMOGRAPHICS AND TEST SCORES (2010)

Table A-4: Demographics and Test Scores

% Poor* % Higher Ed** Avg. NST Scores*** % NST Russian***
All Republic 56.2 12% 113.5 36%

Bishkek (capital) 6.0 26% 1354 75%

Osh City (southern) n/a 17% 120.1 43%
Issyk-Kul (northeastern) 30.6 13% 111.1 34%
Chui (northern) 26.6 11% 116.5 61%

Naryn (south central) 90.5 11% 104.2 19%
Talas (western) 67.0 10% 103.9 20%
Djalal-Abad (southern) 73.0 8% 106.2 17%
Osh (southern) 65.7 7% 100.3 11%
Batken (southwestern) 65.7 7% 103.5 08%

Herczynski (2003)* Census (2009)** CEATI 2010)***
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APPENDIX E: DEMOGRAPHICS OF SCHOLARSHIP WINNERS

Table A-5: NST Winners by LanguageQOblast(2010)

Kyrgyz Russian Uzbek
NST 2010 Part. Win Avg. Part.  Win Avg. Part.  Win Avg.
% % % % % %
Region
All Republic 60% 66% 1256 36% 33% 1539 03% 01%  130.2
Bishkek (capital) 25% 22% 1340 75% 78% 164.7 (n=2) 00% -
Chui (northern) 39% 34% 1253 61% 66%  150.2 (n=1) 00% -
Issyk-Kul (northeastern) 66% 60% 1274 34% 40% 148.9  00% 00% -

Naryn (south central) 81% 82% 1234 19% 18%  136.4 00% 00% -

Talas (western) 80% 76% 1247  20% 24% 1471  00% 00% -

Djalal- Abad (southern) 78% 85% 1225 17% 12%  142.1 05% 03%  132.6
Osh City (southern) 45% 52%  126.8 43% 45%  158.1 12% 03%  152.8
Osh (southern) 82% 93% 1259 08% 03% 133.0 10% 03%  134.8
Batken (southwestern) 81% 89% 128.9 11% 05% 146.0 08% 06% 117.5

Data constructed from CEATR2010)

189



APPENDIX F: SELECTIVITY OF HEIs IN THE KR

Table A-6: Average NST Scores of Scholarship Winners

Institution 2009 2010
Location Average Scholarships Average Scholarships

Kyrgyz-Turkish Manas University Bishkek 185.0 105 182.1 99
Kyrgyz-Russian Slavonic University Bishkek 184.6 150 182.2 113
Kyrgyz State Medical Academy Bishkek 176.2 199 177.7 217
International University Bishkek - - - - 173.6 30
Kyrgyz Economic University Bishkek 172.2 85 165.7 37
Kyrgyz State Technical University Bishkek 158.5 526 145.6 574
Kyrgyz National University Bishkek 143.9 474 143.2 436
Osh State University Osh 143.1 473 135.8 431
Bishkek Humanities University Bishkek 141.8 200 140.4 173
Building and Transport University Bishkek 138.8 281 133.5 254
Issyk-Kul State University Kara-Kol 131.3 196 133.6 147
Osh Technical University Osh 130.3 285 118.5 277
Arabeava Pedagogical University Bishkek 129.4 406 125.0 379
Institute of Mountain Technology Bishkek -- -- 124.8 8
Kyrgyz-Uzbek University Osh 127.8 245 -- --
Kyrgyz Agricultural University Bishkek 126.6 186 120.9 255
Djalal-Abad State University Djalal-Abad 126.4 344 120.2 343
Batken State University Batken 122.6 165 122.7 160
Academy of Internal Affairs Bishkek 121.7 230 107.1 230
Talas State University Talas 121.2 84 116.4 60
Naryn State University Naryn 117.0 145 115.4 150
Military Institute Bishkek 104.1 150 107.1 99

All: 139.6 4,929 134.9 4,472




APPENDIX G: COMPLETING THE ITEM ANALYSIS RUBRICS

Review Glossary of Key Terms/Training

Rubric 1.a: Analyze All Item Pairs

=

“Identical” =0

(STOP)

v

Rubric 1.b: Code Difference

Identical
Content Difference
Format Difference
Cultural/Linguistic Difference

2.2: Nature of Difference

!

=

2.1: Level of Difference

“Somewhat similar” =1
“Somewhat different” =

“Different” =3

Content (translation,
adaptation, other)

presentation, other)

Format (adaptation, Cultural/Linguistic ( meaning
differences, contextual difference,

linguistic, other)

!

2.3: Description of Differences

2.4: DIF direction (who is advantaged)

2.5: Suggestions for Improving Item

191




APPENDIX H: GLOSSARY OF KEY RUBRIC TERMS
English Version

Differences between two language versions of the test imspotentially invalidate the
inferences based on test results. It is generally understoodiffiea¢nt meansnot the same
Differences can be caused by variation in wording due to translati@aaptation mistakes,
content differences, format or item presentation differencabeoway that different cultural
groups interpret the test items. In the context of this stuwyetare four key aspects of
difference that merit attention — differences in the meaninigdividual words, differences in
overall item meaning, differences in relative difficulty andedé#nces in cultural interpretation
of the two versions of the item. Ultimatelguivalenceof items is achieved when the item in
both language versions has the same content, meaning, same reffitviéydevel, and can be
interpreted similarly in the different linguistic and cultural groups.

Relative Difficulty

Individual words as well as phrases, concepts and idedsawarsimilar overall meaning in both
versions but still be problematic for one group of examinees. i$hmcause certain topics or
concepts can differ in their conceptual difficulty in the two grouss.obvious example is when
one language has five synonyms for the same word while the latiggrage has two. In the
language that has five words, two of them might be rarely wdilime example in literary or
other scholarly circles. Thus, tikemmonalityof their use may be as important as their actual
meaning in terms of how differences in item difficulty martifdé®mselves in different groups.
While the use of such pairs of words may technically be cortieeir usage might pose the
problem of relative difficulty for one language group.

Another example of when linguistic adaptation appears correatemdins problematic is the
issue ofexplicitnessof words or ideas. For example, ideas that are conceptuallgmgialy in
one language might get adapted to a more literal or exple#nmg in the second language,
making them easier to understand for one group. Complex metapb@snaetimes adapted to
a more literal meaning in the target language which cahtledéhe target language examinees
having greater changes of success on an item.

Terms from the Rubric 1.b (Type of Difference)

No Difference

The two versions of the item are assessing the same thing saihe way, using equivalent
words, ideas, and content, as well as a similar format. Similaural meaning and equivalent
language is attained. You expect no differences in item perfoertanthe two groups on this
item.

Content Differences
Refers to the basic ideas, concepts, knowledge, skills, language, and wasdedhesezach item
(see prompts on the content rubric).

Format Differences
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Refers to the way content is formatted, spaced, edited, anchigesesually. Size of text, length
of material, punctuation, capitalization, gfgee prompts on the format rubric).

Cultural/Linguistic Differences

Meaning of items to both Russian and Kyrgyz examineesfiisreht, relevance to different

schooling contexts and cultures is different, lack of similaritglispositions of two groups, lack

of similarity of norms, psychological construct not present in godlps, lack of equivalence of
linguistic expression, lack of similarity of linguistic wtture and grammar which makes
equivalence challenging, differences in symbolism, metaphorieahing, level of explicitness

different,etc. (see prompts on rubric).

Terms from All Rubrics (2.1. Level of Differences)

Somewhat Similar

You note small differences between the two versions of thm et they are not very
significant. The kind of “daily” differences you see are thdsd in examinee might also be
quite familiar with and be able to negotiate with little or no difficulty.

Somewhat Different
These items appear to be different in more obvious and unambiguous \wayesvet, you are
not certain that these differences will impact item response patterns.

Different

These items clearly have differences in meaning, relahffieulty or cultural interpretation.
You are confident that these differences will impact the staglents answer these questions. In
other words, you are confident that these differences will impact itgganss patterns.

Terms from the Content Rubric (Section 2.2. Nature of Differences)

The incorrect translation of individual words, the addition or omisif a word can cause

differences in item meaning or content. This problem can som@etbe resolved relatively

easily by improvements in translation. The waranslation will be used in this study in a

narrow sense to refer wirect, one to one correspondencéwords and sentences. In many
instances, direct correspondence is needed to make words and ipesssexk by test items

equivalent. If a single word is mistranslated, overall mearamgchange or the item can make
no sense at all.

In many cases, however, two items translated correctlyd(\a word) can result in different
overall meaning. For example if literal translation was wskdn the actual properties of the
two languages require a more nuanced adaptation to retain siméainge So, the lack of
direct correspondence of words is not necessarily always pratiteenin recognition of the
above, test developers often prefer to speak of test oratlptation rather than translation
(Hambleton, 2005) Adaptation acknowledges that direct, literal, translation is aftépossible
(nor desired) across disparate languages if we seek to maimeapverall similarity in meaning
of two test items. A sentence or text can have little diteéetal correspondence to the same
material in another language, yet maintain the same overall mgeafior this rubric, the term
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adaptation is utilized to denote the process of conveying siouknall meaning, regardless of
how individual words may or may not correspond.

Terms from Cultural/Linguistic Rubric (Section 2.2. Nature of Differences)

Meaning Differences

Under the meaning differences for the cultural category, | neéérto meaning differences
caused by translation mistakes, but meaning differences thdit magur even when the
translation/adaptation is accurate. In regard to comparison ofaRumsd Kyrgyz examinees,
consider the word “family.” The definition of family is cultusalinformed and can very
different meanings in different cultural groups (wider understandor more narrow
understanding). Other words/concepts such as “independence, freedom, loes, wesdpect,
etc.” are all strongly influenced by cultural norms and values.

Context Differences

Contextual differences can impact response when examinees ffaventlievels of exposure to
ideas, knowledge or situations due to demographic or social déesem Kyrgyzstan, Russian
speaking examinees are (on average) concentrated in urban areEa&yvbyz speakers (on
average) are concentrated in rural areas. Urban examingbs maive less knowledge about
horsemanship or animal husbandry and the vocabulary, knowledge and ndrare tt@mmon
to rural youth. Geographic concepts and terminology about mountains risghadvantage
those who live in high mountain regions. Or, the opposite, urbanites mighbreefamiliar with
issues connected to the ways of life of urban dwellers. Success on an itemasdwulat depend
on exposure to similar curriculum and schooling practices that might varpby.gr

Cultural/Linguistic Differences

Cultural understandings may differ between the groups enough to makeetidethimeaning of
some items unclear, irrelevant, or have a different difficulrglléor one group. Due to cultural
understandings some words, concepts, or ideas might be moreafamibne group than the
other, even after controlling for residence. For example, a focuseotuttural heroes, myths,
legends might also be problematic across cultures. Like meaningoatextual differences,
cultural differences might not be apparent in the quality of kwioe/adaptation (which may be
accurate) but must be considered nonetheless.

The most obvious form of “linguistic difference” becomes evidenemwitems are poorly
translated or adapted. However, there are also may be inherergriis in the way languages
form, express and convey meaning that are irrelevant to theygolbtlaptation. For example,
an adaptation might be accurate but it might take many momswo express a concept in one
language than another. How (if at all) does this impact thedlif§i of an item? Some languages
might have more nuances of meaning due to having more verb tensesckglaighmeaning not
easily captured in another language. The way two languageessxor articulate ideas and
concepts could make meaning more “difficult to locate” in somguages than others. Some
languages might more efficiently convey meaning than othersomne ssituations. Some
languages might have many more words for richer variation ofaeuaf certain concepts. Word
order can also be important. Consider the example of the item bmtsiecn Russian and
Kyrgyz below. As bi-lingual speakers, consider the times thatcpnsciously or subconsciously
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prefer to use one of the languages you know more often than the otherebémalsnguage

allows a more precise or efficient expression of your intendehimg. Are there differences in
meaning and/or difficulty of the two paragraphs below? Are tt#fences related to inherent
language differences? Is the issue easily resolved?

“Kajkmoe 3ajaHHe COCTOMT M3 NATH Map cJoB. BeinejeHHasi KMPHBIM mpPUGTOM mapa
NMoKa3biBaeT o0pa3el] OTHOLIEHMH M MeXKIy IByMs ciaoBamu. Omnpenenure, Kakue
OTHOIIEHHSI CYIIEeCTBYKT MeKIYy CJIOBAMH B 3TOil mape, a 3aTeM BbIOepHTe B BapHAHTAX
O0TBeTA NMapa cJI0B ¢ TAKUMHU :Ke OTHomeHusiMu. [lopsiiok cJIoB B BLIOPAHHOM BaMH OTBeTe
JM0JI3KeH ObITh TAKMM ’Ke KaK U B o0pa3ue.”

“Ap Oup TanmbipMa 0ell Kyl CO310H TYPaT. Kapa TamMrajap MeHeH OeJITHJIeHTeH KYIl €03
KM CO3IYH OPTOCYHIArbl MAMHMJIEHUH YJTIYCYH KOPCOTYN TypaT. ajgerenje 0yJ sKyNnTarbl
CO3I0PAYH OPTOCYHIArbl MaMeJleHH aHeKTaHbI3 Ja, AaHAaH COHI  JKOONTYH
BAPUAHTTAPbIHBIH MUMHEH YIIYH/Aail MaMeJieJe TYPraH Kyl Co31y TaHAal aJbIHbI3.”
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APPENDIX I: ITEM RUBRICS 1.a& 1.b

Directions: Please read and answer both the Kyrgyz and Russian versiongesttitem below.

In the comments boxes to the right, make a brief note about howinvgthur estimation) these
two items are assessing the same thing in the same way. &pwrite notes directly on the
items. Consider the content, format and cultural/linguistic comp#yabiln the lower box,

please comment on the quality of the translation/adaptation. Makeéoefynotes as you will
return for a more in depth analysis of these items later.

ltem 1

Kyrgyz Version

Notes: Equivalent/ Different

Iltem here...

Russian Version

Notes: Translation/Adaptation

Iltem here...

196



Directions:

Please review the notes you took while answering the test items in 1.a. amtherdéscriptor that best characterizes each pair of

Iltem Rubric Summary 1.b

items. Please circle differences (I, Il, or Iy level of difference is apparent (small, medium, or large).

ltem 1:

ltem 2:

Item 3:

Item 4:

Item 5:

Item 6:

Etc.:

[tem 40:

0. No differences |.

0. No differences |.

0. No differences |.

0. No differences |.

0. No differences |.

0. No differences |.

etc...

0. No differences |.

Content Differences

Content Differences

Content Differences

Content Differences

Content Differences

Content Differences

Content Differences

Format Differences

. Format Differences

. Format Differences

. Format Differences

. Format Differences

. Format Differences

. Format Differences
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Cultural/Linquistic Differences

Cultural/Linquistic Differences

Cultural/Linquistic Differences

Cultural/Linquistic Differences

Cultural/Linquistic Differences

Cultural/Linquistic Differences

Cultural/Linquistic Differences




APPENDIX J: ITEM RUBRIC 2

Directions

Fill in item rubric 2 for each item not identified as “idenkican rubric 1.b (above). The
purpose of item rubric 2 is to collect data that will fadiétan understanding of the level and
nature of difference as well as the cause (source) of differfor each item. Please describe the
issue or problem you see with the item in as much detail as mos3il need not comment on
each prompt but please do your best to characterize the itemmplete and descriptive way.
We will review these items together during our group discussion.

The rubric is broken into three color coded categories. The wowgygories are: Content
differences (purple), Format differences (green), and Culturguistic differences (pink).
Match the color of the rubric that best fits the nature of therdifice you identified in 1.b and
fill it in. Note that these categories are not always mutuaiclusive. However, these three
categories provide a strong foundation from which to classify core item.i¥uesan also note
other reason for difference if necessary on any of these rubrics.

At the top of each rubric, you are provided a series of prompts — oblgosgplanations for
differences. These prompts are not meant to be exhaustive mxaan@les of issues that can
help you classify the nature of the differences. In section #egse score the item as
“somewhat similar”, “somewhat different” or “different” pdret guidance in the glossary of key
terms. Then, in 2.2, circle the most likely cause/source odiffierences. In section 2.3,
describe in as much detail as possible the problem of equivalende ifNgeaction 2.4, estimate
which group, if any, the item favors. Finally, in section 2.®9yvjgle an improved item if you

can, or a solution to the hypothesized problem with the item.

If you find it difficult to classify the problem or see prafie in more than one area, please
describe the nature of the problems on one of the rubrics under section 2.3.
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Purple Color Rubric 2: Content

[tem Number:

Consider the Equivalence of:

Skills or knowledge demanded; vocabulary, ideas, situations, topics; words, expgessntences and phrases; word omission @
word addition; grammar; the frequency of words, level of nuance, level of énxesisj literal vs. figurative meaning, the use of
metaphor, idiom, etc.

2.1. The_contenbf these
items is €ircle ong: Somewhat Similar (1) Somewhat Different (2) Different (3)

2.2. The difference is best
characterized as ¢ircle one: (a) Translation (b) Adaptation (c) Other

(individual word issues) (general meaning)

2.3. Describe the difference(s
in detail:

2.4. Advantage: If the item content is different, do you think that it favors one of the groups? Whicl{cmo&®
ong: Russiaror Kyrgyz

2.5. Improving Equivalence: | Can the equivalence problem(s) with this item be resolved? How?
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Green Color Rubric 2: Format

[tem Number

Consider the Equivalence of:

Overall item presentation, item length, clarity of directions, order of wordsdaad,inumber of words, punctuation, capitalizatiof
typeface, typographical errors, missing letters or words, editingereta formatting, etc.

2.1. The formatof these items

IS: Somewhat Similar (1) Somewhat Different (2) Different (3)
(circle one)
2.2. The problem is best .
characterized as: () Adaptation (b) Presentation (c) Other
(circle one)

2.3. Describe the difference(s
in detail:

2.4. Advantage: If the item format is different, do you think that it favors one of the groups? Whiéh@ree
ong Russiaror Kyrgyz

2.5. Improving Equivalence | Can the problem(s) with this item be resolved? How?

-
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Pink Color Rubric 2: Cultural/Linguistic

[tem Number

Consider the equivalence of:
Russian and Kyrgyz schooling context, curriculum in relation tostemportance or relevance to both cultures, similarity
dispositions, similarity of norms, psychological construct presehbih groups, equivalence of linguistic expression, similarity
linguistic structure and grammar, symbolism, metaphor meaningful in both grewglsefl explicitness similar, etc.

2.1. Cultural equivalence

between the two items is Somewhat Similar (1) Somewhat Different (2) Different (3)
(circle one):

2.2. The problem is best )

characterized as:(circle (a) Meaning (b) Contextual differences (c) Linguistic differences (d) Other

one) differences

2.3. Describe the

difference(s) in detail:

2.4. Advantage: If the items are not equivalent for cultural reasons, do you think that it favors onegobtips?

Which one? ¢ircle ong Russiaror Kyrgyz

2.5. Improving Can the problem(s) with this item be resolved? How?
Equivalence
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Homep 3apanus:

Onpocuuk 2: CoxepxaHue

PaCCMOTpﬂTe 3aJJaHUs HA IKBUBAJIEHTHOCTD 110 CJEAYIOIIMM BOIIPOCaM.

HaBbiku 1 3HaHU, CJIOBapHBIN 3arac, UeHu, CUTyallud, IPEIMET, CJI0Ba, BRIPAKECHUS, TIPETIOKEHUS, CIIOKHOCTh (Pa3upPOBKH,
MIPOITYCK CIIOBA WK JOOABJICHUE CIIOBA, TPAMMATHKA; YacTOTA CJIOB, CTENIEHh HIOAHCOB, CTENICHh OYEBUIHOCTH, OYKBaJIbHOE WU

MEPEHOCHOE 3HAYCHHE, UCTIONh30BaHUs MeTa(op, UAMOM U T.II.

2.1. Conep:xanue
3amaHuii (o0BeauTE

O/THO):

HebounpIme pasmuuns (1)

cpennue paznuuns (2)

3HaUNTENbHBIC pasanuus (3)

2.2. llpuunna
pa3inuuii (o6BequTE
O/THO):

(a) [TepeBon
(cyTh OTIETBHBIX CIIOB)

(b) Anmanrarus
(obree moHsTHE)

(c) Apyroe

2.3. IlonpodHo
ONMUIINTE PA3TUYMS:

2.4. TlpeumyuiecTBa:

Ecnu copeprkanue 3alaHus OTIMYACTCS, Y KAKOW TPYIIITBI OOJIBINE IAHCOB Ha MPABUIIBHBINA OTBET:
KBIPTBI3CKOM MU pYCCKOW? (00OBEIUTE OHO)

2.5. ¥Yay4uenue
IKBHBAJEHTHOCTH:

MOXXHO 71 peIuTh MpobiaeMy 3KBUBajeHTHOCTH ? Kak?
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Onpocuuk 2: dopmar

Homep 3apanus:

PaCCMOTpHTe 3aJJaHUA HA JKBUBAJICHTHOCTD IO CJICAYIOILIUM BOIIPOCaM.

IIpencrasnenue 3agaHus B LEIOM, JUIMHA BOIIPOCA, YETKOCTh MHCTPYKLIMIM, IIOPAIOK CJIOB U UJEH, KOJTUYECTBO CJIOB, IIYHKTYallMs,

WCIIOJIh30BaHUE 3arIaBHBIX OyKB, MpUPT, peaakTupoBaHue u odiiee GopMaTUPOBAHKE H T.I.

2.1. ®opmar 3a1aHuil
(oGBexuTE O1HO): HebounpIme pasmuuns (1) cpennue pasanuns (2) 3HaUUTENbHBIE pa3anuns (3)
2.2. llpuunna A
pasnuumii (o6BeguTe a) Astanrans b) Bu c) pyroe
O/THO):
2.3. IlonpodHo
ONMIIUTE PA3JTHYNS:
2.4. IlpeumyiecTna: Ecnu ¢opmar 3amanust omiMyaercs, y Kakoi rpymibl OOJIbIle IaHCOB Ha MPaBHIBHBIA OTBET:
KBIPTBI3CKOM WIIH PYCCKOM? (OOBEIUTE OHO)
2.5. ¥Yayuuenue MO>XHO JIM peIuTh MpobiaeMy 3KBHBaleHTHOCTH ? Kak?
IKBHBAJEHTHOCTH
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Homep 3apanus:

OnpocHuK 2. KV.J'IbTVDHbIe/JII/IHFBI/ICTI/I‘{eCKHe pa3janyumnd

PaCCMOTpﬂTe 3aJJaHUs HA IKBUBAJIEHTHOCTD 110 CJIEAYIOIIMM BOIIPOCaM.

Koiprei3kas u pycckas oOpa3oBarenibHas Cpeia, BAXKHOCTh M PEIEBAHTHOCTH, CXO/ICTBO HPABOB, CXOJICTBO HOPM, TICUXOJIOTHYECKAast
COCTaBHasl MPUCYTCTBYIOIIAsA B 00€UX rpynnax, SKBUBaJIEHTHOCTD SI3bIKOBBIX BBIPAXKEHUH, CXOICTBO SI3BIKOBBIX CTPYKTYp U
rpaMMaTHKH, CHMBOJIH3M, 3Ha4YeHHE MeTadop, CTENEeHb OYEBHIHOCTH H T.1.

2.1. CreneHb pa3jiuyvus no

KyJbTYPHOMY IPH3HAKY
(o0BeauTE OIHO):

HeOompIme pasnuauns (1)

cpemue pazmuans (2) 3HAYUTENIbHBIC pazauuns (3)

2.2. IlpuynHa pa3inyuii
(o0BexHuTE OIHO):

(a) Paznuuus B
3HAYECHUH

(b) KonTekcryanbHbie
pasinuus

(d) ipyroe

(C) JlunrBucTHUECKUE
pasnnuus

2.3. IlogpoOHO onuIIKTE
pa3Inyus:

2.4. TlpeumyiecTBa

Ecnu 3aganus He SKBUBAJIICHTHBI IO KYJIBTYPHBIM IIPU3HAKAM, Y KaKOW TPYMITBI OOJBIIIE IIAHCOB
Ha MPaBUIIBHBIN OTBET: KBIPTBI3CKOM MM PYCCKOi? (0OBEeAMTE OHO)

2.5. Ynydmienue
IKBHBAJIEHTHOCTH

MOo>KHO i peluTh MpoodaeMy 3KBUBaJICHTHOCTH ? Kak?
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APPENDIX K: UNIFORM DIF STATISTICS

Table A-7: Uniform DIF Statistics for 38 Verbal Items

Model 1 (compact) Model 2 (w/group) 5 ) Odds
, , , , X R°A Group ratio
X R % R Difference (effect size) B2 sig. Exp(B) FAVORS

ltem

9 609.384 0.365 609.878 0.365 0.494 0.000 -0.085 0.482 0.919

2 620.330 0.372 621.063 0.372 0.733 0.000 0.112 0.393 1.118

24 426.294 0.256 427.046 0.257 0.752 0.001 -0.097 0.385 0.908

7 159.771 0.103 161.089 0.103 1.318 0.000 0.122 0.252 1.13

17 446.021 0.297 448.098 0.298 2.077 0.001 -0.202 0.149 0.817

29 91.075 0.061 93.444 0.062 2.369 0.001 0.17 0.125 1.185

39 381.248 0.245 385.981 0.248 4.733 0.003 0.278 0.031 1.32 Kyrgyz
35 256.366 0.162 261.162 0.165 4.796 0.003 -0.242 0.028 0.785 Russian
36 340.026 0.228 345.016 0.231 4.99 0.003 0.298 0.026 1.347 Kyrgyz
27 292.44 0.186 297.733 0.189 5.293 0.003 0.268 0.022 1.307 Kyrgyz
30 78.421 0.056 84.629 0.06 6.208 0.004 0.307 0.013 1.359 Kyrgyz
14 44.124 0.030 50.523 0.034 6.399 0.004 -0.275 0.011 0.759 Russian
31 513.364 0.302 521.002 0.306 7.638 0.004 -0.308 0.006 0.735 Russian
34 189.212 0.12 198.916 0.126 9.704 0.006 -0.331 0.002 0.718 Russian
12 377.694 0.238 387.473 0.244 9.779 0.006 0.385 0.002 1.469 Kyrgyz
40 401.746 0.243 412.05 0.249 10.304 0.006 -0.351 0.001 0.704 Russian
15 350.341 0.226 365.231 0.234 14.890 0.008 0.451 0.000 1.57 Kyrgyz
18 554.431 0.324 569.895 0.332 15.464 0.008 0.456 0.000 1.578 Kyrgyz
10 350.534 0.214 366.044 0.223 15.510 0.009 -0.428 0.000 0.652 Russian
37 213.746 0.136 229.341 0.145 15.595 0.009 0.429 0.000 1.536 Kyrgyz
8 298.915 0.192 317.089 0.202 18.174 0.010 0.515 0.000 1.673 Kyrgyz
4 609.253 0.379 628.754 0.390 19.501 0.011 0.574 0.000 1.776 Kyrgyz
38 464.279 0.278 484.489 0.289 20.21 0.011 -0.507 0.000 0.602 Russian
20 262.557 0.203 283.736 0.218 20.749 0.015 0.741 0.000 2.098 Kyrgyz
5 6.929 0.005 29.505 0.020 22.576 0.015 0.497 0.000 1.644 Kyrgyz
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Table A-7

25
22
26
23
21
16
33
11
28
19
32
3

13

(cont’d)

35.889
441.505
328.791

530.86
425.032
161.157
188.954
314.134
295.451
558.080
201.991
736.971
264.243

0.026
0.264
0.202
0.311
0.262
0.123
0.122
0.195
0.183
0.333
0.128
0.414
0.166

58.895
465.075
362.884
569.563
467.445
204.570
232.381
363.460
345.596
652.350
298.325
848.057
392.577

0.042
0.277
0.221
0.33
0.286
0.154
0.149
0.223
0.212
0.381
0.185
0.464
0.238

23.006
23.57
34.093
38.703
42.413
43.413
43.427
49.326
50.145
94.270
96.334
111.086
128.334

0.016
0.013
0.019
0.019
0.024
0.031
0.027
0.028
0.029
0.048
0.057
0.05
0.072

0.583
-0.532
-0.634
-0.694
-0.738
0.98
0.76
0.791
0.796
-1.171
1.101
-1.247
-1.218

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

1.792
0.587
0.531
0.5
0.478
2.663
2.138
2.205
2.127
0.31
3.007
0.287
0.296

Kyrgyz
Russian
Russian
Russian
Russian
Kyrgyz
Kyrgyz
Kyrgyz
Kyrgyz
Russian
Kyrgyz
Russian
Russian

Items are arranged by order of chi-squared difference values in agrendin.

At the .05 level, the test statistic for 1 degree of freedom is 3.841.

Whenp,>0, uniform DIF favors the reference group (Kyrgyz language). VBred, uniform DIF favors the focal group (Russian

language).
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APPENDIX L: ITEMS WITH MODERATE OR LARGE DIF

Table A-8: Verbal Items with Moderate or Large DIF

2 Effect Size .
Odds Ratio
Iltem difference moderate large B Sig. Exp (B) Favors ltem Type
19 94.270 0.048 -1.171 0.000 0.31 Russian Analogy
32 96.334 0.057 1.101 0.000 3.007 Kyrgyz Reading
3 111.086 0.05 -1.247 0.000 0.287 Russian Analogy
13 128.334 0.072 -1.218 0.000 0.296 Russian Analogy

Items are arranged by ascending chi-square difference values.
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APPENDIX M: ITEMS WITH NO DIF

Table A-9: Non-Significant Verbal Items

2

X Odds Ratio
Item difference B sig. Exp (B) Item Type
9 0.494 -0.085 0.482 0.919 Analogy
2 0.733 0.112 0.393 1.118 Analogy
24 0.752 -0.097 0.385 0.908 Sentence Completion
7 1.318 0.122 0.252 1.13 Analogy
17 2.077 -0.202 0.149 0.817 Analogy
29 2.369 0.17 0.125 1.185 Sentence Completion

Items are arranged by ascending chi-square difference values.
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APPENDIX N: NON-UNIFORM DIF STATISTICS

Table A-10: Non-Uniform Verbal DIF Statistics

Model 2 (w/language)

Model 3 (interaction)

v RZA odds ratio
" R? " R? Difference  (effect size)  Ps sig. Exp(B)
ltem

31 521.002 0.306 521.004 0.306 0.002 0.000 0.000 0.969 1

33 232.381 0.149 232.397 0.149 0.016 0.000 0.000 0.899 0.999
5 29.505 0.020 29.554 0.020 0.049 0.000 0.001 0.826 1.001
38 484.489 0.289 484.626 0.289 0.137 0.000 -0.003 0.711 0.997
40 412.05 0.249 412.297 0.249 0.247 0.000 -0.004 0.619 0.996
2 621.063 0.372 621.345 0.373 0.282 0.001 0.005 0.596 1.005
14 50.523 0.034 50.913 0.034 0.390 0.000 -0.004 0.532 0.996
22 465.075 0.277 465.513 0.277 0.438 0.000 -0.005 0.508 0.995
13 392.577 0.238 393.526 0.239 0.949 0.001 -0.007 0.330 0.993
11 363.460 0.223 364.417 0.223 0.957 0.000 0.008 0.330 1.008
8 317.089 0.202 318.164 0.203 1.075 0.001 0.008 0.302 1.008
32 298.325 0.185 299.544 0.186 1.219 0.001 0.008 0.272 1.008
39 385.981 0.248 387.206 0.249 1.225 0.001 0.009 0.271 1.009
19 652.350 0.381 653.597 0.381 1.247 0.000 -0.009 0.263 0.991
3 848.057 0.464 849.495 0.465 1.438 0.001 0.010 0.233 1.011
35 261.162 0.165 262.809 0.166 1.647 0.001 0.009 0.201 1.009
34 198.916 0.126 200.596 0.127 1.68 0.001 0.009 0.196 1.009
12 387.473 0.244 389.866 0.245 2.393 0.001 -0.012 0.121 0.988
28 345.586 0.212 348.014 0.213 2.428 0.001 -0.012 0.118 0.988
26 362.884 0.221 365.855 0.223 2.971 0.002 -0.012 0.084 0.988
4 628.754 0.390 632.316 0.391 3.562 0.001 0.023 0.059 1.024
23 569.563 0.33 573.618 0.332 4.055 0.002 -0.015 0.044 0.985
37 229.341 0.145 234.861 0.149 5.52 0.004 0.017 0.020 1.017
10 366.044 0.223 372.257 0.226 6.213 0.003 -0.018 0.012 0.983
30 84.629 0.06 91.957 0.065 7.329 0.005 -0.019 0.007 0.981
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Table A-10 (cont'd)

21 467.445 0.286 474.789 0.29 7.344 0.004 -0.022  0.007 0.978
9 609.878 0.365 617.288 0.369 7.410 0.004 0.028 0.007 1.029
24 427.046 0.257 437.017 0.262 9.971 0.005 -0.023  0.002 0.977
17 448.098 0.298 459.319 0.305 11.221 0.007 -0.029 0.001 0.972
20 283.736 0.218 295.348 0.226 11.612 0.008 0.031 0.001 1.032
18 569.895 0.332 581.663 0.338 11.768 0.006 0.031 0.001 1.031
25 58.895 0.042 71.278 0.051 12.383 0.009 -0.024  0.000 0.976
27 297.733 0.189 312.692 0.198 14.959 0.009 -0.027  0.000 0.973
29 93.444 0.062 109.723 0.073 16.279 0.011 -0.026  0.000 0.974
36 345.016 0.231 362.639 0.242 17.623 0.011 -0.033  0.000 0.967
15 365.231 0.234 384.341 0.245 19.110 0.011 0.040 0.000 1.041
7 161.089 0.103 181.691 0.116 20.602 0.013 0.032 0.000 1.032
16 204.570 0.154 229.358 0.172 24.788 0.018 0.042 0.000 1.043

Items are arranged in ascending order by chi-squared difference. values
At the .05 level, the test statistic for 1 degree of freedom is 3.841.

Non-uniform DIF =B3#0, regardless of the value [&f
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APPENDIX O: ITEM LOCATION ACROSS EFFECT SIZE VALUES
Table A-11: Continuum of Effect Size Values by Item Type
Non-DIF Items (6 items total)

.000 .000 .000 .001 .001 .001 % total*

Type
AN 9 2 7 17 22%
SC 24 29 20%
RC 0%

* indicates the total % of all this item type fouimdthis classification. l.e. 22% of all analogfa#i under the “non-DIF” classification.
Negligible DIF Items (Below effect size median, 14 items total)

.003 .003 .003 .003 .004 .004 .004 .006 .006 .006 .008 .008 .009 .009 %

total
Type
AN 14 12 15 18 10 28%
SC 27 30 20%
RC 39 35 36 31 34 40 37 70%

Negligible DIF Items (Above effect size median, 14 items total items)

.010 .011 .011 .013 .015 .015 .016 .019 .019 .024 .027 .028 .029 .031 %

total
Type
AN 8 4 20 5 11 16 33%
SC 22 25 26 23 21 28 60%
RC 38 33 20%

Practical DIF Items (4 items total)

.048 .050 .057 .072 %

total
Type
AN 19 3 13 17%
SC 0%
RC 32 10%
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APPENDIX P: EVALUATOR SCORING MATRIX

Table A-12: Evaluator Item Scoring Matrix

Total

8

1

Evaluator

Item

4.57

16

4.57

10
11
12
13
14
15
16
17
18
19
20
21

14

14
6.85

11
114

1.4

16

22
23

9.1
4.57
11.42

11

24
25
26
27

2

28
29
30
31

2.28
2.28
10.28

0.28

1

1.28

32
33

14.85

1.85
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Table A-12 (cont'd)

34
35
36

37

38
39

3.42

40
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APPENDIX Q: INTER-RATER RELIABILITY

Table A-13: Reliability Statistics
Case Processing Summary

N %

Cases Valid 38 100.0
Excluded 0 .0

Total 38 100.0

a. Listwise deletion based on all
variables in the procedure.

Reliability Statistics

Cronbach's Alphe
Cronbach's Based on
Alpha Standardized Item N of Items
.663 .657 8

Item Statistics

Std.
Mean Deviation N
V1 .631€ 1.0760¢ 38
V2 .8232 1.1546¢ 38
V3 .6684 1.0264<« 38
V4 1.315¢ 1.2104: 38
V5 .965¢E 1.10491 38
V6 .5097 .7943¢€ 38
V7 9474 .8365¢ 38
V8 .785E .92961 38
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Table A-13 (cont’d)

Inter-ltem Correlation Matrix

V1 V2 V3 V4 V5 V6 V7 V8
V1 1.000 .005 273 .361 .187 -.251 .218 .262
V2 .005 1.000 .353 229 .216 .203 .150 -.014
V3 273 .353 1.000 .356 217 287 137 .146
V4 .361 229 .356 1.000 173 -.112 .551 391
V5 .187 216 217 173 1.000 341 .282 135
V6 -.251 .203 287 -.112 341 1.000 -.067 -.233
V7 .218 .150 137 .551 .282 -.067 1.000 .605
V8 .262 -.014 .146 391 135 -.233 .605 1.000

Intraclass Correlation Coefficient

95% Confidence Intervi F Test with True Value O
Intraclass Lower Upper
Correlatiod  Bound Bound Value dfl df2 Sig
Single Measures 198 101 .338 2.971 37 259 .000
Average Measure .663 473 .804 2971 37 259 .000

Two-way random effects model where both people effects and measures aféect
random.

a. Type C intraclass correlation coefficients using a consistency defithie between-measure
variance is excluded from the denominator variance.

b. The estimator is the same, whether the interaction effect is prese
not.
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APPENDIX R: RAW DATA FOR RANK ORDER ESTIMATION
Table A-14: Chi-Square Values & Evaluators’ Scores

Item Chi-Square Difference* Evaluators’ Score
9 0.494 4.57
2 0.733 4.57

24 0.752 4.57
7 1.318 8
17 2.077 3
29 2.369 2.28
39 4.733 0
35 4.796 7
36 4.99 5
27 5.293 3
30 6.208 2.28
14 6.399 2
31 7.638 10.28
34 9.704 2
12 9.779 5
40 10.304 3.42
15 14.890 14
18 15.464 11
10 15.510 8
37 15.595 1

8 18.174 6

4 19.501 6
38 20.21 8
20 20.749 0

5 22.576 9
25 23.006 11.42
22 23.57 5
26 34.093 5
23 38.703 9.1
21 42.413 16
16 43.413 6.85
33 43.427 14.85
11 49.326 14
28 50.145 1
19 94.270 114
32 96.334 6

3 111.086 16
13 128.334 5

*Data presented by ascending chi-square difference values.



APPENDIX S: RANK ORDER CORRELATION

Table A-15: Rank Order Correlation Results

Correlations

eval chi

Spearman’s rhieval Corre.la.tlon 100C 451"

Coefficient

Sig. (2-tailed) .004

N 38 38

chi  Correlation o

Coefficient 451 1.000

Sig. (2-tailed) .004 .

N 38 38

**Correlation is significant at the 0.01 level (2-tailed
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APPENDIX T: EVALUATOR MARKS AND DIF STATISTICS

Table A-16: Evaluator Marks and DIF Statistics

2

4

Item Marks Difference Effect Size B Sig. Exp(B)

9 0 0.494 0.000 -0.085 0.482 0.919
2 0 0.733 0.000 0.112 0.393 1.118
24 XX 0.752 0.001 -0.097 0.385 0.908
7 XXXX 1.318 0.000 0.122 0.252 1.13
17 0 2.077 0.001 -0.202 0.149 0.817
29 X 2.369 0.001 0.17 0.125 1.185
39 0 4.733 0.003 0.278 0.031 1.32
35 X 4.796 0.003 -0.242 0.028 0.785
36 XX 4.99 0.003 0.298 0.026 1.347
27 X 5.293 0.003 0.268 0.022 1.307
30 X 6.208 0.004 0.307 0.013 1.359
14 0 6.399 0.004 -0.275 0.011 0.759
31 XX 7.638 0.004 -0.308 0.006 0.735
34 X 9.704 0.006 -0.331 0.002 0.718
12 XX 9.779 0.006 0.385 0.002 1.469
40 0 10.304 0.006 -0.351 0.001 0.704
15 XXXXX 14.890 0.008 0.451 0.000 1.57
18 XXXX 15.464 0.008 0.456 0.000 1.578
10 XXX 15.510 0.009 -0.428 0.000 0.652
37 0 15.595 0.009 0.429 0.000 1.536
8 X 18.174 0.010 0.515 0.000 1.673
4 XX 19.501 0.011 0.574 0.000 1.776
38 XXX 20.21 0.011 -0.507 0.000 0.602
20 0 20.749 0.015 0.741 0.000 2.098
5 XXX 22.576 0.015 0.497 0.000 1.644
25 XXXXX 23.006 0.016 0.583 0.000 1.792
22 XX 23.57 0.013 -0.532 0.000 0.587
26 XX 34.093 0.019 -0.634 0.000 0.531
23 XXX 38.703 0.019 -0.694 0.000 0.5

21 XXXXXX 42.413 0.024 -0.738 0.000 0.478
16 XX 43.413 0.031 0.98 0.000 2.663
33 XXXXX 43.427 0.027 0.76 0.000 2.138
11 XXXXX 49.326 0.028 0.791 0.000 2.205
28 0 50.145 0.029 0.796 0.000 2.127
19 XXX 94.270 0.048 -1.171 0.000 0.31
32 XX 96.334 0.057 1.101 0.000 3.007
3 XXXXXX 111.086 0.05 -1.247 0.000 0.287
13 X 128.334 0.072 -1.218 0.000 0.296
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APPENDIX U: NUMBER, NATURE OF DIFFERENCES BY ITEM
Table A-17: Number and Nature of Differences by Individual Iltem

#
Item Distinct Nature of Difference # Marking Effect Size
Issues DIF
Analogies
1. ADAPTATION (1 word, multiple meanings) 0 .000
2 2 2. ADAPTATION (loan word used)
1. SOCIO-DEMOGRAPHIC (city kids will not know a word)
3 3 2. FORMAT (misprint resulted in unknown word in answer key) 6 .05
3. ADAPTATION (multiple meanings)
4 2 1. ADAPTATION (needed direct translation, not adaptation) 2 011
2. TRANSLATION (needed literary word)
1. GRAMMAR (incorrect word combination)
5 3 2. TRANSLATION (single word translated incorrectly) 3 .015
3. ADAPTATION (Different words, same relationship)
7 1 1. SOCIO-DEMOGRAPHIC (rural examinees lack knowledge) 4 .000
8 1 1. TRANSLATION (incorrect translation of a single word) 1 .010
9 2 1. ADAPTATION: (incorrect word combination)
2. TRANSLATION (incorrect translation which makes the pairs 0 .000
different)
10 2 1. TRANSLATION (incorrect direct translation of one word)
2. TRANSLATION: (incorrect translation of one word) 3 .009
11 3 1. TRANSLATION (mistake in the translation produces “opposite”
of what was intended) 5 .028
2. TRANSLATION (incorrect direct translation in distractor)
3. TRANSLATION (incorrect translation)
12 1 1. GRAMMAR (word can only be used in combination with other 2 .006
words)
13 3 1. ADAPTATION (answer key has multiple meanings)
2. TRANSLATION (direct translation is incorrect) 1 .072

3. TRANSLATION (incorrect translation)
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Table A-17 (cont'd)

14

1. ADAPTATION (style: singular vs. plural use)

.004

15

N

1. ADAPTATION (commonality of word used)
2. ADAPTATION (artificially created word)

.008

16

o

1. TRANSLATION Incorrect translation of a single word)

.031

17

1. ADAPTATION (two word combination makes the answer
obvious)
2. SOCIO — DEMOGRAPHIC (unknown word for some regions)

.001

18

1. TRANSLATION (incorrect translation)
2. ADAPTATION (a word is used in simple speech, not literary)
3. TRANSLATION (incorrect translation)

.008

19

1. FORMAT (missing letter)

2. ADAPTATION (incorrect, makes the stem have the opposite of
intended meaning)

3. TRANSLATION (incorrect literal translation)

4. TRANSLATION (incorrect nuance in meaning)

.048

20

0

NO ISSUES

.015

Sentence Completion

21

5

1. TRANSLATION (too literal from Russian)
2. TRANSLATION (single word)

3. TRANSLATION (single word)

4. TRANSLATION (single word)

5. FORMAT (spacing differences)

.024

22

1. SOCIO-DEMOGRAPHIC (regional differences in vocabulary)
2. ADAPTATION (stylistic differences in distractors (negatives)
3. ADAPTATION (stylistic differences in distractors (antonyms)
make sentences longer/hard to solve in Kyrgyz)

4. ADAPTION (equivalence of two pairs of words not good).

.013

23

1. GRAMMAR (Kyrgyz sentence difficult to understand)
2. ADAPTATION (lack of equivalence in word concept)
3. ADAPTATION (one word has no meaning in Kyrgyz)

.019

24

1. ADAPTATION (sentences too long in Kyrgyz)
2. TRANSLATION (do not need to adapt, use loan words)
3. TRANSLATION (incorrect single word)

.001
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Table A-17 (cont'd)

25 1 1. TRANSLATION (use of dialect) .016
26 4 1. TRANSATION (incorrect single word)
2. TRANSLATION (text size too big/ causes loss of meaning) .019
3. GRAMMAR (mistake in distractor a)
4. GRAMMAR (mistake in distractor b)
27 2 1. FORMAT (typo in one word) .003
2. GRAMMAR (mistake)
28 3 1. GRAMMAR (incorrect connector used)
2. GRAMMAR (incorrect ending) .029
3. GRAMMAR (incorrect form of word)
29 3 1. GRAMMAR (incorrect ending)
2. GRAMMAR (incorrect form of word) .001
3. TRANSLATION (poor word choice)
30 3 1. GRAMMAR (incorrect word choice)
2. GRAMMAR (incorrect word choice) .004
3. GRAMMAR (spelling mistake)
Reading Comprehension
1. GRAMMAR (incorrect word combination)
31 3 2. FORMAT (distractor order different) .004
3. GRAMMAR (different ending needed)
32 2 1. FORMAT (typo error) .057
2. ADAPTATION (content of questions different)
33 2 1. TRANSLATION (incorrect direct translation) .027
2. ADAPTATION (question form incorrect in Kyrgyz)
34 1 1. TRANSLATION (direct translation incorrect) .006
35 2 1. FORMAT (distractors in different places in two versions) .003
2. TRANSLATION (single word incorrect)
36 1 1. ADAPTATION (item is long and complex in Kyrgyz) .003
37 1 1. GRAMMAR (possessive ending incorrect in Kyrgyz) .009
38 2 1. ADAPTATION (incorrect form of sentence) 011
2. FORMAT (typo, missing letter)
39 0 NO COMMENTS .003
40 1 1. FORMAT (distractors in difference places) .006
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APPENDIX V: KYRGYZ ONLY DIF ANALYSIS
Table A-18: DIF Statistics for Kyrgyz Rural and Urban Students

Model 2 Model 1 v Model 2 Model 1
x2 xz Difference R? R? RZ A Sig.

Reading Comp 40 126.02 124.80 1.22 105 104 0.001 .270
Reading Comp 39 125.02 124.64 0.38 2117 117 0.000 .539
Reading Comp 38 101.65 101.43 0.22 .092 .092 0.000 .644
Reading Comp 37 130.11 130.05 0.06 107 107 0.000 .788
Reading Comp 36 41.56 40.49 1.07 .042 .041 0.001 .300
Reading Comp 35 87.81 87.46 0.35 077 .076 0.001 552
Reading Comp 34 62.10 60.31 1.79 .054 .052 0.002 181
Reading Comp 33 99.07 98.97 0.1 .084 .084 0.000 749
Reading Comp 32 161.75 151.74 0.01 132 132 0.000 911
Reading Comp 31 176.00 175.41 0.59 146 146 0.000 441
Sentence Comp 30 12.67 6.95 5.72 012 .007 0.005 .017
Sentence Comp 29 8.76 7.93 0.83 .008 .007 0.001 .364
Sentence Comp 28 144.21 14395 0.26 118 118 0.000 .609
Sentence Comp 27 34.04 32.76 1.28 .030 .029 0.001 .258
Sentence Comp 26 43.62 42.76 0.86 .039 .038 0.001 .353
Sentence Comp 25 .97 49 0.48 .001 .000 0.001 490
Sentence Comp 24 65.71 65.08 0.63 .057 .056 0.001 427
Sentence Comp 23 94.43 94.35 0.08 .084 .084 0.000 .780
Sentence Comp 22 106.48 106.43  0.05 .091 .091 0.000 .823
Sentence Comp 21 115.39 102.704 12.686 .095 .085 0.010 .000

Analogy 20 130.29 130.21 0.08 151 151 0.000 .768

Analogy 19 53.84 53.82 0.02 .058 .058 0.000 .886

Analogy 18 349.16 344.13 5.03 .268 .265 0.003 .025

Analogy 17 30.42 30.41 0.01 .036 .036 0.000 975

Analogy 16 168.50 167.03 1.47 170 .168 0.002 226

Analogy 15 304.94 304.32 0.62 243 .243 0.000 432
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Table A-18 (cont'd)

Analogy 14 3.48 1.91 1.57 .003 .002 0.001 215
Analogy 13 30.94 304.32 0.27 026 .026 0.000 601
Analogy 12 77.24 77.15 0.09 072 072 0.000 774
Analogy 11 207.56 206.79 0.77 167 .166 0.001 383
Analogy 10 25.38 23.22 2.16 022 .020 0.002 142
Analogy 9 365.94 365.65 0.29 280 280 0.000 591
Analogy 8 130.80 130.46 0.34 115 115 0.000 562
Analogy 7 144.50 144.05 0.45 118 118 0.000 500
Analogy 5 15.69 11.77 3.92 013 .010 0.003 048
Analogy 4 384.10 383.06 1.04 301 301 0.000 .855
Analogy 3 201.13 196.15  4.98 190 186 0.004 .026
Analogy 2 173.30 170.01 3.29 167 164 0.003 .070
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APPENDMW: SUMMARY ITEM ANALYSIS RUBRICS

Evaluator Rubric (coded summary data)

ltem 2
2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.
M
Content |
Format v
Cult/Ling. "l
Other
0

2.3. Describe Differences in Detail:
Content:

e In the second word of the analogy pair in the item stem, there are some diferemzaning between the two language
groups. In the Kyrgyz stem, the worak&pmo” (broth) suggests “first course,” that is “something liquid.” In the Russian
stem, some people might not understand the corresporfitipg™ (borscht) like ‘topmo,” as it is the name of a soup.

e Poor translation of item stem: soup is not a direct equivaledbjort’r. (borscht) - soup is however, equivalent to
“mopmo’k. (broth).

e In distractor f), there is a Kyrgyz word forrérans’r. (detail) used in the Russian version. The wordrég#k” in
Kyrgyz.
Culture/Language:

e In Kyrgyz, “mopmno” (broth) implies “first course” — soup. In Russiafppmr” (borscht) is the name of a kind of soup. The
item stems are thus not perfectly matched.

e Aliteral translation of fmopno’k. (broth) will be “soup.”
e The translation oftfioprio”k. (broth) will be “soup.” (this is a difference in meaning)

e The word Russian wordi¢rans” (detail) perhaps won't be understood by village kids as this is a Russian loarSvoudd
have used the Kyrgyz word¢rux” (detail).

e The word ‘rerans’r. (detail) — city kids (those who know Russian) will know this, but village kids may rathvwill create
difficulties in understanding.
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e The equivalent word forderansr. (detail) in the Kyrgyz language iséruk.”
e The word ‘ietans’r. (detail) =teruk; (these are linguistic differences)

2.4. Advantage: Russian: MM Kyrgyz:

2.5. Can these items be reconciled?

Discussion:

MD: | think we agree that the words utilized in the analogy stem are not stqctiyalent; however, there is disagreement as to
whether or not this lack of equivalence should be considered a serious enough differsticeite a lack of equivalence in
outcomes.CJ: the problem here is the incorrect translation (not adaptation) of the itenfreterRussian into KyrgyZK : Yes,
they are different, but | don’t think the differences affect the relationshipeofords in the analogy pair.

ZS: also, in regard to item stem) {t is important to utilize commonly used words, as some terms in this itemrahg used or
completely unknownNO: Yes, | agree, the use of uncommon words and terms is problematic. So, the prolalesiatadn, the use
of uncommon words, sometimes due to the poorness of the language itself. Some kidaiaasi@d not know some of these
equivalents, like fieranp” (detail); And, there is a Kyrgyz equivalent for it. It isefuk,” and it should be used.

225

1=4



Evaluator Rubric (coded summary data)

Item 3

2 1. Difference Levels Identical Somewhat Similar Somewhat Different Different Total Diff.

i A1

Content i
Format ¥

Cult/Ling.

Other

81 ] M A k4

2.3. Describe Differences in Detail:
Content:

e City kids do not encountek{xr’k. (ash) in distractorr{; they live in apartments and don’t know whayi’k. (ash) means
because they have not encountered this (so, this is a lack of vocabulary, nuance).

e There is a problem in distractor (A). In the Kyrgyz versidax" (tree) can mean bothiépeso™r. (tree) and ¢an’r. (orchard).
In the Russian distractor edn” (orchard) is utilized.

Format:
e Misprint in Kyrgyz distractor (B), which is the answer key; wrdiero” (no meaniny— should beYono” (clay)

¢ Orthographical mistake in distractor (B) — student can’t understand the Waid™(no meanin)- and the result is that they
can’t find the correct answer.

e Instead of Yomo” (clay), the word Yono” (N0 meaninyis written, a misprint which results in a loss of meaning.
e Misprint with one word in (B) — the wordHbro” (no meaninyshould be Yono” (clay).

e The word Hono” (no meaninyshould be HYomo” (clay).

e Misprint — instead of the letter” they printed the letterd” in distractor (B).

e Incorrect letter in word. The wordldéuo” (no meaniny in the pair where Kyrgyz isfono” and Russian isrfiuna” (clay) -
should be Yomo” (clay).

Culture/Language:

e In distractor (a) in the Kyrgyz paibik: anma” (tree: apple) - 6ax” (tree) can meaboth“nepeso” (tree) and ¢an” (orchard) in
Russian. However, the corresponding Russian padmajs s6mous” (orchard: apple treesh the Russian language the Kyrgy

N
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“anma” K. (apple) meanssonoko” r. (apple) and jtonons” (apple trees) isdnma 6ak” in Kyrgyz.
e The problem is incorrect translationcak” k. (tree) is both fiepeso™r. (tree) and ¢ax” r. (orchard). In Kyrgyz, apple trees is

“anmma 6ak’K. which is “s6mons” r. (apple trees) in Russian. The Kyrgyzitia” K. (apple) is %61o0ko” (apple) in Russian.

e The word ‘bak’k. (tree) and anma” K. (apple) in comparison to Russiataft” (fruit orchard) and %#6nous” (apple trees) have
many meanings.

e The word ‘anma” k. (apple) is not correctly translated. The correct variantsi6i16xo” (apple).” (difference in meaning)

2.4, Advantage Russian:MM MM  Kyrgyz:

2.5, Can the items be reconciled?
e Yes, with the correct letter added in distractor (B).
e The translation needs to be tested. You can't rely on only one person for toanslati
e Improve translation in distractor (A) by usingakua’k. (garden)

Discussion:

MK : There are many problems with this item, especially with the itetradiors. The first problem | see is confusion in distractor
because of the translation efa/i: s6nous™. (orchard, apple treegto Kyrgyz is incorrect. The given Kyrgyz versioriGak: anma”
(tree, apple).NO: Yes, but in Kyrgyz 6ak” can mean trees or orchaMK : OK, but we must consider that the Russian vatient”
(orchard)is only fruit garden, not trees - that is the problem. A better analogy mighteHtiee: apple” — not “orchard: apple.” In
other words, “from what/where” (material) comes.

MD: | agree, 6ak’k. (tree)is “can’r. (orchard)and” nepeso’r. (tree) The word Gakua” k. is “oropon” (vegetable garden). | think a
problem arises in analogies when the Kyrgyz words have many different g&aarid these same words in Russian have only on
meaningl do not know how much this affects overall results but this is true. Atj@mroblem is the use of multiple meaning and
uncommon words in the Kyrgyz language when in the Russian language they have onlyrong. ke is a problem of item
adaptation.

RM: Another problem is distractor (B). There is a typographical errdnsrdistractor that might cause the question not to wagk.
Yes, the problem is the format (it could have been done correctly, but it wasn'testis might be influenced by the fact that kids

can not determine the meaning of the wdildifo” because there is no such word in Kyrgh®: Yes, item distractor (BYono is the
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problem-— this question will definitely not work because there is no correct ansdgethere is no way to find the correct ansvie:
| agree, further, many kids in Bishkek do not know the meaning of the“Wort” (clay) as this word is rarely used and therefore
lead to problems. So, they couldn’t have guessed that there was a misprint in dhis wor

MD: In regard to city- village kids, we can probably divide kids in into three socio-itngygroups — Kyrgyz who study in Kyrgyz
schools in villages (and don’t know Russian), Kyrgyz who study in Russian schools (angrapeaily Russian), and Kyrgyz who
study in Kyrgyz schools but communicate often in the Russian language (kids fromkBishRe That'’s true in general, there are
different cultural groups who took the test, but | don’t see how that effecitethisbecause all the kids tested here took the test o
in Kyrgyz, which doesn’t impact the resil¥e can’'t compare how different Kyrgyz groups will react... but it is dleairthe incorrec
word use is a problemThus, | think the problem is the typographical mistake (format).

nly
[

228



Evaluator Rubric (coded summary data)

ltem 4

2.1. Difference Levels:

Identical Somewhat Similar Somewhat Different Different Total Diff.

i1 1 B ]

Content

Format

Cult/Ling. & A =

Other

¥il¥

2.3. Describe Differences in Detail:

Format:

Culture/Language:

Incorrect adaptation of the Russian wonehpd” (scarf) to the Kyrgyz toron sxooayk” (lit. neck wrap)- should have used
original Russian loan word, not a translation.

The translation ofrirapd™r. (scarf) into Kyrgyz is problematic — do not use the direct translation.
In distractor £) should have leftifiapd’r. (scarf) in both the Russian and Kyrgyz versions.

The literal translation of the worditapdr. (scarf) — ‘Moron sxo0ayx” (lit. neck wrap)s not a widely used word and can
impact understanding of the main idea.

In answer £), the word fuapd’r. (scarf) is translated literally aswtoron xoonyk’k. (lit. neck wrap).” It is necessary to use
word more appropriate to the original meaning.

Incorrectly adaptediiapg’r. (scarf) to ‘mMoron xoomyk’k. (lit. neck wrap)”

In distractor (B) the wordx#aoeimteipyy’k. (to glue) is more “literary” thandanroo’k. (to glue) and is a better fit for this
situation.

2.4. Advantage: Russianii] Kyrgyz:
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2.5Can these items be reconciled?
e Yes, leave the original Russian word in the Kyrgyz item as waltap®” (scarf)

e |tis not necessary to translate some words literally because kidswsalate in their own way.
e Use the original Russian.

e Use a more literary term in distractor (B).

Discussion:

ZS: | think foreign words (cognates) should stay in their original foAA.: | agree, if there are no commonly used equivalents f
foreign words, use the commonly used versMK.: It is best to use active, commonly used words.

MD: the problem here seems to be a too literal translation; sometimes thereasamteetranslate. | recommend leaving the
original if the foreign words are used widely. If not, then it should be transh@dActually | think there is a Kyrgyz equivalent t
“mapd” (scarf) but it is not used very oftellD : Well... how can we say what “often” is — how do we know this?
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Evaluator Rubric (fully coded data)

[tem 5

2.1. Difference Levels:

Identical Somewhat Similar Somewhat Different Different Total Diff.

MM

Content

Format

Cult/Ling. | |

Other A A

2.3. Describe Differences in Detail:

Content:

The pair of words, ffanem: orneuarox” (finger: fingerprint) in the Russian version (distractor A) is not theespair of words
in the Kyrgyz version, perhaps they relied on a full adaptation, not translation?

Culture/Language:

Incorrect translation of single words in distractor (A), but the adaptatiomsse&rect because the relationship of the wor
seems to be the same.

There is a difference with the translation in distractor (Byr"k. (leg) means fiora’r. (leg) in Russian butrfanen” r.
(finger) is used in the Russian version. A direct translation of finger into Kyrguld be %1amxa” k. (finger). However, this
should not impact the test results if the Russian and Kyrgyz versions of thdltestwsed separate from each other.

In answer (A) the pair of words aréy’r: uz’k. (leg: track, footprint) while the Russian versionigsfemn: ormneuarox”
(finger: fingerprint): The translation contains the same relationship mutghrcompletely different words.

The word ‘6yt’k. is incorrectly translated. The correct translationoigpiax’k. (finger), (A) difference in meaning.
In distractor §), “mepce”k. (subject, thing) should be used in conjunction with other words @ike fiepce.”

For answer@) the word #epce’k. is usually used in combination with other words.

The word ‘iepce” can be understood asto-to’r. (Something) or $To-nmu60"r. (anything).

In distractor £), the Kyrgyz ‘typry4” has two meanings in Russian; it can mean bophirfka” (cloth) and ‘inérka” (brush);
“meute” (dust) usually is wiped withtpsnka™r. (cloth) in Kyrgyz it is adapted well.

Also, “cyprya’k. has two Russian equivalents #psnka’r. (cloth) and *épxka’r. (grater)
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e The word ‘typryu”k. means ‘tpsmka” (cloth) but in Russian version the worai&rka” (brush) is used.
e In Kyrgyz conversation, the Russian wordgrka’r. (brush) is often used.
e The word ‘tuérka’r. (brush) is translated asyprya”k. which may or may not be correct.

2.4. Advantage: Russian: Kyrgyz:i

2.5. Can these items be reconciled?

e Be more attentive to the translation.
e Use different words.

Discussion:

MK, ZS: Word choice is a bit incorrect. It would have been better to translate aagtodhe context. The problem (not significar
is with the translationViD: It seems that this item should not be difficult to solve however because themdifferin translation do
not seem to always impact the relationships in the pairs of words. That is,of¢helationships in an analogy item are maintain
there might not be any differences in response patterns.

It)
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Evaluator Rubric (fully coded data)

ltem 7

1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.

MMM

Content i b A A

Format

Cult/Ling.

Other

B ] 1 4]

3. Describe Differences in Detail:
Content:

e In rural schools where testing is in Kyrgyz, they might not be familidr thi¢ terms Tepanest” r. (therapist) in the item
stem and énecapsp” r. (metalworker) in distractor).

e Kids from rural schools will not know the wordépanest” r. (therapist).
e “Ansokat’r. (advocate) might be an unknown loan word. Alsaetaps” r - in rural areas Kyrgyz use the wortkimp

yera” K., which literally translates as Macrep mo xene3o”r. (master of iron), which is not the same &s3uer” r.
(blacksmith).

e The word ‘tnecaps” r. (metalworker) could have been changed to a different word, not a loan word, a witied fam
Kyrgyz rural kids. This is a contextual difference.

e In this item, Russian loan words are used for professional specialtie¥ diaiésr” r. (therapist) and Ansokat” r.
(advocate).

e For some village kids these words won’t be understood.

4. Advantage: Russian MMM Kyrgyz:
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5. Can these items be reconciled?
e Use words that are used and understand by representatives of both groups.
e Itis possible to have used a different medical term.
e Maybe use other words, also understood by the masses.
e The word ‘tnecaps” r. (metalworker) can be translated asvupun’k.

Discussion:

All: There may be problems of contextual differences and word use. Thastedistractors contain many Russian loan words (
words total are the same in both items) that some Kyrgyz students may not uadersta

five
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Evaluator Rubric (fully coded data)

Iltem 8
2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.
¥ 1 i1
Content A AR
Format
Cult/Ling. A A
Other
M|

2.3. Describe Differences in Detail:
Content:

e In distractor (A) the Kyrgyz pair istaka: kyy” which means Beapo: JIuts” (pail: pour) in Russian; however, in the Russi
version it is given Jleiika: JIuts” r. (watering can: pour).

e A*uaka’in Kyrgyz is “Benpo”r. (pail) which is not the same thing aB¢tika’r. (watering can) in the Russian version.

e Incorrect translation of the wordidka’k. (pail) from “Jletika’r. (watering can). It would be better to translatiefika’. as
“cyy kyiirys.” But this shouldn’t impact the correct answer if the Russian and Kyrgyz vegsilbbg used separately.

o “Jleiixa’r. (watering can) is translated incorrectly aaxa’k. (pail)
Culture/Language:

e Indistractor (A) the worddaka’k. is not “Jleiika” but “Bexnpo” (pail). Need to use the wordyy xyiiry3”if the Russian
version is to remain unchanged.

e The word Jleiika” can be translated asyly kyiiry3.”

2.4. Advantage: Russian¥  Kyrgyz: No Advantagel

2.5. Can these items be reconciled?

e Adapted normal in both languages.

e Need to use a different pair of words in distractor (A).
Discussion(None)

235



Evaluator Rubric (fully coded data)

ltem 9
2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.
1 i1 1
Content wl~i
Format
Cult/Ling. ¥
Other
0

2.3. Describe Differences in Detail:
Content:

e Indistractor §), for the Kyrgyz version, instead of the woudsfisia” (difficult) it would be better to use the synonym
“rataan’k. (difficult), because the combinationyurynyy” with “raraan” is better; for examplerymynyyry raraan’k. (it is
difficult to understand). The synonymssiiiein — oop”k. (difficult) are more common (but not literary), in my opinion.

e One of the distractors is translated incorrectly. In (B) the Kyrgyzioeis ‘tyy: kypraryy’k. (water: dry) but the
corresponding Russian version isdwpsiii: Cymuts't. (wet to dry). If these words were used in context (in a sentence) {
it would be OK. For example — “I was in the rain and got wet.” However, when no conggxens this is a problem and
literal translation is necessary.

Culture/Language:
e ‘“cyy”’ k. (water) is ‘Boma” r. (water) — not “nokpsrii”r. (wet). If it is to be translated there needs to be a correction, perha
“cyy 6onyn kangsrK. (it gets wet) or ¢yy conyy’k. (to become wet). However, kids might understand from the context
e Answer (B) ‘tyy-kypraryy’k. (water: dry) while in the Russian variant it is 6rpsrit: cymuts” I. (wet: to dry), i.e. there is g
differentof the meaning of the words.

2.4. Advantage: Russianii] Kyrgyz:

2.5. Can these items be reconciled?
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Consider the specifics of the language.
It is necessary to use to the worgy’k. (water) in a pair with a different word.
Sometimes it is necessary to use a literal translation, especitdilpnalogy items.

Discussion:
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Evaluator Rubric (fully coded data)

Item 10

2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.

M 1

Content M A

Format

Cult/Ling. ¥

Other

A b 1

2.3. Describe Differences in Detail:
Content:

e The word #Ipue” r. (brighter) in the Russian version, distractor (B) was translated indgrmatct Kyrgyz as kapapaak”
(darker) — which in principal changes the relations between the words.

e In distractor (B) there is an incorrect translation of the wéligh¢” r. (brighter) into ‘kapapaak” k. (blacker, darker). SIpue”
r. (brighter) is actuallydusirsipaak” in Kyrgyz.

Culture/Language:

e In distractor (B), kapapaa<’k. is actually ‘sepuee’r. (darker), not SIpue”r. (brighter) which is given. In order to make the
pair equivalent you need the Kyrgyz wordibireipaax”k. (brighter).

e In Kyrgyz, in the pair of words there is a contradictionaatia: kapapaac<” (clear: darker) while the Russian version is
“uérkuit: SIpue” (clear: brighter).

e The Russian pair in distractor (Byrkuii: SIpue” (clear: brighter), can be translated likek, ausix” in Kyrgyz.

e The Kyrgyz pair (B) fiaana: kapapaa<’k. is not the same as the Russian pauérkuii: Spue’r.: “ Spue” (brighter) in Kyrgyz
would be ‘Aupik.”

e (r) incorrect translation: sfnmam’k. is not “GercTperit™T.; “ siImaMOy = ObIcTpHI” — but they used the first version.
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2.4. Advantage: RussiantKM Kyrgyz:

2.5. Can these items be reconciled?
e Check the translation.
e “kapapaak’k. should have beendsirsipaak’k.

e Possibly change the distractor: However, | am not sure because maglsedibme to maintain the differences between the
correct answer and the distractors.

Discussion:

All: The problem is poor translation and problematic adaptation.
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Evaluator Rubric (fully coded data)

ltem 11
2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.
1 kA
Content V| |
Format
Cult/Ling. V1A ¥ ¥
Other
b4 b4 i 1 b

2.3. Describe Differences in Detail:

Culture/Language:

In distractor §), the pair of Russian word8kmounts: Beikmtounts” (turn on: turn off) are translated incorrectly into Kyrgy
The given Kyrgyz pairy3yy: komyy,” (break: connection) are equivalent to a different Russian papprsanue:
coenunenue” I. (break, tear off: connection)

Incorrect translation of the Russian worditorrounts” . (turn off) into Kyrgyz in distractord). The correct translation is
“euypyy” K. (turn off)

Incorrect translation of the worasixmounts” 1. (turn off)” — the correct version would bedypyy” k. (turn off)”

“y3yy” k. (break) is 66opsars” r. (break), not Beikmrounts” 1. (turn off). The word needed istypyy” k. (turn off). “y3yy”

k. (breakeng is used when we speak about breaking a thread or a rope. This mistake makesdifieciiérfor Kyrgyz
examinees. Also, in the item stem, the waeglittysyy’k. (to light a lamp, or to burn your hand) needs to be replaced wi
“xak’K. (to light) or “xanaypyy’k. (to light a lamp

(6) “y3yy’k. (break) = ‘oropsars’r. (break) - ‘komyy” k. (add) = ‘naGasnsats” r. (add)
(6) “y3yy’k. is equivalent to éropears, pears’(break); “xomyy”’k. is equivalent to ffabasmsatsr. (add)
“y3yy’k. means btopsath, pBaTh”’ — BBIKIIOUUTH = 04ypyy. Ihe incorrect word is used, usualbuypyy’k. is used.

In item distractorx), “yryy: aiitryy“k. (listen: speak), the translation from Russian is incorrect. In Russianithe pa
“oTBeTHTD. cripocuTh” (answer: ask)

The distractori() also has translation problemg¥yy: aiityy“k. (listen: speak) is not what the Russian pairé¢apbcutsr. =

th

“cypoo’K., “orBetuTn’r. = “;)oom 6epyy’k.
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2.4. Advantage: RussianMM M Kyrgyz:

2.5. Can these items be reconciled?
e Check the translation
e Needed to use different words.

Discussion:

MK : There are two distractors with translation problems here. Distragtoag an obvious incorrect translation; distradipig also
not an exact translation. | think this is important because the Russian digFaa@ttractive, but in Kyrgyzoj is less attractive
due to translation mistak®D : Maybe they are looking for associations of “like words.”
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Evaluator Rubric (fully coded data)

Item 12

2 1. Difference Levels: Identical Somewhat Similar Somewhat Similar Different Total Diff.

M 1 1 K A

Content

Format

Cult/Ling. %] ¥

Other

¥4 0%|

2.3. Describe Differences in Detail:
Culture/Language:

e ‘“xakbiabipaak’k. (closer) should be used in combination with different words. For examiglesitibipaax kapoo’k. (look
closer) — depending on the context.

e ‘“mpucransuee’. (fixedly, intently) is given askaksiasipaak’k. (closer) which results in an incorrect relationship betweer
the pair of words.ripucransHo cMoTpeTs't. (Stare) is more accurately adrumum kapoo™. (lit stare at).

e ‘“mpucranpuee’r.(fixe is “rurnnun kapoo”k. (stare at). For some reason, the incorrect w tiaprpaak’k. (closer
“mip "r.(fixedly) poo’k. (st t). F th t weartk p k. (cl )

“ommxwuit” 1S used instead, which means to look closely at something.

2.4. Advantage: Russian: M Kyrgyz:

2.5. Can these items be reconciled?
e Use two words together.
e Use the correct words.

Discussion:(None)
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Evaluator Rubric (fully coded data)

Item 13
2.1. Difference Levels:
Identical Somewhat Similar Somewhat Different Different Total Diff.
1 i1 i1 1 1
Content ¥
Format
Cult/Ling. 4| 4|
Other
i

2.3. Describe Differences in Detail:

Culture/Language:

The item pairs contain mistakes in the distractors. For example, in the &esw@rthe word kypyy” in Kyrgyz means “to
go.” However, depending on the combination of words used with this word, it can meageitigeloy foot or by car. In

contrast, the worde3auts” in Russian means “goingnly withtransportation — by bus, by car, by taxi, etc. This can chan
the relationship of the analogy pairs.

In distractor (B), keue’k. (street) = Ymuma’r. (street); ‘opora” (road) = “xon” (road) - so there is an incorrect translation
here.

In distractor (B), actuallykeue”k. (street) is $muna” r. (street) but the Russian wordopora” (road)” is used instead.

2.4. Advantage: Russian: M Kyrgyz:

2.5. Can these items be reconciled?

The main idea needs to be considered.
The word %kon” (road) needed to be used.

ge
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Discussion:

MD: There are several problems with the distractors and answer key in thieggeandhe problem is many words have many
meanings, and the choice needs to be determined by the cohfexthe translation is literalCJ: | see the problem as multiple
meaning of words and associatioA# : First, in distractor B the translation of the Kyrgyz wtkdue” is incorrect because it means
“street” not “road.” The Russian version uses the watghora” (road) insteadl think that“ zopora” (road) means something that
has asphalMD: Well, | don’t necessarily agree with that and don’t believe everyone défitheat way... many villages have
“roads” which are not asphalted.

RM: The problem is that the distractors are not giid: Yes, maybe the main problem is in the answer key. In my commentsg
wrote that Skypyy” k. is different from ‘e3nute” r. because kypyy’k. can be walking by foot or going by car whilesfiuts"r.

means going by transportation. In Kyrgyz, perhagigdo” (drive) would be a better choice for the pair because it has meaning like
the Russian&oute.” In this case, it is like equating the English “walking” and “go” - in one ternmtéaning is wider while in the
either the meaning is narrow ... If they useiiifoo,” (drive) they will get it quickly... 1think this is an issue of translation — d is
good item but the direct translation is incorrect. Many of us thought for a veryineag@bout what the correct answer here is to this
item... Distractor I'” appears to be a very good choice here...
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Evaluator Rubric (fully coded data)

Item 14

2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.

MMV M

Content

Format

Cult/Ling. ¥ A

Other

2.3. Describe Differences in Detail:
Culture/Language:

e In all the Kyrgyz pairs of words, the words should be used in singular form. It woulntiget in Kyrgyz to usexbn:
mamka” (arm: hand), 4xam: 6yT” (person: arm), fun: Tum” (tongue: tooth) Get: ke3” (face: eye); in the Russian version 3
the words are used in the plural form.

e In distractor (A), Mamxkanap’k. is “xucteu’r. (wrist) in Russian but in the Russian version the wordibisr” (fingers) is
used. The wordrfansusr’r. (fingers) should be translated aapmaxrar’k.

2.4. Advantage: Russian: Kyrgyz:

2.5. Can these items be reconciled?
e Use the words@apmaxrar.”

Discussion:

ZS: In the Kyrgyz language there are certain nuances and it is imptrtauatintain certain norms in translation. In this example,
pairs of Kyrgyz words need to be used in their singular form. Instead, the iRwssigplural) is utilized which does not follow the
norms and rules of Kyrgyz during the translatiNQ: “manxka” is the hand and fingers and includes the wrist, corr€:i?No, it
does not include the wrist, it is only the hand. This is not cofvéigt.| think man:xa is OK to use in an analogy item it if it is used

the singular form.

245

n



Evaluator Rubric (fully coded data)

Item 15

2.1. Difference Levels:

Identical Somewhat Similar Somewhat Different Different Total Diff.

MK

Content

Format

Cult/Ling. ¥ ¥i| i1 1 1

Other

b A ] 1 ]

2.3. Describe Differences in Detail:

Content:

The word ‘6eiikapyynyk’k. (weakness) in distractor (B) is a word used rarely in Kyrgyz.

The word ‘ky6ansruceiz’k. (lit. happiness + form for “without’esi3) in distractor [') is not used in Kyrgyz. A better choice
would have beefkenryncys’k. (unhappy).

The word ‘6eiikapyynayk’k. (weakness) is not often used.
The word ‘ky6ansraces” K. (lit. happiness + form for “without’esi3) is a created word (artificially created by test writers?)

Culture/Language:

The word ‘Geiikapyynyk’k. (weakness) is not widely used in Kyrgyz and its use could result in a lack of tandéng.
It is possible that Kyrgyz kids in the city will not understand the wéegikapyynyk” (weakness).

In city schools it is possible that the wokekiikapyynyk” (weakneseng will not be understood as it is not widely used in
conversation; it is important to use words that are common in normal speech.

Considering the correct answer, we need to make an accent on the distradtbe ([Brorrect wordsotiikapyyayk —
kybanbruceiz” contradict logic and the grammar rules of the Kyrgyz language.

The word ‘tmadocts’r. (Weakness) can be translated asi xoxryk’k. (Wweakness)

246



2.4, Advantage: Russian: MMM Kyrgyz:

2.5. Can these items beeconciled?

e Change the wordsY6ansruce3” to “kenryncys’k. (unhappy).

e Need to use more common words. Useckizapik’kK. (weakness) instead ofoéiikapyynyk’k. (N0 meaning
e Use the word dmu sxox”k. (weakness)

e Use a synonym.

Discussion:

MD: The problem here is poor translation and adaptation in two of the distractD)sNEB): Yes, it is necessary to use “active” words
which are used in everyday conversatidimished a Kyrgyz school in Bishkek an@etikapyynyk’k. (weakness) is unfamiliar to me.

CJ: | agree with my colleagues that it is important to use commonly used words.

MD: Perhaps it would be possible to compare the translated Kyrgyz text with timaldRgssian text? That is, adjust the Russian text
again if the translation into Kyrgyz does not seem to w&ik? Need to use commonly used words instead of literary terminology,
Plus, | think there are some outright mistakes here, it is not just a problem otpeesp®r exampl€,kybansuce3” is just not said.
If it is said, then this is a dialect problem.
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Evaluator Rubric (fully coded data)

Item 16

2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.

M

Content Vi

Format

Cult/Ling. %G| %G|

Other

Y41

2.3. Describe Differences in Detail:
Content:

e Was it really difficult to find a synonym in Kyrgyz for the Russian wardyft” (chair) in distractor “G"?
Culture/Language:

e ‘“crya’r. (stool, chair) should not be translated into Kyrgyz Assan”k. (divan or couch)

e “Jlusan”k. (divan or couch) is incorrectly translated from the Russeant’r. (stool, chair).

e The word ‘ttyn” (stool or chair) is translated incorrectly into Kyrgyz. There is agfgrequivalent but it is not used.

2.4. Advantage: Russian: ¥ Kyrgyz:

2.5. Can these items be reconciled?
e Look at the meaning.
e Use the word 8typryua’k. (stool) instead of flusau”k. (divan or couch)

Discussion:

ZS: | had difficulty answering this item correctly. Not sure what theicglahip is betweenAsrop” (author) - ‘ftucarens” (writer) -
the item seems difficult.
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MD: | think the relationship is one of general categories to a more specifie thattis, the second word in the pair is a part of the
first category. However, | can see how the pair of words in the stem could ldecedsynonyms and thus make it hard to resolv
That is, I think the answer is “furniture: table” but | can see how they might bbastesd “journal: book” in Kyrgyz. Also, the

Russian distractor “digit: number” is also somewhat attractive.

1%
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Evaluator Rubric (fully coded data)

Item 17

2.1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.

i1 0 1 1 1

Content

Format

Cult/Ling. ¥ A 7

Other

2.3. Describe Differences in Detail:
Format:

e ‘“canma xok’k. (be in the minority) is the only compound word (two words) in the pair, which makes dushvi
Culture/Language:

e City school (kids) might not understand the woapsticarank. (insignificant)

e The word ‘tanna xok’k. (be in the minority) should have been translatedkasifbinaii’k.

e ‘“apspibaran’k. (insignificant) is unclear. Perhaps kids will translate it@sfocroiinsiii BHuManus'r. (not worthy of
attention) which is slightly misleading.

24.Advantage: Russian:M Kyrgyz:

2.5. Can these items be reconciled?
e Test the translation if he uses difficult synonyms.
e Use different words.
e Use different words with related relationships.

Discussion:
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Evaluator Rubric (fully coded data)

Item 18

2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.

i1 B 1

Content vil¥d

Format

Cult/Ling. A ]|

Other

B 1 K 4

2.3. Describe Differences in Detail:
Content:

e Distractors §) and €) both have problems. I®) “mamma’k. (hurried) does not correspond to the Russian version
“otkpoBennbiii” (Open) and fuammarait’k. (quick, nimble) is not the same asofitnmusseiii’r. (talkative). In other words,
neither word in this pair corresponds well to the pair in the other language. Trastdisdoes not workr) also has an
incorrect adaptation asdnnoiiron”k. (attack) is used in simple speech, not as a literary term. Further, the ghehtiie
pair of words in Kyrgyz does not correspondence well to the meaning of the wordsiarkRus

Culture/Language:

e Translation is incorrecto]. “mamma’k. = “toporumussiii’r. (hurried eng); fuamparain”k. = “mryctperit’r. (quick, nimble) not
“talkative" as is given.

e ‘“mamma:mamzaaraii’k. should be translated into Russian likepormuserii: moskuit” (hurried: dexterious), but not like
“otkpoBennsiii: contauseiii” (frank: talkative) as is given.

e In distractor §) “mramma’k. is “roporuseiit’r. (hurried) not ‘orkposennsiii” (frank). “mamaaraii” should be translated as

“nmoBkuit” (dexterious), or firycrpsiit” (quick, nimble) into Russian becaus®fitiuseiii” (talkative) is ‘ken cymyren.”

e “OTKpOBEHHBIN

wn

(frank) is “ausik’k. and “6onrauBerii’r. (talkative) - “kem cynyren’k. or “caiipanan”k.

e The word ‘tnamma’k. (hurried) is translated incorrectly from the Russiancasposennsiii” (frank): the correct translation

wn

of “orkposennsriii” (frank) would be 4usik’k. (Open)
e Indistractor (B), 5tusat’k. is not the same as¢éropoxusiii’r. (careful). The translation is not accurate.
e Answer f) in the Kyrgyz and Russian versions are completely different.

e (r) “kommoiiron’kK. is “6omemioi”r. (big)”; “ xyxyperen’k. — “manenskuii’r. (Small)” does not correspond to the given

Russian pair.
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e The words ini) Russian are not translated correctly — the correct translatiéadsift kenren”(to have come on foot,
attacked) andxkoproouy” (defender).

2.4. Advantage: RussiantE MK Kyrgyz:

2.5. Can these items be reconciled?

e Test the items first, consider the main idea.
e Use Hruaryy” (B).

Discussion:

ZS: There is incorrect, inaccurate translation in several of the distragcttins item and the use of the incorrect meaning of som

W

words.NO: the problem is related to the specifics and nuances of the Kyrgyz langbaghing is, some words can be used only in

combination with each other; in certain contexts they can’t be used individlfadisefore, this issue is poor adaptation.
RM: Yes, the problem is that some words must be used in combination.

KK: Yes, there is the incorrect use of some words in Kylg\2: the use of some words out of context makes them impossible
understand, they can not be used individually; the problem is adaptation.

RM: But, there are also simply grammar mistakes. The endings of some wendsoarect which means the students will not kn

DW

what it all means -tuneren’k. (desired) Bould not be used! Due to grammar mistakes the endings are not correct and they won't

know what it will mean. On the other hand, the item was not difficult to answer.

NO: In distractor §) the translation is simply incorrect asdinma’k. is not “orkposennsiii”r. There are many such moments. Also,

“mymkyn’K. (possible, may) in distractor (A) without context is one meaning, used with otinds w has different meanings.
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Evaluator Rubric (fully coded data)

Item 19
2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.
¥i|

Content |
Format ¥ A |

Cult/Ling. il il
Other

k4 1

2.3. Describe Differences in Detail:
Content:

e ‘“taptein anyy’K. in the item stem has two Russian equivalentspuatsauyts'r. (pull) and ‘oroupars’r. (take away). The

Russian word used however, &fiépayTs’r. (draw back quickly), which is neither one.
Format:

e Number of letters. Instead of¥nait kanyy’k. (go deaf) (correct) one letter is absent from the word.

o ‘“ykmaii kany_"K. (go deaf) — one letter is missing. In Kyrgyz, the infinitive form is te@avith affixes ({y” in this word).

e There is a typing mistake in distractoy { “ykmaii kanyy’k. (go deaf) is missing a lettednd (6) the correct form is
“xao0bimyax”’k. (sticky) instead of skaGwimkakk.

e In the Kyrgyz language,fhinkuii’r. (sticky) is correctly translated likekaosiraak k.

Culture/Language:

e The word in the item stemrdpteim anyy” has two meanings in Kyrgyz. These meanings aréipars’r. (take away) and
“mputsrusars’r. (pull). However, the Russian stem given is actuadlyi@puyts’r. (draw back quickly). In the Kyrgyz stem
in combination with the first word in the pagiésik’k. (hot), the analogy can be understood@aseik Tapryy”- that is
“mputsruBars Temno” (attract warmth). In this case, the correct answer will be distréex

o ‘“xa0Obimuak’k. (sticky) — from “munkuii”r. (Sticky) is not the best translation. A more accurate one will be

Baramaikan, 6arranyy’K.

e Incorrectly translated equivalent ofaSkmyputscs’r. (tightly closing the eyes) the correct translationkssfry 6exem

xymyy’K. (tightly closing the eyes).
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24.Advantage: Russian: MMM Kyrgyz:

2.5. Can these items be reconciled?

More accurate translation.

Add a letter.

Check and recheck the translation.

It can be adapted to the understanding of students.

Discussion:

RM: the multiple meaning of some words in the item stem means that there needs toréeareiul selection of pairs of words -
otherwise, the item misleads and it becomes impossible to find the correet.artsve seem to be some misprints as W&D: |
agree, depending on how they define the terms in the stem they could come to compl&tmpposgs of the analogy. The giv
Russian word isdtnépuyts’r. (draw back quickly). which implies a “pushing away from” while the Kyrgyz eajent, “rapteimn
anyy”, can meantipursarusars’r. (pull) and might even be interpreted as “pulling towards.” So, depending on howtagyet the
meanings of the words in the stem pair, their answers might be diffelentyes, the stem needs to be more clearly defined
(contain no double meaningd)IK : Absolutely, the stem and distractors should have only one meaningful interpretation.

NO: Also, the word used here in the Kyrgyistractor §) “xabsimkax’k. (sticky) is unknown to me. Perhaps this is some form o
dialect? MD: Yes, this is a word but it is not so widely used, and one letter is inco@éc¥es, but even with the correct spelling
this is a word but the problem here is related to dialectAes®rding to the context though, the Kyrgyz will understand “someth
sticky.”

AA: There is a difference in nuance with the wargimyputscs’r. (squint) and the Kyrgyz equivalemiK : Does the Kyrgyz term
mean squinting or blinking®A: In Kyrgyz it reads as “sneaky look” i.e. a dangerous peids. | think there is also a difference
between blinking vs. squinting and the connotations of these words (negative connotatibfoofteyKyrgyz item)MD: The
translation makes it an expressive, stylistic colorization, but in the pair of watrdsgrks — as the relationships are maintaingit.
There are two problems with this item— uncommon words as well as words withlenméanings.There is a difference here
between these two analogy pairs and that will probably impact the results.

ing
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Evaluator Rubric (fully coded data)

[tem 20

2.1. Difference Levels: Identical

Somewhat Similar

Somewhat Different

Different

Total Diff.

M M M ¥ MM K

Content

Format

Cult/Ling.

Other

2.3. Describe Differences in Detail:

24.Advantage: Russian: Kyrgyz:

2.5. Can these items be reconciled?

Discussion:
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Evaluator Rubric (fully coded data)

ltem 21
2 1. Difference Levels: Identical Somewhat Similar Somewhat Different Different Total Diff.
¥i|
Content ¥ A A
Format ¥ 1
Cult/Ling. %] ¥
Other
1 i1 ¥ 4 b1

2.3. Describe Differences in Detail:
Content:

e The translation was done literally and this resulted in a problem with the Kyagignt. Therefore, for a clearer
understanding — the worckna’k. (and) needs to be changed tarfony menen”k. (with this, together with this) oroton
ane yoakra’k.(at the same time) oGtipox”k. (but).

e The translation was done correctly but the main idea was lost.

e It would be better to change the wofbSicoiit’k. (will not) to “xeneret’k. (send) as before.
e ‘“>xymyiika opHomkoH1oH kuiina K. implies he had fosmoxuocts” (possibility). It follows that the more correct form of the
last phrase in the stem will beymkynuynyry sxenerer’k. (possibility to send).

e The phrase from Russianripenenennoe konmruectBo” I. (Certain quantityjs translated incorrectly into Kyrgyz. The word
“xanuanpip’k.(some) makes the question unclear and could mean lost time for the student.

e The word ‘bnpenencuusiii’r. (determined) is not the same aafuaasip’k.(some)
Format:

e The spacing of the blanks in the two different versions is different to the advahtageRussian version. Differences
appeared due to the adaptation. The instructions in Kyrgyz are not clear. Imshetita, the punctuation is incorrect.

Culture/Language:
e Need to usexe’k. (or) or “oupok’k. (but) instead of skana’k. (and).

e Literal translation. Instead of the connectiarafia’k. (and) it is necessary to usaifony menen ourge”k. (together with
this) because the connectivesn’t sound Kyrgyz, but sounds Russian.
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e It is obvious that this sentence was translated completely from Russian yzKyrg

2.4. Advantage: RussianMEM MM Kyrgyz: ¥

2.5. Can these items be reconciled?
Need to useske’k. (or) or “oupox”k. (but) instead of skana”k. (and)

Need to useBupox”k. (but) instead of skana”k. (and)

Don't translate literally but make an adaption - uSe Y6akTeicein 6up OenyryH / 6earmnyy oup cemyryun’K. (part of your
personal time/part of some time)

e “Kanuazpip 6up yoaxeiTTel'K. (fOor some time) - is a very scientific style and could be changed.

e Of course in order to solve the problems with this item, experienced (the besatdrarere needed. In selecting the text
many factors need to be considered if it is important how well the task is cediplet

e Instructions need to be clear.

Discussion:

MD: | think this item needs to be completely changed as it will not be easygly sidapt. The main problem is the incorrect use
the term %ana”k. (and) which is obviously the result of a direct translation from the Russiaansenf\A: | agree, but the problen
is that this is a common usage in Kyrgyz. It's on the radio, the national TV statidregher official media sourcedD: It is
common but it is not correcAA: | understand.

MD: | believe this usage is a one of those “Russianisms” that has crept int@Klyrgygh (ethnic) Kyrgyz, Russian language
speakers. The main problem is that in Kyrgyz we don’t use “and” as a connectocavimecting two different verbs. Two verbs
together often come together to convey a different meaning than when they aiegigedys The two verbs are simply put
together, without the use of any connectors.

ZS: | agree withMD, villagers don't useskana