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ABSTRACT 

HUMAN GENETIC VARIATIONS AND THEIR EFFECTS  
ON COMMON COMPLEX DISEASES 

By 

Ming Li 

BACKGROUND: The genetic etiology of common complex diseases has been extensively 

studied during the past few years. Though many causal genetic variants have been identified, 

they account for only a small percentage of the estimated heritability of complex diseases, such 

as breast cancer and cigarette smoking. It remains an open question about where the unexplained 

heritability lies and how to find it. The objective of this dissertation research is to examine three 

possible sources of such unexplained heritability: 1) the association between copy number 

variants and breast cancer, 2) the association between gene-gene interactions and cigarette 

smoking, and 3) the association between functional rare variants and a simulated quantitative 

trait. METHODS: To detect copy number variants in breast cancer, we examine a breast cancer 

dataset from the National Cancer Institute and apply a hidden Markov model. To detect gene-

gene interactions that are associated with cigarette smoking, we examine a genome-wide dataset 

from the Study of Addiction: Genetics and Environment and apply a forward U-test. To detect 

functional rare variants, we examine a dataset from Genetic Analysis Workshop 17 and apply an 

aggregating U-test. RESULTS:  In the breast cancer study, we detect five genomic regions on 

chromosome 2, 4, 6, 12, and 13. In the cigarette smoking study, we detect two single nucleotide 

polymorphisms (SNPs) with potential interactions. These two SNPs are located in genes 

CHRNA5 and NTRK2. In the quantitative trait study, we show that the aggregating U-test has a 

greater power to detect functional rare variants than a commonly used approach, QuTie. 

CONCLUSIONS: Our findings from the breast cancer study suggest that structural changes of 



these genomic regions may contribute to the development of breast cancer. Our findings from the 

cigarette smoking study indicate that the joint action between genes CHRNA5 and NTRK2 may 

contribute to the development of cigarette smoking behavior. These proposed methods provide 

useful tools to detect various types of human genetic variations underlying complex diseases.  
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CHAPTER 1. 

INTRODUCTION AND AIMS 

1.1. Introduction 

The past decades have witnessed accelerated progression in the field of human genetics, with 

a large and rapid expansion in the understanding of the inherited genetic etiology of Mendelian 

diseases, but limited advancement in our understanding of the inherited genetic etiology of 

common complex diseases, such as breast cancer and cigarette smoking. The causal genetic 

variants identified so far confer relatively small increments in risk, and explain only a small 

percentage of the heritability of breast cancer (12.5%) and cigarette smoking (~10%) [1,2]. Many 

possible explanations of this issue of “missing” heritability have been suggested, such as various 

types of human genetic variations, their complicated interactions and the limited power of 

current statistical methods. The objective of this dissertation research is to develop statistical 

methods applicable to the study of the inherited genetic etiology of common complex diseases. 

Specifically, I will examine three possible sources of the unexplained heritability, copy number 

variants, gene-gene interactions, and functional rare variants [3], aiming to understand the 

genetic etiology of breast cancer and cigarette smoking. 

In this dissertation, novel statistical methods will be proposed and applied for investigating 

the genetic etiology of two common complex diseases, breast cancer and cigarette smoking. 

Breast cancer is the most common malignancy in women. In the United States, it accounts for 

about 2% of deaths from all causes in the general population [4]. It was estimated that in 2010, 

207,090 women were diagnosed and 39,840 women died from breast cancer [5]. Smoking is also 

a well known risk factor for many complex human diseases, such as cardiovascular diseases and 

lung cancer. It was estimated that smoking caused approximately 435,000 deaths annually in the 
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United States, which was 18.1% of all deaths [6]. Understanding the genetic etiology of breast 

cancer and cigarette smoking will have a profound impact on reducing the burden of diseases in 

the population. The focus of this research is to study the effect of inherited genetics variations. 

Somatic mutations that only occur in somatic cells after conception are not considered.  

1.2. Genetic Basis of Common Complex Diseases 

Until now, Mendelian disorders are the most well understood human genetic disorders in 

regard to their causes and mechanisms. In such cases, the disorders are caused by single gene 

defects through either dominant or recessive patterns [7]. Though Mendelian diseases may vary 

in severity, their risks usually can be predicted accurately by the genotypes. For example, two 

deleterious mutations in -hemoglobin gene can predict sickle cell anemia accurately [8]. So far, 

many genes underlying Mendelian diseases have been mapped, and successfully cloned [9]. 

These successes have led to a significant improvement for early diagnosis and treatment of 

Mendelian disorders. However, Mendelian disorders are typically rare in the population. Their 

total incidence was estimated to be less than 5% [10]. Most diseases have multi-factorial 

etiologies and are referred to as complex diseases. The development of complex diseases is 

usually associated with the joint effect of multiple genes and the environmental factors. 

Significant public health concerns are now focused on the complex disorders [11], such as 

cardiovascular diseases, diabetes and cancers. These complex diseases are already common in 

developed countries and are becoming prevalent in developing countries [12]. Based on the 

disease prevalence in the population, the complex diseases can be differentiated as either 

‘common disease’ or ‘rare disease’. There is no universal cut-off value between the prevalence 

of common and rare diseases. In the United States, a common disease usually is referred to as a 

disease that develops in more than 200,000 persons or about 1 in 1,500 people [13].  
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Understanding the genetic etiology of common complex diseases is crucial for reducing the 

morbidity as well as mortality in the population.  

The genetic contribution of common complex diseases is supported by the clustering of cases 

within families. For example, parental history of cardiovascular diseases (CVD) is a well 

accepted predictor for CVD risk in offspring. Evidence from the Framingham Heart Study 

showed that the risk of CVD before age of 55 was significantly higher among those with parental 

history than among those without parental history. The estimated age-adjusted odds ratios were 

2.6 in men and 2.3 in women [14]. Though shared environmental factors might also contribute to 

the excessive familial risk, the corresponding odds ratios were 2.0 in men and 1.7 in women after 

adjusting for other known environmental risk factors, indicating that the excessive familial risk 

was largely due to genetics factors [14].  

The inherited genetic contribution to complex diseases or traits can be measured by their 

heritability, which is defined as the proportion of the trait variation in a population that can be 

attributed to genetic variability [15]. Two types of heritability are commonly used in the 

literature: the broad sense or the narrow sense. The broad sense of heritability (H2) is estimated 

by partitioning the variance of the trait into a genetic variance component and an environmental 

variance component. In his seminal work in quantitative genetics, R.A Fisher proposed to further 

partition the genetic variance into additive, dominant and epistatic components [16]. The additive 

and dominant components measure the genetic variation that can be explained by a generalized 

linear model through either an additive or dominant pattern, while the epistatic component 

measures the genetic variation that deviates from a generalized linear model. The narrow sense 

of heritability (h2) can be estimated by the ratio between the additive component of genetic 

variation and the total variation of trait. Both the broad and narrow sense of heritability is widely 
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used to describe the relative contribution of genetic or environmental factors to the trait in a 

particular population. To avoid any confusion in this dissertation, heritability refers to the broad 

sense definition unless specified otherwise. 

1.3. Human Genetic Variation 

Human genetic variation may occur on many different scales, ranging from single nucleotide 

polymorphisms (SNPs) to large structural alterations (e.g. chromosome duplication or deletion) 

that can affect thousands or millions of nucleotides [17]. Each genetic variant may have multiple 

forms, referred to as alleles. SNP is the most common type of sequence variation and occurs 

when a single nucleotide varies at a particular site between individual genomes. On the average, 

two individual genomes differ from one another by approximately 0.1% of DNA nucleotide sites 

[18]. The majority of SNPs are bi-allelic, and can form three possible genotypes by the 

combination of two nucleotides [19]. The two nucleotides are differentiated by their frequencies 

in the population as minor allele or major allele. In the past, only those polymorphisms with 

minor allele frequencies (MAFs) greater than 1% were defined as SNPs. With the advent of 

genomic era, this frequency requirement is no longer necessary. Instead, the SNPs with MAFs 

greater or less than 1% are now referred to as common or rare variants. The total number of 

SNPs in the human genome is about 10 million, which constitutes about 90% of the genetic 

variation in human [20,21,22]. Because of the genotyping convenience and the dense coverage of 

human genome, SNPs are predominantly used as genetic markers to study the genetic etiology of 

complex human diseases.  

A human genome consists of twenty-three pairs of chromosomes, including twenty-two pairs 

of autosomal chromosomes and one pair of sex chromosomes. Therefore, each human ordinarily 

has two copies of each autosomal region. During the past few years, solid evidence has shown 
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that structural alterations, due to insertions, deletions and inversions of the DNA, also contribute 

considerably to the variability of the human genomes [23,24,25]. These structural changes may 

cause copy number differences in particular genomic regions, ranging from one kilobase to a 

complete chromosome arm. A copy number variant (CNV) is defined as a genomic region where 

the DNA copy number differs between two or more individuals. CNVs are far more complex 

than SNPs. The human genomes differ by only 0.1% with respect to SNPs, but by 1.2% with 

respect to CNVs. Aside from that, about one quarter of the CNVs occur without any SNPs in the 

region [26]. CNVs also pervasively exist in the population. Even for monozygotic twins who are 

presumed to be genetically identical in terms of sequence variations, their genomes can differ by 

CNVs [27]. One recent study among monozygotic twins estimated that ~10% of the CNVs were 

not observed in any of the parents, which were referred to as De Novo CNVs. Further, 35% of 

these De Novo CNVs differed between the monozygotic twins [28]. Therefore, copy number 

variation can be viewed as an important form of human genetic variation. 

Human genetic variations also exist in other forms besides SNPs and CNVs. One example is 

the microsatellite, also known as short tandem repeat (STR) or simple sequence repeat (SSR).  

Microsatellites are usually formed by repeating sequences of 1-6 base pairs of DNA at particular 

genomic positions, and may vary among individuals by the number of repeats [29]. Compared to 

SNPs and CNVs, microsatellites are less stable across populations or generations, and they also 

have a low coverage of the human genome [30]. Because of these reasons, microsatellites have 

been less frequently used as genetic markers than SNPs or CNVs.  

Penetrance measures the individual effect of each genetic variant on a disease, which is 

defined as the probability to develop a disease for an individual carrying a particular genotype. 

Penetrance is often expressed as an age-related cumulative frequency. The penetrance may vary 
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greatly across diseases or genetic variants. For example, the penetrance of breast cancer by age 

70 was estimated to be 65% and 45% for BRCA1 and BRCA2 mutations, respectively [31], and it 

was generally lower than 10% for most of the other disease-susceptibility variants. The highest 

value of penetrance is 100%, which is also called complete penetrance. One example is the 

familial hyper-cholesterolemia (FH). FH is caused by deleterious mutation in the LDL receptor 

(LDLR) gene. The mutation has a dominant effect, and carrying a single copy of the mutant gene 

will lead to a 2-fold increase in LDL production in blood. Nearly 100% individuals with the 

mutation in gene LDLR will develop FH [32]. According to their disease penetrance level, the 

disease-susceptibility variants may fall into three categories: high-penetrance variants, moderate-

penetrance variants and low-penetrance variants [33]. However, the classification is usually 

empirically determined and depends on the disease of interest.   

1.4. Models of the Genetic Origin of Common Complex Diseases 

There has been a long debate regarding how genetic variants contribute to the development 

of common complex diseases. It now seems clear that the genetic variants may influence the 

susceptibility of common complex diseases in at least two ways: Common Disease-Common 

Variant (CDCV) model and Common Disease – Rare Variant (CDRV) model [34]. The CDCV 

hypothesis asserts that complex diseases are caused by multiple genetic variants with appreciable 

frequencies in the population at large, but each confers a small or moderate effect [35]. The 

CDRV hypothesis, on the other hand, argues that the complex diseases are mostly caused by 

multiple genetic variants with low frequencies in the population, but each confers a relatively 

large effect [36]. Each hypothesis has been perused by a substantial number of researchers and is 

supported with a large amount of evidence.  
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The CDCV hypothesis is predominant in the literature and has provided a theoretical basis 

for the extensive genome-wide association studies (GWASs) [37]. The GWASs are typically 

population based. Each subject in a GWAS is genotyped with a large number of SNPs (e.g. over 

100K or 500K) that are dense enough to cover the whole genome. The rationale of GWASs is 

that most of the human genome falls into highly correlated segments, within which genetic 

variants are in strong linkage disequilibrium (LD) with one other [38]. In order to be successful 

in a genetic association study, the SNPs being tested can either be the causal SNPs or those SNPs 

in strong LD with the causal SNPs. Consequently, a number of representative SNPs can be 

selected in each genomic region as genetic markers for the association test. These representative 

SNPs are referred to as tagSNPs, which are selected according to the high-density maps of the 

human genome. To date, hundreds of GWASs have been conducted and have detected a large 

number of genetic variants that are associated with over 40 complex diseases [39,40,41,42,43]. 

Many findings have also been replicated in diverse populations [44]. Though most of the 

associated SNPs are found to be located in non-coding regions and are not directly involved in 

protein productions, they may have important regulatory functions that control gene behaviors, 

such as gene expression levels [45]. These findings provide compelling evidence that many 

complex diseases are caused by the collective effect of multiple common genetic variants.   

The CDCV hypothesis is also challenged by a number of investigators. They argue that the 

rare variants may have weak correlation with the higher-frequency tagSNPs used in GWASs. 

Therefore, the indirect association mapping via tagSNPs may have a low power to detect the 

causal rare variants [46,47]. Many investigators have surveyed rare sequence variations and have 

detected multiple rare variants that are involved in the etiology of complex diseases or complex 

traits [48,49,50,51]. These rare variants are more likely to cause a disease individually rather 
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than jointly, which is different from the mechanism of common causal variants [34]. These facts 

suggest that the genetic etiology of complex diseases is highly heterogeneous [52]. New 

strategies are in great need to detect the rare variants underlying complex diseases.  

1.5. Methods of Studying the Genetic Etiology of Complex Diseases 

Understanding the genetic architecture of common complex diseases includes three major 

aspects: detecting the genetic variants involved in the disease, uncovering their distributions in 

the population and estimating the magnitude of their effect [53]. Understanding the genetic 

architecture of common complex diseases is crucial to identify the high risk population, to 

facilitate disease prevention, and also to promote personalized medicine. However, connecting 

genotypes and disease phenotypes is no simple task. It was not until the 1980’s that a general 

method, linkage analysis, was first proposed [54]. In the 1990’s, the emerging understanding of 

molecular biology and the development of the Human Genome Project offered insight into 

possible candidate genes that might be functionally related to genetic disorders [55,56,57] . As a 

result, genetic association studies using candidate genes became popular, providing powerful 

alternatives for genetic linkage analysis. Genetic association studies compare the frequency of 

specific genetic variants between cases and controls, and do not require samples from family 

pedigrees as linkage analysis does. Therefore, they are more suitable for detecting genetic risk 

factors that commonly present in the population. During the past few years, genetic association 

studies have searched for genetic risk factors across the entire human genome, which is made 

possible by the comprehensive high-density maps of the human genome and the advancement of 

genotyping technologies [37,58,59,60,61]. These GWASs advance the field of human genetics 

dramatically by the identification of many novel genetic risk factors.  
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At present, GWASs are commonly adopted for revealing the genetic etiology of complex 

diseases. Though a substantial number of disease-susceptibility variants have been identified, the 

genetic etiology of complex diseases remains elusive. The identified genetic variants only 

account for a small percentage of the estimated heritability of complex diseases, such as type 2 

diabetes (6%) or Crohn’s diseases (20%) [44]. It is also unclear how many genetic variants in the 

human genome are associated with diseases, and how the genetic variants interact with one 

another to cause diseases. It is no surprise that additional genetic variants with lower effect sizes 

may exist and can be discovered by increasing the sample sizes of GWASs [62,63]. However, 

searching through larger GWASs does not seem likely to uncover all the remaining genetic risk 

factors [64]. The challenge arises as to where the unexplained heritability lies and how to find it. 

Though this important issue is still under debate, researchers have suggested that it is partly, if 

not mostly, due to the following reasons: 1) copy number variations have not been well 

understood; 2) gene-gene interactions pervasively exist in biological pathways; 3) rare variants 

have been scarcely addressed in genetic association studies. 

1.6. Rationale of this Research 

Extensive studies have been conducted to investigate the genetic etiology of breast cancer 

and cigarette smoking. However, the heritability of these traits remains largely unexplained. 

Many possible explanations have been suggested for this issue of “missing” heritability. First, 

besides sequence variations, large structural alterations, such as copy number variants, may also 

contribute to disease development. Relatively few studies have investigated functional CNVs, 

especially for CNVs with a small-to-intermediate size. Second, the effect of one genetic variant 

may be suppressed or enhanced by the other variants through complex interactions, which is also 

termed epistasis. Therefore, the association test may have a low power if the loci are examined 
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separately without considering potential interactions. Third, rare variants may also play a major 

role in the development of complex human diseases. Analysis of rare variants holds great 

promise to detect novel disease-susceptibility loci. However, challenge still remains for 

statistical modeling because of the low allele frequencies. Sophisticated statistical tools are in 

great needs to address these limitations. 

1.7. Specific Aims 

The objective of this dissertation research is to develop novel statistical methods for the 

identification of various types of human genetic variations associated with complex diseases, 

including breast cancer (BRCA) and cigarette smoking (CS). The methods will address three 

possible sources of the “missing” heritability. The specific aims are: 

AIM1. Detecting Copy Number Variants that are Associated with Breast Cancer 

I will apply a copy number estimation method, referred to as the Probe Intensity Composite 

Representation (PICR) [65], to detect copy number variants that are associated with breast cancer. 

The newly established PICR model will be extended with a hidden Markov model for CNV 

identification. Data from a recent GWAS of breast cancer will be used for analyses [66]. The 

original study was a three-phase case-control study with subjects from a genetically isolated 

population, Ashkenazi Jews. I hypothesize that the proposed method can detect small to 

intermediate size CNVs that are associated with breast cancer.  

AIM2. Detecting Gene-gene Interactions that are Associated with Cigarette Smoking 

I will apply a forward U-test to detect gene-gene interactions associated with cigarette 

smoking. The method will use U-Statistics to measure the variation of quantitative traits. Data 

from the Study of Addiction: Genetics and Environment (SAGE) will be used for analyses. The 

cigarette smoking trait will be defined as the number of cigarettes smoked per day: 0 (10 
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cigarettes or less), 1 (11-20 cigarettes), 2 (21-30 cigarettes) and 3 (31 cigarettes or more). I 

hypothesize that the proposed method can detect gene-gene interactions among known smoking-

associated loci. 

AIM3. Detecting Functional Rare Variants that are Associated with Quantitative Traits 

I will apply an aggregating U-test to detect rare variants associated with quantitative traits. 

Data from Genetic Analysis Workshop (GAW) 17 will be used for analyses. The method will be 

an extension of the forward U-test described in aim 2 with the consideration of both common and 

rare variants. I hypothesize that the proposed method can have a higher power to detect the 

association with rare variants than a commonly used approach, QuTie.  

1.8. Organization of the Dissertation 

The dissertation is organized as follows: In Chapter 2, I summarize the descriptive 

epidemiology of two common complex diseases, breast cancer and cigarette smoking, and 

review the inherited genetic risk factors associated with each outcome. In Chapter 3, I propose a 

hidden Markov model for detecting copy number variants, and then illustrate the proposed 

method by a study of breast cancer. In Chapter 4, I propose a forward U-test for detecting gene-

gene interactions, and then illustrate the proposed method by a study of cigarette smoking. In 

Chapter 5, I propose an aggregating U-test for detecting functional rare variants, and then 

illustrate the proposed method by a study of quantitative traits. In Chapter 6, I summarize the 

findings in these studies and discuss challenges and directions for future development. 
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CHAPTER 2. 

GENETIC RISK FACTORS FOR BREAST CANCER AND CIGARETTE SMOKING:   

A REVIEW OF THE LITERATURE 

2.1. Descriptive Epidemiology of Breast Cancer 

Breast cancer usually develops in women, but it can also be found in men. The risk of breast 

cancer is about 100 times greater among women than men [67]. The incidence of breast cancer 

varies greatly around the world. It is generally higher in developed countries than less-developed 

countries. The US has the highest breast cancer incidence around the world. Based on the 

number of cases diagnosed in 2003-2007 from 17 Surveillance Epidemiology and End Result 

(SEER) centers, the age-adjusted incidence rate was 122.9 per 100,000 women per year. In the 

US, the life time risk of developing breast cancer among women is about 1 in 8 (12.15%). It is 

the most common malignancy in women, and accounts for about 2% of deaths from all causes in 

the general population. It was estimated that 207,090 women were diagnosed and 39,840 women  

died from breast cancer in 2010 [5]. 

 According to the National Cancer Institute, breast cancer incidence is highest among 

white, non-Hispanic women and lowest among Korean American women. The African American 

women have a slightly lower incidence rate of breast cancer than the white women. The death 

rate of breast cancer also varies across racial groups, and is highest among the African American 

women and lowest among the Chinese American women [5]. The etiology of breast cancer is 

largely unknown. Well established risk factors for breast cancer include age, family history, 

hormone replacement therapy, radiation, alcohol consumption, and obesity [68,69]. Studies have 

suggested that breast cancer risk can be reduced by enhancing physical activities and maintaining 

a healthy weight [70]. Currently, the standard and most commonly used method for breast cancer 
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risk prediction is the Breast Cancer Risk Assessment Tool (BCRAT), also known as Gail model.  

The Gail model predicts the breast cancer risk for a woman by a number of risk factors that she 

is exposed to, including family history of breast cancer, current age, age at menarche, age at first 

birth of a child, and race/ethnicity. Other clinical measures, such as medical history of ductal 

carcinoma in situ and breast biopsy, can also be incorporated if available [71,72,73,74].  

2.2. Genetic Risk Factors of Breast Cancer 

Breast cancer is caused by DNA damage due to either germline mutations or somatic 

mutations in the process of aging [48,75]. Overall, breast cancer is twice as common among 

women with an affected first-degree relative [76]. Although shared environmental factors may 

also contribute to the elevated risk, twin studies have indicated that the excessive familial risk is 

mainly due to genetic factors [77]. During the past few years, many causal variants have been 

successfully identified through linkage mapping and genetic association studies [78]. These 

identified breast cancer susceptibility alleles appear to fall into three categories according to their 

risk levels and prevalence in the population, including rare high-penetrance alleles, rare 

moderate-penetrance alleles and common low-penetrance alleles [79].  

The high-penetrance alleles may increase the risk of developing breast cancer by over ten 

folds. In the 1990s, two major predisposition genes, BRCA1 and BRCA2, were identified through 

linkage mapping [80,81,82]. It was estimated that the average cumulative risk by age 70 was 

65% for BRCA1-mutation carriers and 45% for BRCA2-mutation carriers [31]. On the other hand, 

because of their low allele frequencies in the general population, these two genes can account for 

at most 5% of breast cancer cases [83]. In addition, the high-penetrance alleles also include 

germline mutations in a few other tumor suppressors, including TP53, PTEN, STK11 and CDH1. 

However, the mutations are very rare and account for a much smaller fraction of the breast 
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cancer cases [84]. Overall, these inherited high-penetrance gene mutations account for less than 

7% of all breast cancer cases [85]. At present, it is commonly accepted that no other high-

penetrance genes may exist to account for a large proportion of the breast cancer cases [86].  

The moderate-penetrance alleles may increase the risk of developing breast cancer by 2-4 

folds [78,79]. The susceptibility genes are usually in the same biological pathways with BRCA1 

and BRCA2, and are identified through direct interrogation for disease-causing mutations in the 

genes. To date, at least four genes are identified by this strategy, including ATM, BRIP1, CHEK2 

and PALB2. Compared to BRCA1 and BRCA2, these genes confer less elevated risks of 

developing breast cancer. The moderate-penetrance allele carriers have approximately 6-10% 

risk of developing breast cancer by age 60 [79]. Similar to the high-penetrance alleles, the 

moderate-penetrance alleles also have low frequencies in the population and each makes a 

relatively small contribution to the breast cancer incidence. 

It is hypothesized that a large proportion of the breast cancer cases are due to the common 

alleles that confer very small increases of the risk. These low-penetrance alleles may commonly 

present in the general population with an increased risk of less than two folds. They are usually 

identified by genetic association studies, either on the basis of candidate genes or through 

genome-wide search. During the past few years, many genome-wide association studies 

(GWASs) have been conducted to identify common risk loci for breast cancer. For example, 

gene fibroblast growth factor receptor 2 (FGFR2) was first identified to be associated with 

invasive breast cancer in women less than 60 years old with European ancestry [40]. FGFR2 is 

located in the chromosome region of 10q26.23. It was estimated that the mutation in FGFR2 

conferred an increased breast cancer risk of 1.26 [1.23-1.30]. This association has been 

replicated in a series of studies among different populations [87,88,89,90]. The estimated relative 
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risk ranged from 1.17 to 1.43. Several other genes or genetic variants were also identified to be 

associated with BRCA susceptibility, such as TNRC9, MAP3K1, and LSP1 [78,79]. For most of 

the genetic variants identified so far, the biological mechanisms still remain unknown.  

Despite all the progress in the past two decades, the current findings can only explain a small 

fraction of the breast cancer cases, highlighting the need of searching for additional genetic 

variants for BRCA susceptibility. Recently, copy number variants have been recognized as a 

novel form of genetic variation that can contribute considerably to disease development. One 

study showed that the copy number change in gene MTUS1 was associated with breast cancer 

[91]. MTUS1 is located on chromosome 8p, a region frequently undergoing deletion. This 

deletion variant was found to be associated with a decreased risk of breast cancer with an odds 

ratio of 0.58 [91]. Other evidence also suggests that CNVs in other genes or chromosome regions, 

such as PIK3CA, 16p12.1 and 16q22.1, may play an important role for breast cancer 

development [92,93,94].  

2.3. Descriptive Epidemiology of Cigarette Smoking 

Smoking was originally used by many civilizations for burnt incense during religious rituals, 

and was later adopted for pleasure or as a social tool [95]. As early as the 1950s, the British 

Doctors Study provided solid epidemiological evidence of the association between smoking and 

lung cancer [96]. Since then, the association has been consistently replicated and the causal 

relationship between smoking and lung cancer has been well established. Smoking is also a well 

known risk factor for many other complex human diseases, such as cardiovascular diseases. It 

was estimated that smoking caused approximately 435,000 deaths annually in the United States, 

which was 18.1% of all deaths [97]. Smoking also imposes a great burden to the economy, and is 

responsible for about 7% of the total US healthcare costs, or an estimated 157.7 billion dollars 



 
 

16 
 

each year [97]. Despite the public awareness of its hazard to human health, the prevalence of 

smoking in the United States has been barely reduced. In 2002, the estimated number of current 

smokers in the US was 45.8 million [98]. Men are five times more likely to smoke than women. 

However, the gender difference is diminishing, due to the decline of male smokers and increase 

of female smokers. Most smokers are addicted to cigarette smoking due to their dependence on 

nicotine. Relatively few smokers can achieve sustained abstinence without medicine or other 

help. It was estimated that the success rate for unaided smoking cessation was about 7% after an 

average of 10 months of follow-up [99]. On the other hand, cigarette smoking is one of the most 

preventable causes of deaths [100]. Understanding the etiology of cigarette smoking can have a 

profound impact on the prevention of many complex diseases. 

2.4. Genetic Risk Factors of Cigarette Smoking 

The quantification of smoking is a major unsolved issue in tobacco-related research. Most of 

the available measurements are defined according to various aspects of cigarette smoking, such 

as age of smoking initiation and number of cigarettes smoked per day [101]. Smoking is a 

complex behavior involving both genetic and environmental factors and their interactions. Peer 

and family influences are the strongest environmental factors for the time of smoking initiation. 

Genetic factors also play an important role in determining smoking initiation and dependence. 

The early evidence comes from twin studies. It was estimated that the average heritability of 

nicotine dependence was 56% [102,103]. In the 1990s, the linkage analysis for cigarette smoking 

identified a genomic region on chromosome 5q, very close to the D1 dopamine receptor gene 

[104]. After that, a number of other regions on chromosome 3, 5, 17 and 18 were also identified 

independently by multiple studies using linkage analysis of smoking behavior [105,106,107,108]. 

Subsequent association studies also identified a number of genes that were associated with 
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cigarette smoking, such as CHRNA5, GABAB2, DDC, BDNF, and COMT. For instance, studies 

showed that mutation in gene CHRNA5 was associated with a two-fold risk of developing 

nicotine dependence [109]. Meanwhile, the biological mechanisms for these identified genes 

remain largely unknown. The etiology of cigarette smoking may involve many genetic variants 

through complex biological pathways. It has been suggested that many genes are functionally 

related to cigarette smoking through nicotine metabolism and dopaminergic reward system [110]. 

Detecting the complex interactions among genes and environmental factors is crucial to 

understand the biological pathways for disease development.  

2.5. Limitation of the Existing Investigations 

Extensive studies have been conducted to investigate the genetic etiology of breast cancer and 

cigarette smoking. However, the genetic heritability of these diseases remains largely 

unexplained. Many possible explanations have been suggested. First, besides the genotypic 

variations, large structural alterations, such as copy number variants, may also influence the 

disease development. Relatively few studies have focused on detecting functional CNVs, 

especially at a small-to-intermediate size. Second, the effect of one genetic variant may be 

suppressed or enhanced by the other variants through complex interactions, which is also termed 

epistasis [111]. Therefore, the association test may have a low power if the loci are examined 

separately without considering potential interactions. Third, rare variants may also play a major 

role in the development of complex human diseases. Analysis of rare variants holds great 

promise to detect novel disease susceptibility loci. Meanwhile, challenge still remains for 

statistical modeling due to the low allele frequencies. In this dissertation research, I am going to 

propose novel statistical methods addressing these limitations. 

2.6. Significance of the Research 
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BRCA GWAS (AIM 1) 

The proposed study will be among the very first ones to study small-to-intermediate size 

CNVs in BRCA. Although a number of BRCA GWASs have reported significant findings of 

SNP genotypes and CNVs, the reported CNVs are of large size (≥ 50 kb or even several mega 

bases). To our knowledge, no small-to-intermediate size CNVs has been reported yet. Compared 

to large size CNVs, small-to-intermediate size CNVs can lead to more precise genomic regions 

that are functionally related to a disease. In this study, the identification of small-to-intermediate 

size CNVs will be achieved with the novel idea of estimating allelic copy numbers at each single 

SNP locus by PICR method, and further extending to multiple SNPs by applying a Hidden 

Markov Model (HMM). 

Gene-gene Interactions Associated with Cigarette Smoking (AIM 2) 

The available data suggests that gene-gene interactions are likely to be a major source of the 

unexplained heritability of complex diseases. Intuitively, the interactions among genes can be 

examined by exploring all possible combinations of the genetic variants [112,113]. However, an 

exhaustive search is often not feasible because of the rapidly increasing computational time. 

Moreover, when the number of genetic variants is large, an irrelevant combination may 

outperform the real disease model simply due to sample randomness. Exhaustive search may 

increase the likelihood of finding such irrelevant combinations. To address these limitations, we 

propose a novel method that searches for potential gene-gene interactions sequentially, which is 

computationally efficient and is applicable to high-dimensional data. In addition, it is also a non-

parametric method without any assumption of the trait distribution.  

Aggregation of Multiple Rare Variants (AIM 3) 
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Most of the available statistical methods are proposed for common variants analysis.  For 

rare variants, the number of subjects carrying the rare alleles is usually small. Therefore, the 

available methods usually have a low power to detect the association between rare variants and 

traits. Right now, the next generation sequencing technology has become popular, which yields a 

large amount of genetic data, including both common and rare variants. At present, the most 

commonly used approach for detecting phenotypic associations with rare variants is to group 

multiple rare variants into a single ‘super’ variant and then combine it with other common 

variants for a multivariate analysis, [46,114,115]. Different from existing methods, our method 

adaptively collapses a subset of potential disease-susceptibility rare variants. I expect this 

method to have a greater power than the existing methods. 
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CHAPTER 3. 

COPY NUMBER VARIANTS AND BREAST CANCER 

3.1. Introduction 

During the past few years, genome-wide association studies (GWASs) have been commonly 

adopted for detecting genetic variants underlying common complex diseases, such as breast 

cancer and Type II diabetes [40,116]. Though the findings from GWASs have provided valuable 

insight into the genetic etiology of complex diseases, they account for a small percentage of the 

heritability [117]. The GWASs typically test the genotype frequency of each SNP between a 

group of cases and controls. However, it was estimated that two individual genomes were on the 

average 99.9% identical with respect to DNA sequence variations [118,119]. Solid evidence 

suggests that sequence variations may not be the only source for the heritability of diseases 

[3,117]. Alternatively, structural alterations, such as copy number variants (CNVs), can occur 

without any sequence variations. It was estimated that the structural alterations accounted for up 

to 7.3% of the genetic variability among human genomes [120]. These CNVs may contribute 

considerably to the development of many complex diseases, such as cancers [91,121]. However, 

until now, the association between CNVs and disease development remains largely unexplored.   

Copy number variants were first identified in the early 2000s [122,123], and were found to 

exist pervasively in human genomes [124,125]. In the past decade, the rapid advancement of 

biotechnology allowed us to characterize human genomes with copy number variations. At 

present, two platforms, including Affymetrix high density SNP arrays and Illumina Bead arrays, 

are commonly adopted for copy number inference [126,127]. Both platforms provide data in the 

form of experimentally determined intensities as surrogates for DNA quantities in the biological 
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samples. Therefore, sophisticated statistical models are in great need to infer the underlying copy 

number levels accurately. Smoothing methods are used among the very first studies for copy 

number inference [128,129]. These methods usually assume that the underlying copy numbers 

may have three levels: normal, copy number gain and copy number loss. After fitting a 

smoothing curve along the genomic regions, certain threshold is used to infer copy number levels. 

These methods have been applied in many studies for detecting copy number changes. However, 

as discussed by Lai et al., the smoothing methods have two major limitations: 1) it is difficult for 

the smoothing methods to locate the boundaries of copy number changes; 2) it is difficult for the 

smoothing methods to test the significance of copy number changes [130]. Another group of 

methods adopt certain change-point models to infer the underlying copy number levels [131,132]. 

These change-point models usually assume that the SNPs are uniformly distributed in human 

genomes, and the underlying copy number levels are piecewise constants with a series of jumps. 

By maximizing the likelihood function, the parameters and the change-points can be estimated 

for copy number inference. Such models were further extended by various formations of hidden 

Markov models (HMMs) [133,134,135,136]. The HMMs usually assume the observed intensities 

of SNPs are emitted by an underlying Markov chain, and they explicitly specify the distribution 

of the waiting time of copy number changes and the jumping probabilities between copy number 

states. These methods have emerged as promising tools for copy number inference.   

However, the available methods are commonly proposed to handle the intensity values of 

SNPs, which are subjected to large experimental noise. As a result, the quality control issue has 

raised considerable concerns regarding the result interpretation and decision making [137]. In a 

recent study, Wan et al. proposed a novel approach to estimate copy number abundance on a 

single SNP- single array basis, referred to as the Probe Intensity Composite Representation 
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(PICR) [65]. This method models the cross-hybridization between DNA sequences via their 

physical binding affinities. It has shown great potential for differentiating copy number signal 

from background noise. In this chapter, I propose to extend PICR method with a hidden Markov 

model for copy number inference. The copy number abundance is first estimated at each SNP 

locus by PICR, and then standardized to achieve equal scaling between multiple samples. A 

hidden Markov model is further applied for copy number inference. Compared to the available 

HMM-based methods, our method has two major advantages: 1) by estimating the copy number 

abundance using PICR, a large proportion of the noise is removed from the intensity values to 

improve the performance of HMM; 2) through a novel standardization of the copy number 

abundance, our method does not require between array normalizations for multiple samples, 

which ensures the data integrity. This proposed method is suitable for detecting copy number 

variants with Affymetrix high density SNP arrays.  

3.2. Methods 

In this section, I first describe the design of Affymetrix SNP array, and then explain the 

proposed method step by step. Suppose we have a study population of N  subjects, each 

genotyped with a large number of K  SNPs. Our method first estimates the copy number 

abundance at a single SNP locus for each subject by using the newly established PICR model 

[65]. It then standardizes the copy number abundance to achieve equal scaling between subjects. 

Finally, a hidden Markov model is applied to integrate multiple SNPs for copy number inference.  

3.2.1. Design of Affymetrix 500K SNP Array 

In an experiment with an oligonucleotide microarray, the array is attached with millions of 

short immobilized nucleic acid sequences, known as probes. These probes are designed 

complementary to the DNA sequences in biological samples, referred to as targets. These targets 
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are labeled with fluorescent dyes and their abundance can be quantified by the fluorescent 

intensities yielded through their hybridization with the probes [138,139,140]. Affymetrix SNP 

array uses multiple probe-sets to capture the properties of each SNP. In a 500K SNP array, six 

quartets are adopted to interrogate a single dimorphic SNP site with its possible alleles 

commonly denoted as A and B. Each quartet consists of 4 types of probes that are 25 base pairs 

in length. These probes are designed either perfectly matched to the targets or mismatched at a 

particular nucleotide site for each allele: perfect match A (PA), mismatch A (MA), perfect match 

B (PB) and mismatch B (MB). The probe-sets are also designed to hybridize with either sense 

strands (s=1) or antisense strands (s=-1). The quartets have different shifts (k) for the nucleotide 

on the probes (k may take the values -4, -3, -2, -1, 0, 1, 2, 3, 4) from the center nucleotide of the 

probes (k = 0 at position 13 of the 25 base pairs) [141].  

3.2.2. Estimation for copy number abundance by PICR 

The PICR method takes into account the cross-hybridization of the DNA sequences via a 

positional-dependent nearest neighbor (PDNN) model [65]. In PICR, the florescent intensity of a 

particular probe-set is decomposed into multiple components:  the baseline intensity (b), the 

products of allelic copy numbers abundance ( mR ) and the binding affinity between the target 

and the probe with respect to different alleles ( mR  ), and a measurement error (ε) (Equation (1)). 

The binding affinities ( ,A Bf f ) are determined by the physical property of the DNA sequences. 

Based on the PICR model, the allelic copy number abundance can be estimated via a linear 

regression between the intensities and binding affinities.   
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3.2.3. Multi-array Equal Scaling by Standardization 

The allelic copy number abundance is estimated by PICR on a single array- single SNP basis. 

All the fluorescence intensities are subject to experimental scales which may vary among arrays. 

It is thus essential to achieve equal scaling for multiple arrays before any further analyses. We 

propose a novel standardization approach as: 

, , , ,
,

, , , ,
; 1, 2,......, ; 1, 2,......, (2)

( )
i j A i j B

i j
i j A i j B

N N
SCN i N j K Equation

se N N

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

 

where , ,i j AN  ( , ,i j BN ) denotes the allelic copy number abundance for SNP j of subject i ; 

, , , ,( )i j A i j Bse N N  denotes its estimated standard error of , , , ,i j A i j BN N  via the linear 

regression model of Equation (1). Assuming the random errors in Equation (1) are normally 

distributed, the standardized copy numbers follow t distributions identically for 

1,......, ; 1,......,i N j K    , and hence, are expected to be on the same scale. 

3.2.4. Hidden Markov Modeling for Multi-SNP Copy Number Inference 

Modeling Strategy and Copy Number States 

As illustrated by Equation (2), our objective is to detect total copy number changes 

among subjects. Similar to the existing HMM-based methods [133,135,136], we assume a 

particular SNP locus may have 5 possible copy numbers states, with its total copy number 

ranging from 0 to 4, (Table 3.1). Such copy number states are not observed directly, and hence, 

are hidden. The inference of these hidden states is based on two types of observations, logR  
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ratios (LRR) and B allele frequencies (BAF), which can be calculated by the estimated allelic 

copy number abundance. We first estimate the standardized copy number abundance for 

the thj SNP of subject i . Because the standardized copy number abundance is a relative measure 

with unknown reference, we further define its LRR as: 

,
, , 2

,
log ( );i j

i j i j
j reference

SCN
R LRR

SCN
   

where , ,
{ }

( )j reference i j
i Control

SCN median SCN


   

The estimated SCNs among controls are expected to represent normal levels of copy numbers 

and can be used to determine the reference level for each particular SNP locus. We further define 

the BAF as:  

,
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 and ,j ja b are the corresponding thresholds for accurate 

genotyping of SNP j with PICR. The B allele frequencies provide a normalized measure of 

relative signal ratio between allele B and allele A. Similar to a few previous studies, a HMM is 

adopted to integrate LRR and BAF for copy number inference [133,135,136]. One novelty of our 

method is that we use standardized copy number abundance rather than probe intensities to 

calculate corresponding LRR and BAF.   

Transition Probability of copy number states 

Our proposed model is a time-dependent continuous Markov Chain, using genomic 

positions of SNPs as ‘time’. Therefore, the transition probabilities depend on the distance 
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between SNPs. Let ,i jz  be the underlying copy number state for the thj SNP of subject i and 

,j jd   be the physical distance between SNPs j and j  in the genome. We define the transition 

probability between the copy number states of SNPs j and j  as: 

,
, , , ,

, ,

exp( / )
( ) ( | )

(1 exp( / ))
j j s

s s j j i j i j
j j s s s

d if s s
p d p z s z s

d p if s s


  
 

        




;      

where 1 , 5s s  ; and 1ss
s s

p 


  

Here, , ,( )s s j jp d  is the probability for a hidden state s at SNP j to stay at the same state at SNP 

j   over a distance of ,j jd  , which is modeled by an exponential distribution with parameter 

1/ s . Therefore, s has the interpretation of the expected length for the copy number to stay at a 

particular state s. It is worthwhile to note that , ,( )s s j jp d   may be close to zero when ,j jd  is 

large. In practice, when two consecutive SNPs are far apart, the Markov chain will be restarted to 

avoid the probability of zero for the underlying copy number to stay at the same state.  

Emission Probability of Observations 

Similar to a few previous studies, we use LRR and BAF as observations, which are 

modeled by mixture distributions [133,135,136].  Denote ,i jz  as the underlying copy number 

state for the thj SNP of subject i. Assume the LRR and BAF at a particular SNP locus are 

conditionally independent given the underlying copy number state, we have  

, , , , , , ,( , | ) ( | ) ( | )i j i j i j i j i j i j i jp R B z p R z p B z  

We model the emission probability of LRR (R) with the mixture of a uniform distribution and a 

normal distribution as: 
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, , , , ,( | ) (1 ) ( , , )R
i j i j R i j R s R s

M m
p R z s f R

R R
   




   ; 

1 ;1 ;1 5i N j K s      ; 

where f(.) denotes the normal probability density function. Here, we assume the genotyping may 

fail with a small probability of R . Under such a circumstance, the LRR is observed as 

background noise, which follows a uniform distribution between its possible minimum ( mR ) and 

maximum values ( MR ). Otherwise, it follows a normal distribution with a mean ( ,R s ) and a 

standard deviation ( ,R s ) with respect to the underlying copy number state. As illustrated by 

Table 3.1, the mean and standard deviation of the normal distributions vary by the underlying 

copy number states.  

As illustrated in Table 3.1, the expected values of BAFs (B) vary by the underlying copy 

number states as well as the underlying genotypes.  Let sG be the set of all possible genotypes 

for copy number state s. We further denote ,s g and ,s g  as the mean and standard deviation of 

BAF for a SNP with copy number state s and genotype g, where sg G . Let ,s g  denotes the 

prior probability of BAF for copy number state s and genotype g, which can be calculated by a 

binomial distribution based on the B allele frequency in the population (bpf) [133,135,136]. For 

example, a SNP with genotype AAB has a copy number of 3, and expected BAF of 1/3. The 

prior probability of the BAF can be calculated as: 

1 2
, ,

3
( | 3) ( ) (1 )

1i j i j j jp G AAB z bpf bpf 
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 
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Because the B allele frequencies are only observed within the range of 0 and 1, we model 

the emission probability of BAF at a particular SNP locus with the mixture of a uniform 

distribution and a few normal and truncated normal distributions:  

, , , , ,

, , , , , , ,

, , , , ,

(1 ) ( , , ) 0 1
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1 ;1 ;1 5i N j K s       

where (.)f and (.)  are the normal probability density function and cumulative density function 

respectively.  

Parameter Estimation and Copy Number Inference 

In practice, we assume 0.01R B    as the empirical error rate for genotyping, and s , 

1 5s  , are pre-determined to account for the size of copy number variants. The set of 

parameters that need to be estimated includes: 
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We use the forward-backward algorithm, also known as Baum-Welch algorithm, to optimize the 

parameters inΩ  [142].  After the parameter estimation, the inference of copy number states is 

carried out by Viterbi algorithm [143].   
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Baum-Welch Algorithm 

The Baum–Welch algorithm is a particular case of the generalized expectation-

maximization (GEM) algorithm, and is commonly used to estimate parameters of a hidden 

Markov model. The estimation is achieved by updating parameters interactively to maximize the 

likelihood function of the observations from a HMM. The likelihood can be calculated efficiently 

via a forward algorithm and a backward algorithm. To describe the Baum-Welch algorithm, we 

denote , , ,( , )i j i j i jO R B as the observations at thj SNP of subject i, and ,( , )i je O s  as the 

emission probability of ,i jO  given the underlying copy number state s at SNP locus j. We have 

, , , , , , ,( , ) ( | ) ( | ) ( | )i j i j i j i j i j i j i je O s p O z s p R z s p B z s      

The forward algorithm computes the likelihood of the first k observations in a HMM with a 

particular ending state s  recursively by: 

,1
,1 , ,

( ) ( , ) 1
( , , ) ( ,......, , ) ( 1, ) ( ) ( , ) 1
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i i k k s s s s i k

s

s e O s k
i k s p O O z s k s p d e O s k K 



       



   

Specifically, the overall likelihood of a Markov chain with length of K can be calculated by: 

,1 , ,1 , ,( ,......, ) ( ,......, , ) ( , , )i i i K i i K i K
s s

L p O O p O O z s i K s      

On the other hand, given the current underlying state of s at the thk  SNP, the backward algorithm 

computes the likelihood of the future observations starting at the ( 1)thk   SNP.  

1 , , 1 , 1

1
( , , ) ( ,......, | ) ( ) ( , ) ( , 1, )1k K i k ss k k i k

s

k K
i k s p O O z s p d e O s i k s k K   



        
   

Therefore, the posterior distribution for the underlying state of the thk  SNP in subject i can be 

calculated as: 
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, ,1 ,
, ,1 ,

,1 ,

, ,1 , , 1 , ,

,1 ,

( , ,......, )
( , , ) ( | ,......, )

( ,......, )

( , ,...... ) ( ,......, | )
( ,......, )

( , , ) ( , , )

i k i i K
i k i i K

i i K

i k i i k i k i N i k

i i K

i

p z s O O
i k s p z s O O

p O O

p z s O O p O O z s
p O O

i k s i k s
L




  

 






 

 

In each iteration step by Baum-Welch Algorithm, the parameters are updated by maximizing the 

posterior probability. Denote the overall forward probability, backward probability and 

likelihood for N subjects as: 

1
( , ) ( , , );

N

i
k s i k s


   

1
( , ) ( , , );

N

i
k s i k s


   

1

N
i

i
L L


 . 

Therefore, the overall posterior probability for the underlying state of each SNP can be given as: 

.,.
( , ) ( , )( , ) ( | )k
k s k sk s p z s O

L
  

  ,  

where .,.O is all the observations for , , 1 ; 1i kO i N k K      .  

The starting probability ( )s  can be updated by its posterior distribution as: 

1 .,.
(1, ) (1, )ˆ ( ) ( | ) ;1 5s ss p z s O s

L
    

  .  

The transition probability ,s sp   can be updated as: 
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, 1, .,
2

,

, 1, .,
2 2

( 1, ) ( ) ( , ) ( , )
ˆ

( 1, ) ( ) ( , ) ( , )

K
s s k k k

k
s s K K

s l k k k
k l s k

k s p d e O s k s
p

k s p d e O l k l

 





  

 







  

 

 

:. 

The mean and variance of the LRR (R) with respect to the copy number states can be updated as: 

, , ,
1 ;1

,
, ,

1 ;1

( | )

ˆ
( | )

i j i j i j
i N j K

R s
i j i j

i N j K

R p R z s

p R z s
   

   









 ; 

2
, , , ,

1 ;12
,

, ,
1 ;1

ˆ( ) ( | )

ˆ
( | )

i j R s i j i j
i N j K

R s
i j i j

i N j K

R p R z s

p R z s
   

   

 










 .

 

To estimate the mean and variance of the BAF (B) with respect to the copy number states and 

genotypes, we denote | |Bg  as the allelic copy number of B for genotype g (i.e. | | 1BAAB  ), and 

bpf as the allele frequency of B in the population. We update the mean and variance of BAF as:  

, , , , ,
1 ;1

, ,
, , , ,

1 ;1

( | ) ( | )

ˆ
( | ) ( | )

i j i j i j i j i j
i N j K

B s g
i j i j i j i j

i N j K

B p B z s p G g Z s

p B z s p G g z s
   

   

  


  




 ; 

where ,, | || |
, ,( | ) ( ) (1 )

| |
i j BB

i j z gg
i j i j j j

B

z
p G g z s bpf bpf

g
 

     
 

; 

2
, , , , , , ,

1 ;12
,

, , , ,
1 ;1

ˆ( ) ( | ) ( | )

ˆ
( | ) ( | )

i j B s g i j i j i j i j
i N j K

R s
i j i j i j i j

i N j K

B p B z s p G g z s

p B z s p G g z s
   

   

   


  







 ;  

Viterbi Algorithm 

Given all the model parameters, the Viterbi algorithm is used to infer the most likely path 

for the underlying states. The following steps are implemented: 
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i) Calculate  ,1( ,1, ) ( ) ( , );iv i s s e O s 1 5;1s i N    ; as the probability to 

produce the first observation for a hidden Markov chain staring with underlying 

state s.  

ii) Calculate 1, ,( , , ) max( ( , 1, ) ( ) ( , ));s s j j i j
s

v i j s v i j s p d e O s 


  2 j K   as the 

largest probability to produce first thj observations for a hidden Markov chain to 

end at state s. 

iii) Infer the most probable underlying state for the thK SNP of a hidden Markov 

chain as: , arg max ( , , )i K sz v i K s . 

iv) Recursively infer the most probable underlying state for the thj SNP of a hidden 

Markov chain as: , , 1 , 1( | ) arg max [ ( , , ) ( )]i j i j s s s j jpath z z s v i j s p d     for 

1 1j K   .  

3.3. Results  

3.3.1. Simulation Study  

In the simulation study, we assume that the length of genome is 610 base pairs. We first 

simulate 10K SNPs with their physical positions uniformly distributed in the genome. The 

expected lengths of the copy number states are set at 3 50K  and 5 ; 1, 2, 4,5l K l  .  The 

transition probabilities between copy number states are set as:   

0 0.01 0.97 0.01 0.01
0.01 0 0.97 0.01 0.01

( ) 0.25 0.25 0 0.25 0.25
0.01 0.01 0.97 0 0.01
0.01 0.01 0.97 0.01 0

ssp 

 
 
 
 
 
 
 
 
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The parameters for the emission probability of LRR (R) are set as: 

State 1 2 3 4 5 

,R s  2log (1/10)  2log (1/ 2)  2log (1)  2log (3 / 2)  2log (2)  

,R s  1 0.15 0.15 0.15 0.2 

The parameters for emission probability of BAF (B) are set as: 

   , ,

0.5
0 1

( ) 0 0.5 1
0 1/ 3 2 / 3 1
0 1/ 4 2 / 4 3 / 4 1

B s g

 
 
 
 
 
 
 
 

  and , ,

0.25
0.05 0.05

( ) 0.05 0.05 0.05
0.05 0.05 0.05 0.05
0.05 0.05 0.05 0.05 0.05

B s g

 
 
 
 
 
 
 
 

 for  

1
2
3
4
5

s g
s g A g B
s g AA g AB g BB
s g AAA g AAB g ABB g BBB
s g AAAA g AAAB g AABB g ABBB g BBBB

   
    
    
 

     
         

,  

where g    denotes a copy number loss on both chromosome. The observations of B are further 

truncated at 0 and 1.  

We simulate 100 subjects by using the above model parameters. For each subject, the 

underlying copy number states and genotypes of 10K SNPs are first simulated in a sequential 

order according to the transition probabilities. The frequencies of allele B in the population 

follow a uniform distribution between [0.1, 0.9]. For each SNP, the observations of LRR (R) and 

BAF (B) are then simulated by using the emission probability according to the underlying copy 

number state and genotype. Two subjects are randomly selected to estimate the parameters by 

using the Baum-Welch algorithm. The estimated parameters are then used to infer the underlying 

copy number states for all subjects by using the Viterbi algorithm. For computational precision 
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reason, the convergence criterion is met when the summation of the absolute change of all 

parameters is less than 310 . We calculate the error rates for inferring the copy number states of 

all SNPs in all subjects. Because the expected lengths of the copy number variants ( s ) are pre-

determined and may have an impact on the performance of the inference, we also examine the 

error rates when they are incorrectly specified. The results are listed in Table 3.2.  The 

simulation results show that the proposed method is highly accurate to infer the underlying copy 

number states when  s  is correctly specified. The overall error rate for all SNPs is estimated to 

be 1.34e-04. When s  is incorrectly specified, the error rate increases with the extent of mis-

specification, but remains at a low level. In our simulation, we find that the error rate is not 

inflated seriously with an up-to 10 folds over-specification of s . It is also noted that the error 

rate for SNPs with a normal state of two copies decreases by the extent of over-specification of 

s . This is because the majority of SNPs belong to a normal state of two copies. The normal 

state also has the largest expected length, and a SNP is more likely to be inferred as two copies 

when s is large. On the other hand, the error rate for SNPs with a normal state of two copies 

increases when s  is under-specified. Overall, the error rate is properly controlled when s is 

incorrectly specified.  

3.3.2. Application to Breast Cancer Data 

 We also apply the proposed method to detect copy number variants that are associated with 

breast cancer development, using a recent GWAS study among Ashkenazi Jews (AJ) [66]. The 

original study had three phases. The first phase included 249 breast cancer cases without BRCA1 

and BRCA2 mutations, and 299 cancer-free AJ women as controls. The second phase was a 

replicate study with 343 candidate SNPs among 950 AJ cases and 979 AJ controls. The third 
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phase was also a GWAS study that included 243 AJ cases and 187 controls. The participants 

from phase I and phase III were genotyped with Affymetrix 500K SNP array, while those from 

phase II were genotyped by Illumina GoldenGate assay. Because our method is proposed for 

Affymetrix SNP arrays, we focus our analysis on the phase I and phase III data.  

 We use phase III as an initial study for the analyses. The proposed method is first applied to 

ten randomly selected controls for parameter training. The parameters are then used to infer copy 

number states among all participants. Because the inferred copy numbers are not normally 

distributed and their distributions are not straightforward to determine, we further conduct a 

Kolmogorov-Smirnov (KS) Test for each SNP to compare the inferred copy numbers between 

cases and controls. The KS test is a non-parametric test and does not rely on the distribution of 

copy numbers. The significant regions are selected if three consecutive SNPs show significant 

copy number differences at a level of 1e-07. After the region is selected, a global p-value is 

further calculated by conducting a KS test using the average copy number of the SNPs within the 

region. The results are summarized in Table 3.3. The findings include 34 genomic regions from 

16 chromosomes. The region with the largest number of significant SNPs is 4q31.23. This region 

has 10 SNPs showing significant copy number difference between cases and controls. Besides 

region 4q31.23, two regions, 1p21.1 and 10q21.1, both have 7 significant SNPs. Three regions 

have 5 SNPs with significant copy number differences, including 6q22.33, 6q27 and 11p12. 

These results indicate that copy number alterations on chromosome 4, 6, 1 and 11 may have a 

significant impact on the development of breast cancer.  

Most of these identified regions were reported in literature for potential involvement with the 

development of breast cancer. One SNP in the region 4q31.23 was recently reported to be 

significantly associated with breast cancer progression [144]. A gene ARHGAP10-NR3C2, 
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located in this region, was also suggested to be related to carcinogenesis through structural 

alteration [145]. In addition, possible copy number changes of region 4q31.23 were observed 

from cancer cell line data [146]. Regions 1p21.1 and 10q21.1 were reported repeatedly with 

potential association with breast cancer. Chromosome arm 1p was suggested to contain multiple 

tumor suppressor genes [147]. Structural alterations of 1p21.1 were observed from many studies 

of cancers [147,148,149,150]. Region 10q21.1 also contained multiple candidate tumor 

suppressors, such as ANX7 and CDC2 [151,152]. Interestingly for region 6q22.33, it was 

identified by the original GWAS as a novel locus for breast cancer development. Our study 

confirms this finding and also suggests that the copy number changes in the region may play an 

important role.   

We further apply the same procedure to the phase I data for replication. The results are 

summarized in Table 3.3. Among the regions identified by using phase III data, the copy number 

changes remain significant at five regions by using phase I data, including 4q31.23, 6q13, 

12q23.1, 13q14.3 and 2p21. These five regions contain 10, 5, 4, 4, and 3 SNPs respectively. The 

association between the CNVs within these regions and BRCA susceptibility is supported by the 

literature. The long arm of chromosome 6 was reported to be frequently rearranged in human 

cancers [153,154,155]. The region of 6q13 was among the regions that showed frequent copy 

number alterations [156,157].  In region 12q23.1, a gene SLC5A8 was identified by a previous 

study to be affected frequently by structural changes, such as DNA methylation [158,159]. This 

gene was actively involved in the gene pathway related to the development of primary human 

tumors [160,161].  The region 13q14.3 was reported for copy number changes in various cancers, 

such as prostate cancer and breast cancer [162,163,164,165].  The structural changes of region 

2p21 were well studied, such as 2p21 deletion syndrome [166]. It was caused by the deletion of a 
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larger portion of genetic material from chromosome 2p21, characterized by infant seizures, 

reduced muscle tone, developmental delay, lactic acidosis and unusual facial appearance [167]. 

The structural changes of 2p12 were also suggested to be involved in cancer development [168].  

To validate the results, we also examine the distribution of the sizes of identified CNVs and 

compare it with findings from literature. This distribution has a similar shape with one recent 

study (Figure 1 of [169]). Further, the density function in our study has the peak value at around 

50K. Compared to the study by Li et al (peak at 200K), the identified CNVs by our study have 

smaller sizes. This is expected since we start with single SNPs and focus on the small to inter-

mediate size CNVs.     

3.4. Discussion 

 Though genome-wide association studies have identified hundreds of novel disease-

susceptibility loci [170], the genetic architecture of complex disease remains elusive [171]. A 

large percentage of the heritability of diseases is still unexplained, highlighting the need to 

consider all types of heritable variations besides the sequence variations. As promising 

candidates, CNVs are ubiquitous throughout the human genome. It was estimated that about 5%-

16% of the human genome might undergo copy number changes [126,172,173]. Meanwhile, the 

knowledge of CNVs is still limited in regard to their contribution to the disease development 

among human populations. In addition, statistical tools are still lacking to infer the CNVs 

accurately and efficiently. In this research, we propose a HMM-based approach for copy number 

inference, illustrated with an application to breast cancer datasets. The method can be viewed as 

an extension of PICR model with an implementation of HMM. Our approach differs from the 

other HMM-based methods by: 1) our method first estimates the copy number abundance using 

PICR, which removes noises from probe-intensity values; 2) our method achieves equal scaling 
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among multiple subjects by a novel approach of copy number standardization. By doing so, no 

between-array normalization is required, which keeps the data integrity.  

In the simulation study, we show that the proposed method is highly accurate for copy 

number inference. The error rates remain at a low level when the pre-determined model 

parameter is mis-specified. The application to the phase III data of the BRCA GWAS identifies a 

few genomic regions with significant associations. The associations of five regions, including 

4q31.23, 12q23.1, 13q14.3 and 2p21, are replicated by using the phase I data of the BRCA 

GWAS. All these genomic regions have been reported in the literature as candidate regions for 

the development of primary tumors or other complex disorders. Whereas it is biologically 

plausible that the structural changes of these regions may play an important role in the 

development of breast cancer, further studies are needed to replicate the association and 

investigate the biological mechanisms.  

We are also aware that our method may have a few limitations. First, our copy number 

estimation method is based on the design of Affymetrix SNP arrays. It currently cannot be 

directly applied to the Illumina platform. Second, our method currently focuses on detecting the 

total copy number changes, and does not differentiate the paternal/maternal specific copy 

numbers. Third, our method is currently suitable for population-based association studies with 

unrelated samples. Further extension is needed for its application to studies with samples from 

family pedigrees.  
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Table 3.1.  Configuration of all possible copy number states 

State (z) Copy Number Expected LRR Expected BAF Possible Genotypes 

1 0 log(0)=  0 - (deletion) 

2 1 log2(1/2)=-1 0 
1 

A;  
B 

3 2 log2(1)=0 
0 

0.5 
1 

AA;  
AB;  
BB 

4 3 log2(3/2)=0.585 

0 
0.33 
0.67 

1 

AAA;  
AAB;  
ABB;  
BBB 

5 4 log2(2)=1 

0 
0.25 
0.5 

0.75 
1 

AAAA;  
AAAB;  
AABB;  
ABBB;  
BBBB 
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Table 3.2 Error rate for inference of copy number states with correctly and incorrectly 
specified expected length of copy number states 

 

  
Ave. # of SNP with copy number state in each subject 

HMM State 1 2 3 4 5  
Total 

 557 163 8875 185 220  
10,000 

 used in HMM  
Error Rates by copy number state  

true    5.92e-04 1.53e-04 2.37e-05 1.40e-04 1.32e-03  
1.34e-04 

2 a
true   3.97e-03  4.91e-04 1.69e-05 7.01e-04 4.46e-03  

3.55e-04 

5 true  4.18e-03 6.13e-4 1.80e-05 7.01e-04 4.51e-03  
3.71e-04 

10 true  4.38e-03 9.20e-04 1.80e-05 1.08e-03 4.87e-03  
4.02e-04 

0.5 true  9.69e-04 1.53e-04 3.27e-05 1.56e-04 1.32e-03  
1.66e-04 

 
a  the model specified   is 2 times greater than the true  . 
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Table 3.3 Regions showing significant copy number changes in Phase III and their 
significance levels in Phase I. 

 

Chromosome Cytoband Location # of 
SNP 

p-val  
(Phase III) 

p-val 
(Phase I)  

1 p21.1 102622376 
- 102640646 7 2.62e-13 0.954  

1 p12 120292824 
- 120312909 3 7.62e-14 0.999  

1 q22 154077091 
- 154106555 3 2.453e-11 0.999  

2 p21 45759616 
- 45760637 3 1.106e-08 0.014  

2 p12 81196767 
- 81197522 3 7.232e-09 0.977  

2 q21.1 131925407 
-131955270 3 4.872e-13 0.999  

3 p14.3 57706175 
-57839689 3 1.228e-09 0.116  

4 q26 117544365 
-117576957 3 4.577e-11 0.138  

4 q31.23 148668320                          
-148697327 10 9.43e-15 7.56e-05  

4 q32.3 166885930          
-166957371 5 6.664e-11 0.189  

5 q14.3 84350898 
- 84398999 5 4.330e-14 0.720  

5 q22.3 115145252 
- 115178424 4 2.220e-16 0.893  
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Table 3.3 . (cont’d) 

 

Chromosome Cytoband Location # of 
SNP 

 
p-val 

 (Phase III) 

 
 

p-val 
(Phase I) 

 

6 q13  75247853 
-75311831 5 5.218e-15 0.034  

6 q22.33  128476625 
-128533696 6 2.409e-13 0.806  

6 q23.2  134651674 
-134672863 5 3.722e-10 0.999  

6 q27  165234976 
-165247908 6 1.752e-09 0.996  

7 q22.1 98318717 
   -98361309 4 4.727e-11 0.103  

7 q31.31  118754169 
-118754169 5 1e-17 0.524  

8 q11.22  52786953 
-52796842 3 4.550e-10 0.840  

8 q21.3  90963387 
-90964181 3 2.862e-08 0.772  

8 q24.13  125649171 
- 139914783 3 2.30e-08 0.973  

8 q24.3  145891814 
- 145948840 4 3.220e-15 7.96e-04  

9 p21.3  22270796 
-22294230 5 6.249r-09 3.33e-03  

10 q21.1  56853055 
-74432554 7 1.084e-09 0.998  
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Table 3.3 . (cont’d) 
 

Chromosome Cytoband Location # of 
SNP 

 
p-val  

(Phase III) 

p-val 
(Phase I)  

11 p13   36306019 
- 36366302 3 8.95e-11 0.223  

11 p12  37905557 
- 37916354 6 2.627e-09 0.968  

11 q22.3  104741435 
- 104806689 5 4.152e-14 0.999  

12 q23.1   94977527 
- 95052366 4 1.11e-16 1.07e-04  

13 q13.3   34828145 
- 34846106 4 8.975e-10 0.428  

13 q14.3  51036156 
- 51071687 4 5.268e-12 6.83e-09  

13 q33.1  103334252 
- 103344370 5 1.589e-09 0.964  

14 q23.1  60136001 
- 60140123 5 1.843e-12 0.996  

18 p11.31  3597746 
- 3635894 3 4.268e-10 0.417  

X q27.3   146596395 
- 146646974 4 5.873e-14 0.086  
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Figure 3.1. Distribution of the size of CNVs 
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CHAPTER 4. 

GENE-GENE INTERACTION AND CIGARETTE SMOKING 

4.1. Introduction 

The genetic etiology of common complex diseases is of tremendous interest to clinical and 

basic science researchers as well as to the general public. During the past few years, the radical 

breakthrough of biotechnologies has enabled us to generate a large amount of genotypic data 

with great accuracy [61]. Testing the association between these genetic variants and complex 

traits provides an unprecedented opportunity to unravel the mystery of gene functions, which is 

crucial for a better understanding of the disease etiology. Meanwhile, the rapid growth of the 

data dimensionality also presents great challenges to statistical modeling and hypothesis testing.  

Most of the first generation genome wide association studies test the association between 

genetic variants and disease outcomes on a single-locus basis [40,116,174]. Though a substantial 

number of genetic variants have been identified to be associated with many complex diseases, 

such as diabetes and Crohn’s disease, they account for only a small percentage of the heritability 

[117]. One possible explanation of the issue of ‘missing’ heritability is that most of the complex 

diseases are polygenic in nature. Multiple genetic variants, each conferring a small or moderate 

effect, may contribute to the disease development [175,176]. In addition, the effect of one 

genetic variant can be suppressed or enhanced by the other variants, which is termed epistasis 

[111]. Whereas epistasis per se cannot account for the missing additive heritability, it may often 

lead to the lack of power to detect association when loci are examined separately without 

considering their potential interactions [177]. 

Considering the polygenic nature of many complex diseases, statistical approaches for multi-

locus association analysis have been recently developed. Lin et al. proposed a sequence 
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interaction model in a multivariate regression framework for quantitative traits [178]. Several 

studies modeled multi-locus interactions through haplotype analysis [179,180,181]. Schaid et al. 

proposed a U-statistic-based score test that could simultaneously examine the association 

between multiple genetic variants and dichotomous traits [182]. Wei et al. further extended this 

approach for quantitative traits by using data-adaptive weights for different variants [183]. These 

approaches comprise the commonly used single-locus approaches, providing powerful 

alternatives for genetic association analysis. However, they are less suitable for handling a large 

number of genetic variants and for considering interactions, especially high order interactions.  

Another group of methods uses a different strategy. They first select a subset of genetic 

variants from the totality of the genotyped variants, and then conduct an association test to assess 

the joint effect of the selected loci. The genetic variants are usually selected to best describe the 

risk of a binary disease outcome or the variation of a quantitative trait. For example, Ritchie et al. 

proposed a Multifactor Dimensionality Reduction (MDR) method for balanced case-control 

studies [112]. It pools multi-locus genotypes into high-risk and low-risk groups, and hence 

reduces the data dimension to one. This method has been further extended in a series of articles. 

Martin et al. extended the MDR method for studies with family-based designs [184]. Lou et al. 

derived a generalized MDR (GMDR) method that could be applied to both dichotomous and 

quantitative traits [113]. The GMDR method is not limited to studies with a balanced design and 

has the advantage of allowing for covariate adjustment. It maps the phenotypic traits into 

residual scores through certain link functions under a generalized linear model framework, and 

then conducts SNP selection and association test based on the residual scores. The extension of 

GMDR can also be applied to studies with family-based designs, referred to as pedigree-based 
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GMDR (PGMDR) [185].These approaches have now been commonly used to search for gene-

gene/gene-environment interactions. They are generally non-parametric and model free. 

However, the above methods commonly search for SNP combinations exhaustively. 

When the number of genetic variants is large, the chances are that an irrelevant combination may 

outperform the real disease model simply due to sample randomness. Therefore, when hundreds 

of thousands of genetic variants and environmental factors are examined, an exhaustive search 

may suffer from loss of power due to the substantial increase in the feature space [186]. In 

addition, an exhaustive search may not be computationally feasible for high order interactions, 

especially at a genome-wide scale. As discussed by Cordell and Marchini et al., searching for 

high order epistasis beyond pair-wise interactions is not computationally affordable and can be 

pursued only after single-locus-based filtering [187,188].  

As an alternative approach, the forward or sequential selection algorithm has received 

growing attention for its computational efficiency [189,190,191].  The algorithm starts with a 

null feature set and sequentially adds the best feature that satisfies certain criteria. Real data 

applications and simulation studies have also suggested that the forward search may have a 

greater power than the exhaustive search [186,189]. In this chapter, I propose a U-statistic-based 

multi-locus testing approach for quantitative traits. This method searches a large number of SNPs 

for joint gene-gene actions through a forward selection. Compared to the available methods, our 

method has the following advantages: 1) it tests the joint association for multiple genetic variants 

with the consideration of gene-gene interactions, including high-order interactions; 2) it is a non-

parametric method that makes no assumptions of the trait distribution; and 3) it is 

computationally efficient and can be applied to high-dimensional data. 
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4.2. Methods 

We first introduce notations and the hypothesis of interest. Suppose the study has N subjects. 

Let iY  denote the quantitative trait for the thi subject, 1,2,......,i N ; and 

let 1 2( , ,......, )i i i iKX X X X  denote K independent SNP genotypes, each taking a value from one 

of the three possible genotypes { , , }; 1, 2,......,ijX AA Aa aa j K  . The hypothesis is that these K 

SNPs, or a subset of them, are associated with the quantitative trait Y. To test this hypothesis, we 

first select k SNPs that best describe the variation of Y, where k K , and then test whether these 

selected SNPs are jointly associated with the trait Y.  

U-Statistics 

Since the foundational work of Hoeffding, U-Statistics have been widely used in both 

theoretical and applied statistical research [192]. They were recently used to build test statistics 

for multiple genetic variants [182,183]. However, while considering multiple genetic variants 

simultaneously, these approaches calculate the global U-Statistic by assuming an additive effect 

across multiple genetic variants, and thus do not consider the gene-gene interactions. We here 

introduce a new U-Statistic to test the joint association of multiple genetic variants with the 

consideration of gene-gene interactions. In this new method, we measure the difference of the 

quantitative traits between two subjects i and j as: 

( , ) ; 1 ,i j i jY Y Y Y i j N    . 

Suppose we have k selected SNPs, which comprise L multi-SNP genotypes, denoted by 

1 2, ,......, LG G G . A multi-SNP genotype, lG , is defined here as a vector of k single-SNP 

genotypes that an individual carries (e.g., 
1 2{ , ,......, }kg g g ). The k SNPs and L multi-SNP 

genotypes are selected sequentially out of a total number of K genotyped SNPs (See Section 
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below for details). We denote by { , }l i lS i X G   the group of subjects carrying multi-SNP 

genotype , 1, 2,......,lG l L  and | |l lm S is the number of subjects in group lS . We define the 

between-group U-statistic for group l and group l  as: 

,
,

( , ); ,l l i j l l
i j

U Y Y i S j S    . 

,l lU   is the summation of all possible pair-wise trait comparisons for any two subjects from lS  

and lS  . In the presence of an association, we expect individuals carrying different multi-SNP 

genotypes have different trait values (e.g., those carrying high risk multi-SNP genotypes have 

higher trait values than those carrying low risk multi-SNP genotypes). We assume that the 

expected quantitative trait values of L multi-SNP genotypes decreases with l (i.e., 

1 2
( ) ( ) ...... ( )

LS S SE Y E Y E Y   . Practically, we can sort the multi-SNP genotypes according to 

their average trait values (i.e., 
1 2

......
LS S SY Y Y   ). Based on ,l lU  , we further define a global 

U-statistic for L groups as:  

, ,
1

,
,

1

( 1) ;
2

l l l l
l ll l L

l l
l l l l

l l L

U
m mL LU

U m m

 
  


 

  


  






 . 

Here, the weight parameter   is chosen to account for the number of subjects in each genotype 

group. This global U-Statistic measures the overall trait differences among a total number of L 

multi-SNP genotype groups.   

The global U-Statistic described above is expected to have a zero mean under the null hypothesis 

of no association and to follow a normal distribution asymptotically. For simplicity, we denote 

, ,
1

l l l l
l l L

U U 
  

   , and the variance can be estimated as: 
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1 2 1 21 2 1 2

1 2 1 2

1 2 1 2

1 21 2 1 2

1 2 1 2
1 2

1 2

2 2 2 2 2 2
, , , , ,

1 1 , , 1 , ,

2
, , , ,

1 , , 1 , ,

( ) ( )l l l l l l l l l l l ll l l l l l l l
l l L l l l L l l l L

l l l l

l l ll l l l l l l l
l l l L l l l L

l l l l

Var U m m m m m m m m m m

m m m

        
         

  

 
   

  

   

 

  

 

       

    
1 2

2
l l lm m m 

where 2( )iVar Y    for any 1 i N  . The derivation is described in Appendix.  

U-Statistic-Based Forward Selection Algorithm 

When a large number of SNPs are examined, it is likely that a significant proportion of 

the SNPs are not disease-related, and thus conducting a model selection will be necessary. We 

here introduce a computationally efficient U-Statistic-based forward selection algorithm that 

searches among a large number of SNPs for disease-susceptibility loci. A subset of loci is 

selected to best describe the variation of the traits. We start by taking all individuals as a single 

genotype group. In the first step, each SNP j can form two single-SNP genotypes, 1 2{ , }j jg g , in 

three possible ways, denoted as 1 2{ { }, { , }}j jg AA g Aa aa  , 1 2{ { }, { , }}j jg Aa g AA aa   and 

1 2{ { }, { , }}j jg aa g Aa AA  . This leads to a total number of 3K  possible partitions that can be 

represented by (1) (1)
1 1 2 2{ , }j jG g G g  , where ( )s

lG  denotes the thl multi-SNP genotype at step s. 

We calculate the U-Statistic for each partition (1) (1)
1 2{ , }G G . The SNP with the largest value of the 

U-statistic is selected, and the corresponding partition is recorded. In the second step, based on 

the first selected SNP, a second SNP j   is chosen to form four two-SNP genotypes, denoted 

by (2) (1) (2) (1) (2) (1) (2) (1)
1 1 1 2 1 2 3 2 1 4 2 2{ & , & , & , & }j j j jG G g G G g G G g G G g       . It should be noted 

that, if the same SNP from step one is chosen in step two, only three single-SNP genotypes will 

be formed, denoted by (2) (2) (2)
1 2 3{ { }, { }, { }}G AA G Aa G aa   . We screen all SNPs and 
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calculate the U-statistic for each of these partitions. The SNP that increases the U-statistic the 

most is chosen, together with its corresponding partition. As the algorithm moves forward, the 

global U-Statistic is expected to increase until all the genotype groups are separated. The largest 

number of possible genotype groups will be 3K . 

We use a 10-fold cross-validation (CV) procedure to decide when the selection algorithm 

should be stopped. In this procedure, all the subjects are randomly divided into 10 subgroups. 

Nine of the ten subgroups are used as training set, while the remaining one is used as testing set. 

The process is repeated ten times to make sure every subgroup has served as a testing set. A 

multi-SNP model is determined from each training set, and a U-statistic is calculated for the 

corresponding testing set. The selection algorithm is stopped when the U-statistics averaged over 

ten testing sets ceases to increase. After the number of forwarding steps is determined, a global 

U-statistic is calculated on the whole dataset including all subjects. The nominal significance 

level of the association can be tested by using the asymptotic distribution of the global U-

Statistic. An empirical p-value, which accounts for the inflated Type I error due to the model 

selection, can be obtained by the permutation test. 

Note that, although the illustration above is specified for joint gene-gene actions, the 

same procedure is also valid for joint gene-environment actions. Similar to genetic variables, 

environmental factors with categorical or ordinal levels can be directly analyzed. For continuous 

environmental factors, however, we need to first cluster them into different levels and then put 

them into the model as discrete variables.    

4.3. Results 

Simulation Results 
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We conduct two sets of simulations to evaluate the performance of the proposed method, 

and compare it with a commonly used approach, GMDR. The first set of simulations compares 

the performance of two approaches under various underlying disease models. The second set of 

simulations evaluates the performance of two approaches when the trait distribution is unknown. 

The quantitative traits for the second set of simulations are simulated according to the 

distributions of two traits from the Study of Addiction: Genetics and Environment (SAGE) 

dataset. The two traits are ‘number of cigarettes smoked per day’ and ‘lifetime Fagerström Test 

for Nicotine Dependence (FTND) score’. The trait distributions in SAGE are illustrated in Figure 

4.1.  

Simulation I 

In the first set of simulations, we consider a variety of underlying disease models, starting 

with three types of two-locus SNP models (Table 4.1.) introduced by Marchini et al (i.e., 

multiplicative-effect model, additive-effect model and threshold-effect model) [188]. We are 

here assuming only one SNP in each locus. To mimic more complex disease scenarios, we also 

simulate two three-locus models and two four-locus models. The two three-locus models, which 

are extensions of the two-locus models to three loci, are simulated with multiplicative and 

additive effects, respectively. Each of the four-locus models comprises two two-locus models 

(i.e., two two-way joint actions). We simulate the two-locus models of the first and second four-

locus models with multiplicative and addictive effects, respectively. We further assume the 

effects between the two two-locus models for the first and second four-locus models follow an 

addictive model and a multiplicative model, respectively. The multi-SNP genotypes are 

simulated under the assumption of joint Hardy-Weinberg Equilibrium (HWE). For the two-locus 

models, the minor allele frequencies for the risk loci are set at 0.4 and 0.3. For the three-locus 
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models, they are set at 0.4, 0.5 and 0.3. For the four-locus models, they are set at (0.4, 0.3) and 

(0.3, 0.4) for each of the two-locus models, respectively. The allele frequencies remain fixed in 

this study unless specified otherwise. Noise loci are also introduced to mimic real data 

application. The minor allele frequencies of the SNPs at the noise loci are simulated from a 

uniform distribution ranging from 0.1 to 0.9. The number of noise loci is adjusted to ensure the 

total number of SNPs is always ten. A total ofL  multi-locus SNP genotypes are formed from the 

simulated SNPs at the ten loci, 1 2{ , ,......, }LG G G , corresponding to different levels of the 

quantitative trait. Assuming multi-locus group l has an expected trait value of l , calculated 

based on the simulated setting (e.g., additive-effect model), we simulate quantitative traits for a 

reference population of one million subjects as: 

{ }
1

;
i l

L
i l X G i

l
y I 


    

where ~ (0,1)i N  and {.}I  is an indicator function. The forward U-test and GMDR are applied 

to 1000 subjects randomly selected from the reference population. For each underlying disease 

model, the simulation is repeated 1000 times with 1000 permutations. For both methods, the 

association is significant if the test statistic exceeds the 95-th percentile of the corresponding 

permutation distribution. The power is then calculated as the probability to detect the joint 

association based on 1000 replicates. In a similar manner, we calculate the type I error by only 

considering non-causal loci in the model. 

The simulation results are summarized in Table 4.2. We report power, Type I error, 

sensitivity and specificity. The sensitivity (specificity) is calculated as the probability of 

selecting (not selecting) a causal (non-causal) SNP. U-statistics and Testing Balanced Accuracy 

(default in GMDR) are used as test statistics to examine the significance level of the two 
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methods. For GMDR, since the quantitative traits are simulated under a normal distribution, an 

identity link is used to calculate the score statistics. The simulation results show that, compared 

to GMDR, the forward U-test significantly increases the test power under multiplicative and 

additive models, while properly controlling the Type I error. For the threshold effect model, 

GMDR and the forward U-test have comparable power. In terms of selection accuracy, the 

sensitivity of GMDR tends to be higher than that of the forward U-test, with a few exceptions 

when both of the causal SNPs have large marginal effects. However, the specificity of the 

forward U-test is consistently higher than that of GMDR, and is greater than 0.95 in all scenarios. 

On the other hand, the specificity of GMDR is significantly reduced when the effect size 

decreases or the complexity of disease model increases. This result indicates that the forward U-

test has a low false positive rate for SNP selection, which can partially explain the increase rather 

than loss of testing power over GMDR despite of the relatively lower sensitivity, because less 

noise loci is selected into the final model. The increase of power in most scenarios can also be 

explained by allowing for more than two risk groups in the model. The results in Table 4.2 show 

that: 1) for the additive and multiplicative effect models which contain more than two risk 

groups, the power of forward U-test is significantly higher than that of GMDR; 2) for the 

threshold effect models which contain only two risk groups, the power of forward U-test is 

comparable to that of GMDR.  

Simulation II  

We conduct a second set of simulations to compare the performance of two methods 

when the underlying trait distribution is unknown. Two quantitative traits are simulated 

according to the distributions of two variables in SAGE, ‘number of cigarettes smoked per day’ 

and ‘lifetime Fagerström Test for Nicotine Dependence (FTND) score’. For each trait, two-SNP 
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disease models with three types of joint action effects, multiplicative, additive and threshold, are 

used for the comparison. Because of the unknown trait distribution, various link functions are 

used to calculate the residual scores for GMDR, including zero inflated Poisson, Poisson, 

negative binomial, and Gamma. The residual score for zero inflated Poisson is calculated with 

the package ‘pscl’ in R [193].   

The simulation results are summarized in Table 4.3 and Table 4.4. For both traits, 

forward U-test attains a greater power than GMDR, especially under two-SNP models with 

additive or multiplicative effect. Among the trait distributions, GMDR has its best performance 

by assuming zero-inflated Poisson. When the underlying disease model is the threshold model, 

GMDR with a zero-inflated Poisson link can reach the same power as the forward U-test. 

However, the power of GMDR is significantly reduced if an inappropriate link function is used. 

In all scenarios, the specificity of forward U-test is greater than 0.95 and is consistently higher 

than that of GMDR. In terms of sensitivity, the performance largely varies, depending on the 

underlying disease models, effect sizes and link functions.  

Application to Nicotine Dependence 

We apply the proposed method to the Study of Addiction: Genetics and Environment 

(SAGE) GWAS dataset, searching for potential joint gene-gene actions among 155 known CS-

associated SNPs. The participants of SAGE are unrelated individuals selected from three large, 

complementary studies: the Family Study of Cocaine Dependence (FSCD), the Collaborative 

Study on the Genetics of Alcoholism (COGA), and the Collaborative Genetic Study of Nicotine 

Dependence (COGEND). In our study, the trait of primary interest is the level of addiction to 

cigarettes, assessed by the answer to the question ‘How many cigarettes do you smoke per day?’. 

It has four ordinal levels: 0 (10 cigarettes or less), 1 (11-20 cigarettes), 2 (21-30 cigarettes) and 3 
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(31 cigarettes or more). The sample sizes of FSCD, COGA and COGEND are 760, 799 and 1356, 

respectively. The distributions of traits in three studies are shown in Figure 4.2. From the 

literature, we select 155 SNPs across 67 candidate genes that have been reported for potential 

association with CS. In the SAGE dataset, genotypes for 128 SNPs are available, and genotypes 

for the remaining 27 SNPs are imputed by using PLINK [37,194]. The HapMap phase III 

founders of the CEU and ASW populations are used in the imputation as the reference panels for 

the white and black subjects [60]. 

We apply the forward U-test to FSCD for an initial association test and then replicate the 

initial findings in COGA and COGEND. Two SNPs, rs16969968 (A/G) and rs1122530 (C/T), 

are identified to be significantly jointly associated with the trait with a nominal p-value of 5.31e-

7 in FSCD. Permutation test is also conducted and the empirical p-value is p<0.001. The two 

SNPs are located in genes CHRNA5 and NTRK2. Evaluation of the finding in COGA (p-

value=1.08e-5) and COGEND (p-value=0.02) shows that the association remains significant at 

0.05 level (Table 4.5). The two SNPs together form four two-SNP genotypes: 

1 {{ }&{ }},G AA or AG CC or CT 2 {{ }&{ }},G AA or AG TT

3 {{ }&{ }},G GG CC or CT 4 {{ }&{ }}G GG TT . In order to study any potential interaction 

between the two SNPs, we calculate the average trait values in each genotype group. From 

FSCD, we find that the effect of rs16969968 is modified differently by the genotypes of 

rs1122530, indicating a potential interaction between the two SNPs (Figure 4.3). A similar trend 

is observed in COGA and COGEND (Figure 4.3). In particular, it should be noted that this 

interaction is “essential” and not completely removable by a monotonic transformation of the 

data [195]. 
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We also apply GMDR on the same datasets. For the initial association study on FSCD, 

the disease models are searched with up to 3-way joint actions, and a zero inflated Poisson link is 

assumed. The results show that the model with two SNPs performs the best in terms of Testing 

Balance Accuracy, CV consistency, and sign test p-value (Table 4.6). Whereas GMDR identifies 

rs16969968 (A/G) that overlaps with the result of forward U-test, it also picks up a different SNP, 

rs573400 (A/G), which is located in gene GABRA2. Examination of the two SNPs in the other 

two datasets shows that the association remains significant in COGA (p-value=0.0001), but is 

not significant in COGEND (p-value=0.6230). We use linear regression models to fit the trait 

values with the grouping strategies identified by both methods and examine the goodness of fit 

with R-Squares (Table 4.7). The results show that the SNPs identified by GMDR have a better fit 

than the SNPs identified by forward U-test in FSCD, but not in COGA and COGEND. Both 

methods may indicate plausible joint gene-gene actions. Although the findings of both methods 

cannot be directly compared, the results from the association and goodness-of-fit analyses 

suggest that the finding of forward U-test may be more robust across different studies.  
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Figure 4.1.Trait distributions in Simulation II. A: the distribution of the number of cigarette smoked per day; B: the 
distribution of Participants’ life-time score of FTND. 
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Table 4.1. Average trait values for two-locus joint action models  
 

Two-locus joint action with 
multiplicative effects 

Two-locus joint action with 
additive effects 

Two-locus joint action with 
a threshold effect 

 bb Bb BB bb Bb BB  bb Bb BB 
aa α α(1+ 21 ) α(1+ 21 )(1+ 22 ) α α+ 21  α+ 22  α α α 
Aa α(1+ 11 ) α(1+ 11 )(1+ 21 ) α(1+ 11 )(1+ 22 ) α+ 11  α+ 11 + 21  α+ 11 + 22  α α (1+) α (1+) 
AA α(1+ 11 )(1+ 12 ) α(1+ 12 )(1+ 21 ) α(1+ 12 )(1+ 22 ) α+ 12  α+ 12 + 21  α+ 12 + 22  α α (1+) α (1+) 
 



 
 

60 
 

Table 4.2. Comparison between forward U-test and GMDR 
 

Disease Model  Forward 
U-test GMDR 

Two-locus Multiplicative Power 
Type I Err. 
Sensitivity 
Specificity 

0.947 
0.026 
0.564 
0.968 

0.781 
0.038 
0.604 
0.921 

Average trait 1a 1 1.1 1.2 

Average trait 2 1 1.3 1.4 
Two-locus Multiplicative Power 

Type I Err. 
Sensitivity 
Specificity 

0.878 
0.042 
0.794 
0.970 

0.462 
0.051 
0.780 
0.843 

Average trait 1 1 1.2 1.3 
Average trait 2 1 1.2 1.3 

Two-locus Multiplicative Power 
Type I Err. 
Sensitivity 
Specificity 

0.623 
0.059 
0.589 
0.961 

0.342 
0.048 
0.695 
0.789 

Average trait 1 1 1.1 1.2 
Average trait 2 1 1.2 1.3 

       

Two-locus Additive Power 
Type I Err. 
Sensitivity 
Specificity 

0.991 
0.038 
0.915 
0.978 

0.824 
0.045 
0.817 
0.878 

Average trait 1 1 1.3 1.4 
Average trait 2 1 1.3 1.4 

Two-locus Additive Power 
Type I Err. 
Sensitivity 
Specificity 

0.762 
0.074 
0.749 
0.964 

0.267 
0.061 
0.758 
0.803 

Average trait 1 1 1.2 1.3 

Average trait 2 1 1.2 1.3 
Two-locus Additive  Power 

Type I Err. 
Sensitivity 
Specificity 

0.474 
0.06 
0.562 
0.954 

0.098 
0.044 
0.672 
0.746 

Average trait 1 1 1.1 1.2 
Average trait 2 1 1.2 1.3 

 
Two-locus Threshold Model Power 

Type I Err. 
Sensitivity 
Specificity 

0.808 
0.049 
0.609 
0.984 

0.871 
0.058 
0.992 
0.935 

RAFb 0.4 0.4 

Average trait 1.5 

Two-locus Threshold Model Power 
Type I Err. 
Sensitivity 
Specificity 

0.412 
0.057 
0.554 
0.972 

0.385 
0.031 
0.897 
0.838 

RAF 0.5 0.5 

Average trait 1.3 
 
a Average trait value for genotype AA, Aa, aa of 1st causal SNP. 
b Risk allele frequency for causal SNPs. 
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Table 4.2. (cont’d) 
 

Disease Model  Forward 
U-test GMDR 

Three-locus Multiplicative Power 
Type I Err. 
Sensitivity 
Specificity 

0.612 
0.042 
0.408 
0.960 

0.198 
0.051 
0.609 
0.741 

Average trait 1 1 1.1 1.1 
Average trait 2 1 1.1 1.2 
Average trait 3 1 1.2 1.2 

       
Three-locus Additive Power 

Type I Err. 
Sensitivity 
Specificity 

0.672 
0.054 
0.454 
0.967 

0.228 
0.045 
0.610 
0.799 

Average trait 1 1 1.1 1.2 
Average trait 2 1 1.2 1.2 
Average trait 3 1 1.2 1.3 

       
Two-locus × Two-locus 
Multiplicative/Additive Power 

Type I Err. 
Sensitivity 
Specificity 

0.871 
0.046 
0.474 
0.978 

0.438 
0.045 
0.568 
0.840 

Average trait 1-1 1 1.1 1.2 
Average trait 1-2 1 1.2 1.3 
Average trait 2-1 1 1.2 1.3 
Average trait 2-2 1 1.1 1.2 

       

Two-locus × Two-locus 
Additive/Multiplicative Power 

Type I Err. 
Sensitivity 
Specificity 

0.838 
0.059 
0.423 
0.976 

0.483 
0.050 
0.533 
0.840 

Average trait 1-1 1 1.1 1.2 
Average trait 1-2 1 1.2 1.3 
Average trait 2-1 1 1.1 1.3 
Average trait 2-2 1 1.1 1.2 
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Table 4.3. Comparison between forward U-test and GMDR when the quantitative traits are simulated from the distribution of 
number of cigarette smoked per day 
 

Disease Model  Forward 
U-test 

GMDR 
(Zero Infl. 
Poisson) 

GMDR 
(Poisson) 

GMDR 
(Negative 
Binomial) 

GMDR 
(Gamma) 

Two-locus Multiplicative Power 
Type I Err. 
Sensitivity 
Specificity 

0.930 
0.056 
0.562 
0.957 

0.540 
0.056 
0.634 
0.870 

0.289 
0.079 
0.546 
0.910 

0.217 
0.061 
0.511 
0.938 

0.355 
0.052 
0.659 
0.841 

Relative Risk 1 1 1.1 1.2 

Relative Risk 2 1 1.3 1.4 

Two-locus Threshold Power 
Type I Err. 
Sensitivity 
Specificity 

0.952 
0.050 
0.754 
0.967 

0.924 
0.054 
0.982 
0.944 

0.526 
0.063 
0.781 
0.918 

0.291 
0.074 
0.623 
0.943 

0.843 
0.064 
0.952 
0.931 

RAF 0.6 0.6 
Relative Risk 1.5 

Two-locus Additive Power 
Type I Err. 
Sensitivity 
Specificity 

0.948 
0.056 
0.749 
0.966 

0.694 
0.069 
0.789 
0.847 

0.343 
0.066 
0.646 
0.920 

0.247 
0.086 
0.570 
0.932 

0.579 
0.063 
0.764 
0.870 

Relative Risk 1 1 1.3 1.4 
Relative Risk 2 1 1.3 1.4 
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Table 4.4. Comparison between forward U-test and GMDR when the quantitative traits are simulated from the distribution of 
life-time FTND scores 
 

Disease Model  Forward 
U-test 

GMDR 
(Zero Infl. 
Poisson) 

GMDR 
(Poisson) 

GMDR 
(Negative 
Binomial) 

GMDR 
(Gamma) 

Two-locus Multiplicative Power 
Type I Err. 
Sensitivity 
Specificity 

0.875 
0.039 
0.547 
0.951 

0.624 
0.064 
0.611 
0.885 

0.421 
0.046 
0.648 
0.860 

0.126 
0.048 
0.530 
0.963 

0.297 
0.047 
0.560 
0.929 

Relative Risk 1 1 1.1 1.2 

Relative Risk 2 1 1.3 1.4 

Two-locus Threshold Power 
Type I Err. 
Sensitivity 
Specificity 

0.779 
0.048 
0.609 
0.981 

0.780 
0.055 
0.984 
0.904 

0.107 
0.061 
0.496 
0.907 

0.450 
0.057 
0.465 
0.972 

0.064 
0.068 
0.462 
0.955 

MAF 0.4 0.4 
Relative Risk 1.5 

Two-locus Additive Power 
Type I Err. 
Sensitivity 
Specificity 

0.971 
0.036 
0.853 
0.980 

0.657 
0.060 
0.813 
0.853 

0.583 
0.073 
0.803 
0.871 

0.160 
0.063 
0.556 
0.964 

0.369 
0.081 
0.664 
0.916 

Relative Risk 1 1 1.3 1.4 
Relative Risk 2 1 1.3 1.4 
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Table 4.5. Summary of two SNPs identified in FSCD and replicated in COGA and 
COGEND 
 
 

SNP Allele Chro Position Gene Grouping p-values 

rs16969968 A/G 15 78882925 CHRNA5 {AA,AG},{GG} FSCD   : 5.31e-7 
COGA : 1.08e-5 
COGEND :0.02 rs1122530 C/T 9 87464352 NTRK2 {CC,CT},{TT} 
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Table 4.6. Analysis result of GMDR in FSCD and replication in COGA and COGEND 
 

Study  Model Allel
e Gene Training 

Bal. Acc 
Testing 

Bal. Acc 
Sign Test 

(p) CV 

FSCD 

1 rs2836823   0.5944 0.5511 7 
(0.1719) 7/10 

2 rs16969968 
rs573400 

A/G 
A/G 

CHRNA5 
GABRA2 0.6448 0.6369 10 

(0.001) 10/10 

3 
rs16969968 

rs573400 
rs9321013 

  0.6764 0.5803 10 
(0.001) 3/10 

COGA  rs16969968 
rs573400   0.6093 0.6107 10 

(0.001) 10/10 

COGEND  rs16969968 
rs573400   0.5511 0.4840 5 

(0.6230) 10/10 
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Table 4.7.  Goodness of fit with the SNPs identified by forward U-test and GMDR  
 

Study 
R-Squares 

forward U-test GMDR 

FSCD 0.0567 0.0656 

COGA 0.0348 0.0165 

COGEND 0.0051 0.0033 
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Figure 4.2. Trait distributions in FSCD, COGA and COGEND A: the distribution of trait in FSCD; B: the distribution of trait 
in COGA; C: the distribution of trait in COGEND. 
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Figure 4.3.  Joint effect of two SNPs showing potential statistical interaction A: average trait by genotype groups in FSCD; B: 
average trait by genotype groups in COGA; C: average trait by genotype groups in COGEND 
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4.4. Discussion 

Complex traits are expected to be caused by the interplay of multiple genes and 

environmental factors through complicated mechanisms. If two genes are jointly involved in 

producing the variability of a phenotype whether additively or not, biological interaction 

between them or their products must be involved [196]. In addition, there may be statistical 

interaction that may or may not be removable by a transformation of the data [195]. Thus, 

statistical approaches that consider gene-gene/gene-environment interactions, including high 

order interactions, are more likely to take this complexity into account and can improve the 

discovery process of identifying important genetic variants. In this chapter, I have proposed a 

forward U-test for detecting joint association of multiple genetic variants, with the consideration 

of gene-gene interactions. Through simulations, we have shown that our method has a better 

performance than GMDR under various scenarios, whether statistical interaction exists or not. 

The improvement can be explained by several reasons. First, our method is an entirely non-

parametric approach and makes no assumption about the trait distribution, while GMDR is based 

on a generalized linear model and implicitly specifies the link function with an assumption of the 

trait distribution. Second, similar to MDR, GMDR assumes two levels of the quantitative traits 

by clustering multi-locus genotypes into a high-risk group and a low-risk group. Our method 

measures the differences of traits between genotype groups without constraining the genotype 

groups to two levels. Therefore, our method may gain more strength from the quantitative 

variation of the trait. Third, unlike MDR and GMDR, which select a set of candidate models for 

each model size, the forward U-test uses a cross-validation procedure to choose the most 

parsimonious model, making it easier to interpret the results and replicate the findings. Forth, our 

method uses a forward selection, instead of an exhaustive selection, and substantially reduces the 
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search space of the SNP combinations. When the number of loci increases, the computational 

time and memory use for the exhaustive search increase exponentially, while those increase only 

quadratic for the forward search. This makes it computationally feasible for testing high-order 

interactions on high-dimensional data (e.g., whole genome-wide data).  As discussed by Wu et al 

[186], the performance of the selection strategies depends on the underlying disease models. Our 

results indicate that, under additive and multiplicative models, forward selection outperforms 

exhaustive selection. However, we expect the power to decrease for forward selection if none of 

the genetic variants have any marginal effect. In this specific case, exhaustive selection will 

perform better than forward selection. 

The forward U-test also differs from the other U-Statistic-based methods: 1) It calculates 

the global U-Statistic by a summation over the U-Statistics of multi-SNP genotype groups 

instead of each single SNP, which implicitly considers the joint gene-gene action that is additive 

or not; 2) It searches for the multi-SNP genotypes by a forward selection algorithm, which is 

important for high-dimensional data with a large number of non-functional SNPs. The size of the 

model selected by forward selection algorithm may depend on the study sample size. The larger 

the sample size is, the more likely a high-order interaction can be found. In addition, the choice 

of the weight parameter   can also have an impact on the performance of the approach. 

Different weights can be used in the proposed method (e.g. , 1l l   for all l , l  ). We choose 

,
l l

l l
l l

m m
m m







  in our study because it appears to have the best testing power.  

In the real data application, we identify two SNPs, located in CHRNA5 and NTRK2, to be 

jointly associated with CS. Both CHRNA5 and NTRK2 have been suggested to be functionally 

related to CS. SNP rs16969968, a non-synonymous coding SNP in exon 5 of CHRNA5, was first 
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reported to be CS-related with a significance level of 0.00064 [109]. The association was also 

replicated in several other studies [197,198,199,200,201,202]. Studies also suggested that 

CHRNA5 might interact with CHRNA3 and CHRNB4 to affect CS and lung cancer 

[203,204,205,206]. SNP rs1122530, a non-coding SNP in NTRK2, was found to be associated 

with CS in a haplotype analysis with two other SNPs (rs1659400 and rs1187272) in NTRK2 

[207]. A previous study found evidence of joint actions between NTRK2 and multiple functional 

genes for CS, such as CHRNA4, CHRNB2, and BDNF [208]. However, to our knowledge, no 

joint action has been reported for CHRNA5 and NTRK2. Although the joint association of 

CHRNA5 and NTRK2 with CS, involving a statistical interaction, reaches a statistically 

significant level and is replicated in independent studies, further studies will be necessary to 

replicate and investigate the statistical interaction.         
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Appendix 

Estimation of the variance of the U-Statistic under the null hypothesis 

Suppose we have a study sample of N subjects. We assume their quantitative traits are 

independent and have the same variance, denoted as 2( )iVar Y  for 1,2,......,i N . Further, we 

assume that we have L multi-locus genotypes determined by the forward selection procedure, 

listed as 1 2, ,......, LG G G . Following the same notation above, let { , }l i lS i X G   and 

, 1, 2,......,lm l L , be the number of subjects in lS . The corresponding U-statistic is calculated as 

, ,
1

,
1

( 1)
2

l l l l
l l L

l l
l l L

U
L LU

 
  


  


 








,   where ,

l l
l l

l l

m m
m m







  

For simplicity, we denote 

, ,
1

l l l l
l l L

U U 
  

    

The variance of the U-statistic can be expressed as 

1 1 2 2 1 1 2 2

1 1

2 2

1 1 2 2

2( ) ( ), , , , , , , ,
1 1 1

1
( , ) ( )

( ) ( , )Var U Var l l l l l l l l l l l l l l l l
l l L l l L l l L

l l L
l l l l

U Var U Cov U U        
          

  
  

       

For all 1 l l L   , we estimate the group-wise variance for the U-Statistic as: 

,
, ,

2 2

2 2 2

( ) ( ( , )) ( ( ))

( ) ( ) ( )

( )

l l l l

l l l l

l l i j i j
i S j S i S j S

l i l j l i l j
i S j S i S j S

l l l l

Var U Var Y Y Var Y Y

Var m Y m Y m Var Y m Var Y

m m m m

 

 


   

 
   

 

  

   

 

 

   





 

The covariance between group-wise U-Statistics is estimated according to different scenarios:  

1) 1 1 2 2l l l l    ,                     
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1 1 2 2, ,
( , ) 0

l l l l
Cov U U    

2) 1 2l l l  ,  

1 2
1 1 2 2 1 2

1 2

1 2

1 2

1 2

1 2

1 2

, , , ,
, ,

, ,

2

( , ) ( , ) ( ( , ), ( , ))

( ( ), ( ))

( , )

( )

l l l l

l l l l

l l

l

i j i jl l l l l l l l
i S j S i S j S

i j i j
i S j S i S j S

i il l
i S i S

il l
i S

ll l

Cov U U Cov U U Cov Y Y Y Y

Cov Y Y Y Y

Cov m Y m Y

m m Var Y

m m m

 

 

   
   

   

 
 

 


 

 

  







 

 

 



 



  

3) 1 2l l l   ,   

, ,

, ,

( , ) ( , ) ( ( , ), ( , ))

( ( ), ( ))

( , )

( )

1 2 1 21 1 2 2

1 l l 2 l l1 2

1 l l 2 l l1 2

1 2

l l

1 2

l

1 2

l l l l i j i jl l l l
i S j S i S j S

i j i j
i S j S i S j S

l j l j
j S j S

l l j
j S
2

l l l

Cov U U Cov U U Cov Y Y Y Y

Cov Y Y Y Y

Cov m Y m Y

m m Var Y

m m m σ

  
   

   

 



 

  







 

 

 



 

4) 1 2l l l   ,  
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, ,

, ,

( , ) ( , ) ( ( , ), ( , ))

( ( ), ( ))

( , )

( )

11 1 2 2 2

l l l l1 2

l l l l1 2

2
1

l l

1 2

l

21

l l i j j tl l l l ll
i S j S j S t S

i j j t
i S j S j S t S

j jll
j S j S

jl l
j S
2

l ll

Cov U U Cov U U Cov Y Y Y Y

Cov Y Y Y Y

Cov m Y m Y

m m Var Y

m m m σ

 



  
   

   


 

 




 

  

 





 

 

 



  

5) 1 2l l l   is equivalent to 4) 
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CHAPTER 5. 

RARE VARIANTS AND QUANTITATIVE TRAITS 

5.1. Introduction 

The common disease-common variant (CDCV) model used to be well accepted for the 

genetic origin of complex human diseases. It asserts that the common complex diseases are 

caused by multiple common genetic variants, each conferring a small or moderate effect [209]. 

Based upon such a hypothesis, extensive genome-wide association studies (GWASs) have been 

conducted, bring into light many common variants underlying common complex diseases, such 

as breast cancer [79]. However, the genetic variants identified so far account for only a small 

percentage of the heritability of complex diseases [34]. It seems now clear that the genetic 

etiology of complex diseases is highly heterogeneous. Some genetic mutations, though 

individually rare, may impose a very high risk to disease development [52]. For example, 

germline mutations in more than ten genes were found to be associated with elevated risks of 

developing breast cancer [48]. Rare variants may play major roles in the development of 

complex diseases, and have received growing attention by investigators. With the fast 

development of biotechnologies, it is now feasible to genotype rare sequence variations in the 

general population rapidly and accurately [61]. Meanwhile, statistical methods are in great need 

to detect the association between these genetic variants and the common complex diseases.  

The most commonly used approach for detecting the association between rare variants and a 

disease outcome is to group multiple rare variants into a single ‘super’ variant, which is further 

tested as a common variant. Based upon this idea, Li and Leal developed a Combined 

Multivariate and Collapsing (CMC) method for rare variants analysis [46]. It collapses the 

genetic variants with minor allele frequencies (MAFs) under certain threshold (e.g., 1%). Such a 
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strategy is extended in several other studies. Morris et al. developed a minor allele proportion 

method that calculated the accumulated minor allele frequency for multiple rare variants [210]. 

Han et al. proposed a data adaptive sum method by considering the opposite direction of genetic 

effect [211]. Madsen et al. used a weighted-sum method to group the rare variants according to 

their minor allele frequencies and biological functions (e.g., those within the same gene) [114]. 

Price et al. proposed to use data-determined thresholds of MAFs to differentiate common and 

rare variants, and incorporated the functional effect of amino acid changes [115]. Compared to 

the multivariate analysis of multiple rare variants, these collapsing methods can reduce the 

degree of freedom by creating a single ‘super’ variant comprised of multiple individual rare 

variants, and thus improve the testing power. In addition, testing on a single ‘super’ variant can 

reduce the burden of multiple testing. However, the existing methods also have a few limitations 

that may affect their performance. Collapsing all the rare variants in the same gene or genomic 

region, although biologically meaningful, can also introduce non-functional variants into the 

‘super’ variant, which may diminish the signal that the functional variants carry. Intuitively, this 

limitation can be addressed by only collapsing a subset of disease-susceptibility rare variants. In 

what follows, we refer to the collapsing process using trait information as aggregation. 

In this chapter, I propose an aggregating U-Test to examine the association between 

quantitative traits and multiple genetic variants, including both rare and common variants. The 

method first adaptively collapses the disease-susceptibility rare variants into a ‘super’ variant; it 

then searches the ‘super’ variant and the remaining common variants for the best multi-SNP 

combination, via a forward selection. We apply our method to GAW 17 mini-exome data, and 

compare its performance with a commonly used method, QuTie [46]. 

5.2. Methods 
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U-statistics were previously adopted to examine the joint association of multiple genetic 

variants with complex traits [182,183]. In Chapter 4, we have developed a forward U-test to 

detect gene-gene interactions [212]. In this chapter, we briefly describe our method and extend it 

with the consideration of both common and rare variants. Suppose we have a study population of 

N subjects. Let iY  denote the observed value of the quantitative trait for the thi  subject, 

i=1,2,……N; let 1 2( , ,......, )i i i iKX X X X  denote the genotypes of K SNPs for the thi individual, 

each taking a value from one of the three possible genotypes, { , , }ijX AA Aa aa   j=1,2,……K. 

Without loss of generality, we assume A is the minor allele, and the first r SNPs, 

1 2( , ,......, )i i irX X X ,  are rare variants.  

U-Statistics 

Suppose we have L multi-SNP genotypes formed by k SNPs of interest, denoted by 

1 2, ,......, LG G G . A multi-SNP genotype, lG , is defined here as a vector of k genotypes that a 

subject carries (e.g., 1 2{ , ,......, }kg g g ). The k SNPs and L multi-SNP genotypes are selected 

sequentially out of a total number of K SNPs (See Section ‘forward U-test’ for details). 

Let { : }, 1,2,......,l i lS i X G l L   , be the group of subjects carrying multi-SNP genotype lG  

and | |l lm S be the number of subjects in lS . We measure the trait difference between two 

multi-SNP genotype groups lS  and lS   as:  

,
,

( , )l l i j
i j

U Y Y  ,           , ,l li S j S l l    ; 

where the kernel function is chosen as ( , )i j i jY Y Y Y  .  ,l lU   is the summation of all possible 

pair-wise trait comparisons for any two subjects from lS  and lS  . In the presence of an 

association, we expect subjects carrying different multi-SNP genotypes have different trait 
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values (e.g., those carrying high risk multi-SNP genotypes have higher trait values than those 

carrying low risk multi-SNP genotypes). Based on the ,l lU   , we can form a global U-statistic. 

We assume that the expected quantitative trait values of L multi-SNP genotypes decrease with l  

(i.e., 
1 2

( ) ( ) ...... ( )
LS S SE Y E Y E Y   ).  Practically, we can sort the multi-SNP genotypes 

according to their average trait values (i.e., 
1 2

......
LS S SY Y Y   ). We define a global U-statistic 

for L multi-SNP genotypes as 

           

, ,
1

,
1

( 1)
2

l l l l
l l L

l l
l l L

U
L LU

 
  


  


 








   

;   where ,
l l

l l
l l

m m
m m









               
…….. Eq. (1) 

 

Here, the weight parameter ,l l   is chosen to account for the number of subjects in different 

genotype groups. This global U-Statistic measures the overall trait differences among subjects 

from a total number of L multi-SNP genotype groups. 

Aggregation of the Rare Variants 

When a large number of rare variants are examined, it is likely that a significant 

proportion of these rare variants are not associated with the trait. Therefore, collapsing on a 

selected subset of rare variants will be necessary. Each rare variant can form two single-SNP 

genotypes, {{AA,Aa} and {aa}}. We first calculate the U-statistics between two genotype groups 

for each rare variant using Equation (1), and then rank the U-statistics in a decreasing order as 

(1) (2) ( ), ,......, rU U U . Assume (1) (2) ( ), ,......, rV V V  are the corresponding rare variants in a 

candidate gene, and (1) (2) ( ), ,......,i i i rX X X   are their observed genotypes for subject i. We start 

from variant (1)V , and define a ‘super’ variant as 
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(1)
1

(1)

|1
0

i
i

i

X AA Aa
R

X aa


  

    

At each step of the aggregation process, we choose a rare variant with the largest marginal U-

statistics and add it to the ‘super’ variant. Accordingly, we re-define the ‘super’ variant as 

 ( 1) ( )1 1 |
2

0
i j i j

ij
R or X AA Aa

R j r
otherwise

  
  


  

During the collapsing process, the ‘super’ variant always forms two genotype groups, for which 

a corresponding U-statistic can be calculated. The aggregation procedure stops at step t, where 

the U-statistic starts to decrease, (i.e., 
1 1

......
r t tR R R RU U U U


    ). 

Forward U-test 

A forward U-test [212] is then used to evaluate the ‘super’ variant and the other common 

variants for their joint association with the trait. We start the process by treating all individuals as 

a single group. In the first step, each common SNP j can form two single-SNP genotypes, 

1 2{ , }j jg g , in three possible ways, denoted as 1 2{ { }, { , }}j jg AA g Aa aa  , 

1 2{ { }, { , }}j jg Aa g AA aa  ,  and 1 2{ { }, { , }}j jg aa g Aa AA  . As a special case, the ‘super’ 

variant can only form two single-SNP genotypes, 1 2{ 1, 0}j jg g  . This leads to a total number 

of 3( ) 1K r   possible grouping strategies that can be represented by (1) (1)
1 1 2 2{ , }j jG g G g  , 

where ( )s
lG  denotes the thl multi-SNP genotype at step s. We calculate the U-Statistic for each 

grouping (1) (1)
1 2{ , }G G . The SNP with the largest value of U-statistics is selected, and the 

corresponding grouping is recorded. In the second step, based on the first selected SNP, a second 

SNP j   is chosen to form four two-SNP genotypes, denoted by 
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(2) (1) (2) (1) (2) (1) (2) (1)
1 1 1 2 1 2 3 3 1 4 2 2{ & , & , & , & }j j j jG G g G G g G G g G G g       . We calculate the U-

statistics for each of these grouping strategies, and choose the one with the largest U-statistic. It 

should be noted that, if the same SNP from step one is chosen in step two, only three single-SNP 

genotypes are formed, denoted by (2) (2) (2)
1 2 3{ { }, { }, { }}G AA G Aa G aa   . As the algorithm 

moves forward, the U-Statistics are expected to increase until groups cannot be further split. This 

results a series of models with different numbers of groups. The best model with an appropriate 

number of groups can be determined by using a 10-fold cross-validation. The U-statistic of the 

best model is calculated using the whole dataset. The significance of association can be 

evaluated by a permutation test. For each permutation replicate, the same procedure, including 

the aggregation process, the model selection and the cross-validation, is applied to calculate the 

U-Statistics. By repeating the process 1000 times, we can have a null distribution of U-statistics 

and calculate the empirical p-value, 

( ) /1000permp I U U   

5.3   Results and Discussion 

We apply the proposed method to analyze the quantitative trait Q1 from GAW 17 mini-exome 

data. Thirty-nine SNPs located in 9 genes are associated with trait Q1. The minor alleles of these 

SNPs are associated with higher mean of Q1 and their frequencies range from 0.07% to 16.5%. 

We first adjust the trait by age using a linear regression model. The residual scores are used for 

our association studies. Based on two hundred replicates, we conduct a gene-based association 

study for each of the nine causal genes. For each gene, the traits are permutated for 1000 times to 

generate an empirical null distribution of U-statistics. The association is significant if the U-

statistics exceed the 95th percentile of the null distribution. Similar analysis is also conducted 
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using QuTie-0.2. The threshold for rare variants is chosen as MAF<0.01. The results are 

summarized in Table 5.1.  

Based on the analysis of 9 causal genes, we compare the performance of two methods. 

1) Both methods have a high power to detect the association, when there are causal common 

variants with large effect sizes. This can be illustrated by the analysis of FLT1 gene. There is 

one common variant in gene FLT1 with a large effect size (0.65). The power to detect the 

association is 0.84 and 1 for QuTie and aggregating U-test, respectively. 

2) The aggregating U-test has a significant power improvement over QuTie, when there are a 

large number of rare variants within a gene and only a small number of these rare variants 

are causal. This can be illustrated by the analysis of genes ELAVL4, FLT4, HIF1A, and 

VEGFA. For example, there are 7 rare variants and 3 common variants within gene ELAVL4, 

and only 2 rare variants are causal. The effect sizes of these variants, though relatively large 

(0.769 and 0.304), are subsided by collapsing with other SNPs, which reduces the power of 

QuTie. Same argument can also be applied to the other three genes, FLT4, HIF1A and 

VEGFA. 

3) Both methods have a high power to detect the association, when the majority of the rare 

variants are causal. This can be illustrated by the analysis of gene KDR. For gene KDR, 

QuTie attains a higher power than the aggregating U-test. Since most of the rare variants in 

KDR are causal and their effect sizes are relatively large, it will be ideal to collapse all the 

rare variants. In such a case, the aggregation has less advantage because the selection 

process introduces additional variation. However, we believe this scenario is not common in 

real data applications.  
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4) Both methods have a low power to detect the association, when only a small proportion of 

the rare variants are causal, each having a small effect size. This can be illustrated by the 

analysis of genes ARNT, and HIF3A. For both genes, the selection of rare variants does not 

show any advantage because of the low effect size of each functional rare variant. In such a 

case, the power of both methods has no significant difference from Type I errors.  

5) Both methods have a high power to detect the association when the majority of genetic 

variants under examination are causal, each having a large effect size. As an extreme case, 

gene VEGFC only has one rare variant, and therefore no selection is necessary. Due to its 

large effect size, both methods are able to detect the association. Interestingly, this variant 

has a MAF of 0.0717%, which is equivalent to 1 rare allele carrier out of 697 subjects. In 

such a case, we expect a low power of the association test if binary outcomes are used 

instead of quantitative traits. 

In order to examine the Type I errors for the proposed method, we use the same genetic data and 

simulate the quantitative traits by assuming a standard normal distribution. The aggregating U-

test is applied to 500 Monte Carlo simulated replicates to evaluate Type I errors. The results 

show that the Type I errors are well controlled (Table 5.1).  

5.4    Conclusion 

The performance of statistical methods to detect the association between rare variants and 

phenotypic traits may be affected by many factors, such as MAFs, the number of rare variants 

under examination, the number of functional rare variants and their effect sizes. Compared to the 

commonly used method QuTie, our method has two major advantages: 1) it can substantially 

improve the testing power when only a small number of rare variants are functional with 
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relatively large effect sizes; 2) it only collapses a subset of rare variants which are potentially 

trait-related. Therefore, it can also identify those disease-susceptibility rare variants.  
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Table 5.1.  Power comparison between the aggregating U-test and QuTie 
 

Group Gene 
# of Causal SNP/# of Total SNP in 

Gene Power 
(QuTie) 

Power 
(Agg. U) 

Type I 
(Agg. U) Rare Variants Common Variants 

1 FLT1 11/35 0.86 1.000 0.036 8/25 3/10 

2 

ELAVL4 2/10 0.025 0.585 0.050 2/7 0/3 

FLT4 2/10 0.58 0.715 0.060 2/8 0/2 

HIF1A 4/8 0.215 0.915 0.048 3/7 1/1 

VEGFA 1/6 0 0.265 0.060 1/5 0/1 

3 KDR 10/16 0.99 0.840 0.038 8/14 2/2 

4 
HIF3A 3/21 0.055 0.05 0.040 3/15 0/6 

ARNT 5/18 0.05 0.07 0.038 4/15 1/3 

5 VEGFC 1/1 0.745 0.785 0.054 1/1 0/0 
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CHAPTER 6. 

SUMMARY AND FUTURE DEVELOPMENT 

6.1 Summary 

In this dissertation, I have conducted three studies that explore three possible sources of the 

“missing” heritability of complex diseases. First, the human genetic variations underlying 

complex diseases include both sequence variations and structural alterations. Copy number 

variants may encompass multiple genes as well as non-coding DNAs, accounting for a large 

proportion of the variability among human genomes. These copy number variants may serve as 

promising candidates of functional units that are associated with the development of common 

complex diseases [213]. Second, complex diseases are usually caused by multiple genes through 

various complicated biological pathways. Ignoring the complex interactions between genetic 

variants will likely reduce the power of detecting novel risk factors underlying complex diseases 

[214]. Third, the genetic etiology of complex diseases is highly heterogeneous [52]. Rare 

variants may also play an important role in the development of complex diseases.  

The three aspects discussed above are investigated in Chapters 3-5.  In Chapter 3, a hidden 

Markov model has been proposed for detecting copy number variants, with an application to a 

breast cancer study. While applying the method to the phase III data of the study, we detect a 

number of genomic regions that are associated with breast cancer. The associations of five 

regions, on chromosome 2, 4, 6, 12, and 13, remain significant in the phase I data of the study. 

The findings suggest that the structural changes of these genomic regions may contribute to the 

genetic susceptibility of breast cancer. These findings are consistent with the literature. In 

Chapter 4, a forward U-test has been proposed for detecting gene-gene interactions, with an 

application to a cigarette smoking study. While applying the method to SAGE GWAS datasets, 
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we identify two SNPs with a statistical interaction. The two SNPs are located in gene CHRNA5 

and NTRK2. Both genes have been reported for association with cigarette smoking. In Chapter 5, 

an aggregating U-test has been proposed for detecting functional rare variants, with an 

application to a quantitative trait study. While applying the method to GAW17 mini-exome data, 

I have shown this method attains a higher power to detect the association than a commonly used 

method, QuTie. Overall, these proposed methods have provided powerful tools for genetic 

association studies. Whereas the findings of this dissertation research are biologically plausible, 

further research will be necessary to replicate the results.  

6.2 Future Development 

Statistical methods for genetic association studies focus on detecting the association 

between genetic variants and the phenotypic traits, measured by either binary disease outcomes 

or quantitative clinical features. Though a large number of GWASs have been conducted, the 

genetic etiology of complex diseases remains largely unknown. There are many possible 

explanations for this challenge. First, complex human diseases usually manifest with multiple 

sub-phenotypes, representing specific physiological or biochemical processes from various gene 

pathways. Taking these sub-phenotypes into account is necessary to address disease 

heterogeneity and to provide novel insights into the genetic etiology of complex diseases. At 

present, however, our understanding is still limited to describing these sub-phenotypes, and our 

statistical tools are not powerful enough to detect the functional variants while accounting for the 

genetic heterogeneity [11,215]. Second, this dissertation research has focused on investigating 

the genetic effects. However, the effects of genes or genetic variants are commonly modified by 

environmental risk factors [216]. It is important for future studies to take into account the 

complex gene-environmental interactions. Third, the large dimensionality of genomic data has 
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remained a major obstacle for genetic association studies. The power of the association test is 

usually reduced due to the multiple testing adjustments [217,218]. We are still awaiting 

sophisticated statistical tools that may have the following properties: 1) able to consider the 

genetic heterogeneity; 2) able to account for gene-environmental interactions; 3) feasible on a 

genome-wide scale. 
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