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ABSTRACT

CONTINUITY OF WEIGHTED ESTIMATES IN HARMONIC ANALYSIS
WITH RESPECT TO THE WEIGHT

By

Nikolaos Pattakos

Given the class of Ap weights, 1 < p < ∞, we are able to define a metric d∗ on this set

such that the operator norm of any Calderón-Zygmund operator T on Lp(w), w ∈ Ap, is a

continuous function with respect to w. Moreover, we find the “rate” of this continuity with

respect to the weight and prove that it is sharp. This is done by finding the exact “rate”

for the Hilbert transform H on the unit disk. We also study many properties of this new

metric space (Ap, d∗) and identify its completion as a subset of BMO(Rd). In addition, we

extend the continuity result to the case of matrix-valued A2 weights W , for the Martingale

transform MW
σ and we show that it does not hold for the classical Martingale transform.

The problem of continuity of weighted estimates with respect to the weight appears naturally

in problems of PDE (Partial Differential Equations) with random coefficients, and can also

be important to multivariate stationary processes.
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Chapter 1

Introduction

Weighted inequalities have been studied extensively during the last thirty years and have

found many applications in PDE, geometric measure theory and multivariate stationary

processes. The first characterization of the famous Muckenhoupt Ap classes in dimension 1,

was done in [18] by B. Muckenhoupt. The definition, which we will state in dimension d, is

the following. For a positive L1loc(R
d) function w and p ∈ (1,+∞) we write that w ∈ Ap if

the quantity

[w]Ap := sup
Q

( 1

|Q|

∫
Q
w(x)dx

)( 1

|Q|

∫
Q
w(x)

− 1
p−1dx

)p−1
,

is finite, where we consider the supremum over all cubes Q inside Rd. The number [w]Ap is

called the Ap characteristic of the weight w. The A∞ class of weights is defined to be the

union of all the Ap classes. That is

A∞ =
⋃
p>1

Ap.

There is also the following useful characterization of A∞. For a weight w we have that

w ∈ A∞ if and only if the quantity

[w]A∞ := sup
Q

( 1
|Q|
∫
Qw(x)dx

exp( 1
|Q|
∫
Q logw(x)dx)

)
,
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is finite, where we consider the supremum over all cubes Q inside Rd. This is called the A∞

characteristic of the weight.

In [18], Muckenhoupt characterized all weights, w, in dimension 1, and in [4] Coifman and

Fefferman all weights in dimension d, with the property that the Hardy-Littlewood maximal

operator M defined as

Mf(x) := sup
Q

1

|Q|

∫
Q
|f(y)|dy,

where we consider the supremum over all cubes Q in Rd such that x ∈ Q, is bounded from

Lp(w) to Lp(w), for p ∈ (1,+∞). That is, under what conditions on the weight w the

inequality (∫
Rd
|Mf(x)|pw(x)dx

)1
p ≤ C

(∫
Rd
|f(x)|pw(x)dx

)1
p
,

holds for all functions f ∈ Lp(w) and a constant C > 0 independent of f . As it turns

out, this is true if and only if w ∈ Ap. The classical proof of this fact starts by showing

that the Ap condition on w is necessary and sufficient for the Hardy-Littlewood maximal

operator to be of weak type (p,p) with respect to w. This means that M sends Lp,∞(w) to

Lp,∞(w). Then assuming that the Ap condition is true one shows using Calderón-Zygmund

decomposition, that w satisfies the Reverse Hölder inequality which implies that there is an

ε > 0 such that w ∈ Ap−ε. Finally, by the use of the Marcinkiewicz interpolation theorem we

are done. Observe that the Ap condition is equivalent to the requirement that all averaging

operators

f 7→ 1

|I|

∫
I
f(t)dt · χI ,

are uniformly bounded on Lp(w) with respect to the finite interval I. The Hardy-Littlewood

maximal operator is exactly an averaging type operator.
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It is a very natural question to ask what happens when we choose p to be 1. In this

case it does not make sense to require that the Maximal operator sends L1(Rd) to L1(Rd)

since this makes no sense even in the unweighted case. It is very well known that M sends

L1(Rd) to L1,∞(Rd). Therefore, the correct question is under what conditions on the weight

w, M is bounded from L1(w) to L1,∞(w). The answer is exactly when w ∈ A1. The precise

definition of this class of weights is the following. If there is a positive constant c such that

Mw(x) ≤ cw(x),

for almost every x ∈ Rd, we say that w ∈ A1. The smallest such c is called the A1

characteristic of the weight and is denoted by [w]A1 . The relation among the characteristics

of a weight w, for p ∈ [1,+∞], is

[w]A∞ ≤ [w]Ap ≤ [w]A1 .

This implies that the Ap classes are nested. That is A1 ⊂ Ap ⊂ A∞.

A very interesting fact is that the Ap condition is necessary and sufficient for many

of the classical operators of Harmonic Analysis to be bounded from Lp(w) to Lp(w), for

p ∈ (1,+∞). For instance, the Hilbert transform

Hf(x) :=
1

π
p.v.

∫
R

f(y)

x− y
dy,

and the Riesz transforms

Rjf(x) :=
Γ(n+1

2 )

π
n+1
2

p.v.

∫
Rd

xj − yj
|x− y|d+1

f(y)dy,
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1 ≤ j ≤ d, are examples of such operators. Additionally, in [12] it was proven that the

Hilbert transform is of weak type (p, p) with respect to the weight w if and only if w ∈ Ap.

Their argument can be adopted to the case of Riesz transforms. Furthermore, Stein showed

in [28] that if any of the Riesz transforms is bounded on Lp(w) then w ∈ Ap.

By the use of good-λ inequalities and the strong Maximal operator, one is able to prove

that all Calderón-Zygmund operators are bounded on Lp(w), provided that w ∈ Ap. Re-

cently though, the focus has been on a problem, now known as the A2 conjecture for

Calderón-Zygmund operators, on how to find the sharp dependence of the operator norm

and the A2 characteristic of the weight. It states that for any singular integral operator T

of Calderón-Zygmund type we have the estimate

‖T‖
L2(w)→L2(w) ≤ c[w]A2 , (1.1)

for all A2 weights w, where c is a positive constant independent of the weight. This result

turns out to be correct and was first proven in [13]. This linear estimate with respect to

the A2 characteristic of the weight, is sharp for many of the classical operators, such as the

Hilbert and Riesz transforms. Such estimates play a very important role in PDE. In fact,

Calderón-Zygmund operators naturally arise as fraction derivatives of solutions of PDE. If

we recall, for example, in [26] the authors proved that the Ahlfors-Beurling operator in the

complex plane C defined as

Tf(z) =
1

π
p.v.

∫
C

f(ζ)

(z − ζ)2
dζ,

satisfies (1.1), and as a consequence they obtained borderline regularity properties for solu-
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tions of the Beltrami equation on C (uz = µuz, where µ is a given function of ‖µ‖L∞ < 1).

The main tool in their proof is the Bellman function technique which is very powerful to

such kind of estimates. We are also going to use this technique to estimate the norm of a

Riesz matrix operator.

5



Chapter 2

The Muckenhoupt A∞ class as a

metric space

The main purpose of this chapter is to define a natural metric structure on the classical

Muckenhoupt Ap classes. As far as we know, this is the first time that such metric has been

studied in the context of continuity of norms of Calderón-Zygmund operators. Classically,

the Ap spaces have only been treated as sets with no additional structure on them.

Before we define the metric structure we need to state some useful and well known results

about the Ap classes and their relation with the BMO(Rd) space. First of all, the space of

BMO functions in Rd, consists of locally integrable functions f such that the norm

‖f‖∗ = sup
Q

1

|Q|

∫
Q
|f(x)− fQ|dx

is finite. Notice that this quantity becomes a norm if we identify all functions inside

BMO(Rd) that differ by a constant. If f is a BMO function then for any number λ ∈

(0, c
‖f‖∗ ], the function eλf is an Ap weight, 1 < p < ∞, where the constant c depends on p

and the dimension d. Secondly, for small BMO norm, the Ap characteristic of the weight eλf

is bounded by the number 2 for example (see e.g. [8]). A subset of BMO(Rd) that appears

in many applications is BLO(Rd). It stands for the functions of bounded lower oscillation.

A function f ∈ L1loc(R
d) is said to belong in BLO(Rd) if there is a positive constant c such
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that:

1

|Q|

∫
Q
f(y)dy − inf

x∈Q
f(x) ≤ c

for all cubes Q, where the infimum is to be understood as the essential infimum. It can

be proved that for any w ∈ A1, the function logw is in BLO(Rd). Also if a function

f ∈ BLO(Rd) then for sufficiently small λ > 0 the function eλf ∈ A1. The reference for all

these results is [8].

Let us observe that if we have any weight w, any positive constant c > 0 and any 1 ≤ p ≤ ∞,

then [w]Ap = [cw]Ap . We define an equivalence relation in A∞ in the following way: for

u, v ∈ A∞ we will write u ∼ v if and only if there is a positive constant c such that u = cv

almost everywhere in Rd. This allows us to define the quotient space:

A∞ = A∞
/
∼ .

In the same way we define for 1 ≤ p <∞:

Ap = Ap

/
∼ .

For two elements u, v ∈ A∞ we define the distance function d∗ as:

d∗(u, v) = ‖ log u− log v‖∗.

It is obvious that all the requirements of a metric are satisfied and the reason for defining
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the equivalence relation is exactly because we need to have:

d∗(u, v) = 0⇔ u ∼ v.

So we define a metric in A∞, going through the BMO(Rd) space. Notice that the restriction

of the d∗ metric to Ap, makes the class a metric space. The drawback of these “new” metric

spaces is that none of them is complete. However, the following is an obvious remark that

gives more informations about this “new” spaces. It states that small balls around the

constant weight 1, are complete in the d∗ metric.

Theorem 1. Consider a closed ball B̄(1, r) of sufficiently small radius r > 0 and center at

the weight 1, in the metric space (A∞, d∗), i.e. B̄(1, r) = {w ∈ A∞ : d∗(w, 1) ≤ r}.Then

B̄(1, r) is a complete metric space with respect to the metric d∗.

Proof. :

Consider a Cauchy sequence {wn}n∈N in (B̄(1, r), d∗). This means that the sequence

{logwn}n∈N is Cauchy in the BMO(Rd) space. But BMO(Rd) is a Banach space and so

there is a function f ∈ BMO(Rd) such that logwn → f in BMO(Rd) as n → ∞. By the

John-Nirenberg inequality we know that there is a dimensional constant c > 0 such that for all

λ ∈ (0, c
‖f‖∗ ] the function eλf ∈ A2. But |‖ logwn‖∗−‖f‖∗| ≤ ‖ logwn−f‖∗ → 0 as n→∞.

Here we use the fact that wn ∈ B̄(1, r). This means that ‖ logwn‖∗ = ‖ logwn− log 1‖∗ ≤ r

and r is sufficiently small. Therefore, the number ‖f‖∗ is small and so the number c
‖f‖∗ is

really big. We are now allowed to choose for λ = 1 and we get that ef ∈ A2 or equivalently

there is a weight w ∈ A2 ⊂ A∞ with f = logw. It is trivial now to see that d∗(wn, w)→ 0

as n→∞.
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Of course in the previous Theorem, we can replace the A∞ space by any of the other

Ap spaces. We already mentioned that none of the Ap spaces is complete. The proof of this

fact is very simple. Let us prove that A1 is not complete by finding a Cauchy sequence in

the space that has no limit inside A1. It will follow that this example works for anyone of

the Ap spaces. Consider a decreasing sequence −1 < rn < 0 with limn→∞ rn = −1. Define

the A1 weights wn = |x|rn . Then:

d∗(wrn , wrm) = ‖rn log |x| − rm log |x|‖∗ = |rn − rm|‖ log |x|‖∗

and since rn → 1 we see that {wn}n∈N is Cauchy in A1, or equivalently the sequence

{logwn}n∈N is Cauchy in BMO(Rd). It’s limit in the BMO(Rd) space is obviously the

function f(x) = − log |x|. This means that for w(x) = 1
|x| we have d∗(wn, w) → 0 as

n→∞, but since w is not in L1loc(R
d) it can not be an A1 weight. So the space (A1, d∗) is

not complete.

Let us also mention the following result in [9], by Garnett and Jones, that helps to

understand better when a ball in (Ap, d∗) is complete. It states that for a function f ∈

BMO(Rd),

distBMO(f, L∞) := inf{‖f − g‖∗ : g ∈ L∞} ∼ 1

sup{λ > 0 : eλf ∈ A2}
.

This means that if we have a Cauchy sequence in Ap, the closer the sequence is to the

L∞(Rd) space, the more chances it has to have a limit in Ap.

So now we can try and find the completion of these spaces under the metric d∗. By

definition the completion of (Ap, d∗) is the space Āp that consists of the equivalence classes
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of all Cauchy sequences of Ap. We can identify this space as a subspace of BMO(Rd).

Indeed:

Āp = {f ∈ BMO(Rd) : ∃{wn}n∈N ⊂ Ap : lim
n→∞

‖ logwn − f‖∗ = 0},

and we can think of the Ap class as a subset of Āp, by identifying every weight w with it’s

logarithm, logw, in BMO(Rd). Since the classical Ap spaces form an increasing “sequence”

of the variable p (and of course the same is true for the Ap spaces), the same is true for this

new subspaces of BMO(Rd), Ā1 ⊂ Āp ⊂ Āq ⊂ Ā∞ ⊂ BMO(Rd), for 1 ≤ p ≤ q ≤ ∞.

They are also convex subsets of BMO(Rd). Indeed, consider 1 < p <∞, and f, g ∈ Āp.

This means that there are sequences {wn}n∈N, {vn}n∈N ⊂ Ap such that: f = limn→∞wn,

g = limn→∞ vn, in BMO(Rd). Let 0 < t < 1 be fixed. We will show that tf+(1− t)g ∈ Āp.

For this, we only need to see that tf + (1− t)g = limn→∞ log(wtnv
1−t
n ), in BMO(Rd), and

check using Hölder that the weight wtnv
1−t
n ∈ Ap, for all n, since:

[wtv1−t]Ap ≤ [w]tAp [v]1−tAp
,

for all w, v ∈ Ap. Thus, tf + (1− t)g ∈ Āp. It is trivial to see now that Ā∞ is also a convex

subset of BMO(Rd). For Ā1 the same holds, since if we have two A1 weights, w, v, it is

trivial to see that wtv1−t ∈ A1 and actually that [wtv1−t]A1 ≤ [w]tA1
[v]1−tA1

.

Here, let us observe that for any 1 < p <∞, we have that L∞(Rd) ⊂ Āp. There is a nice

result of weighted theory (see [8]) that states the following (we will present the statement

only for A2): There are dimensional constants c1, c2 > 0, such that for a function φ in Rd

we have:
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a) eφ ∈ A2 provided inf{‖φ− g‖∗ : g ∈ L∞(Rd)} ≤ c1 and

b) inf{‖φ − g‖∗ : g ∈ L∞(Rd)} ≤ c2 provided eφ ∈ A2. This means that all functions

f ∈ BMO(Rd) that satisfy the assumption a), belong to the Ā2 space. Equivalently, there

is a small neighborhood of L∞(Rd) inside BMO(Rd), that lies inside the Ā2 space.

We should also mention that since:

BLO(Rd) = {α logw : α ≥ 0, w ∈ A1},

we can ask the question if the spaces Ā1, BLO(Rd) are equal. Let us assume that they

are. A classical result of weighted theory is that BMO(Rd) = BLO(Rd) − BLO(Rd).

By our assumption we have that BMO(Rd) = Ā1 − Ā1. Now consider a function f ∈

BMO(Rd). There are functions φ, ψ ∈ Ā1 such that f = φ − ψ. We know that there are

sequences of A1 weights {φn}n∈N, {ψn}n∈N such that f = limn→∞ log φn−limn→∞ logψn =

limn→∞ log φnψ
−1
n , where the limit is in BMO(Rd). But φnψ

−1
n is an A2 weight for all n.

So we get that Ā2 = BMO(Rd). But this is obviously false.

Notice that from the argument follows the inclusion, Ā1 − Ā1 ⊂ Ā2. Trivially, we have

the more general fact, that for any 1 < p < ∞, Ā1 + (1 − p)Ā1 ⊂ Āp. Also, since we have

that w ∈ Ap ⇔ w1−p′ ∈ Ap′ , we get the equivalence f ∈ Āp ⇔ (1 − p′)f ∈ Āp′ . For p = 2

we have f ∈ Ā2 ⇔ −f ∈ Ā2, which means that the Ā2 class is symmetric with respect to

the origin in the BMO(Rd) space. No other Āp class has this property. Here we should

remember the following about power weights. A function of the form |x|α is an Ap weight

in Rd, if and only if −d < α < d(p− 1). The interval for α is symmetric with respect to the

origin, if and only if p = 2. Now we can see that there is a “correspondence” between the

Ā2 space and the interval (−d, d).
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Chapter 3

Continuity of weighted estimates and

sharpness of result

3.1 The continuity on the weight

In this chapter we are going to study the behavior of the operator norm of a sub-linear

operator T on Lp(w) with respect to the weight w. Our goal is to show that if two weights w

and w0 are close in the metric d∗, defined in the previous chapter, then the numbers ‖T‖p,w

and ‖T‖p,w0 are also close. The main Theorem of this chapter is the following.

Theorem 2. Consider 1 < p < +∞ and w0 ∈ Ap. Suppose that the sub-linear operator T

on Rd satisfies the weighted estimate

‖T‖Lp(w)→Lp(w) ≤ F ([w]Ap),

for all w ∈ Ap, where F is a positive increasing function. Then there is a positive constant

c that depends on p, the dimension d, [w0]Ap and the function F such that for all weights w

that are sufficiently close to w0 in the metric d∗,

‖T‖Lp(w)→Lp(w) ≤ ‖T‖Lp(w0)→Lp(w0)(1 + cd∗(w,w0)).
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Moreover, we have

lim
d∗(w,w0)→0

‖T‖Lp(w)→Lp(w) = ‖T‖Lp(w0)→Lp(w0).

Remark 3. In [2] Buckley showed that the Hardy-Littlewood maximal operator satisfies the

estimate

‖M‖Lp(w)→Lp(w) ≤ c[w]
1
p−1
Ap

,

for 1 < p < +∞, and all weights w ∈ Ap, where the constant c > 0 is independent of the

weight w. This means that the assumptions of Theorem 2 hold for M .

Remark 4. Consider any Calderón-Zygmund operator T . By [13] we know that:

‖T‖Lp(w)→Lp(w) ≤ c [w]
max(1, 1

p−1)
Ap

,

for any Ap weight w, where c > 0 is independent of the weight. This means that we can

apply Theorem 2, for 1 < p <∞ and F (x) = cx
max(1, 1

p−1).

Before moving on to the proof of Theorem 2 we need to see some preliminary results. For

the proof of our theorem interpolation with change of measure is going to play an important

role. In the following (X,M, µ) and (Y,N , ν) will denote measure spaces. Suppose T is an

operator of a class of functions on X into a class of functions on Y . T is called a sub-linear

operator, if it satisfies the following properties:

i)If f(x) = f1(x) + f2(x) and Tf1(x), T f2(x) are defined then Tf(x) is defined,

ii)|T (f1(x) + f2(x))| ≤ |Tf1(x)|+ |Tf2(x)|, µ almost everywhere,

iii)For any scalar k, we have |T (kf(x))| = |k||Tf(x)|, µ almost everywhere.

Let µ0, µ1 be two measures for (X,M). If we define the measure µ = µ0 + µ1, then µ0, µ1
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are each absolutely continuous with respect to µ. Thus, by the Radon-Nikodym theorem,

there exists two functions, α0, α1 such that for any E ∈M,

µj(E) =

∫
E
αj(x)dµ(x)

where j = 0, 1. In the following we will assume that α0, α1 are never zero. This is equivalent

to asserting that the sets of measure zero with respect to µj , j = 0, 1, are the same as the

sets of measure zero with respect to µ. Thus, in the various measure spaces that we will

consider, the equivalence classes of functions will be the same. Let 0 ≤ s ≤ 1, and define

the measure µs on X by

µs(E) =

∫
E
α1−s0 (x)αs1(x)dµ(x),

for each E ∈ M. Also assume, that we have two measures ν0, ν1 on N , and define the

measures νr, for 0 ≤ r ≤ 1, just as we did for µs above.

Given any real numbers 1 ≤ p0, p1, q0, q1 and any 0 ≤ t ≤ 1, we define pt, qt, s(t), r(t) as

follows:

(1− t)pt
p0

+
tpt
p1

= 1,
(1− t)qt

q0
+
tqt
q1

= 1

s(t) =
(tpt)

p1
, r(t) =

(tqt)

q1
.

We have the following Theorem by [29]:

Theorem 5. Suppose that T is a sub-linear operator satisfying

‖Tf‖qj ,νj ≤ Kj‖f‖pj,µj
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for all f ∈ Lpj (X,M, µj), j = 0, 1. Then, for 0 ≤ t ≤ 1, we have

‖Tf‖qt,νr(t) ≤ K1−t
0 Kt

1‖f‖pt,µs(t)

for all f ∈ Lpt(X,M, µs(t)).

In addition to the previous theorem we need also the following proved in [15]:

Theorem 6. If the A∞ characteristic of a weight w is small, i.e. [w]A∞ ≤ 1 + δ < 2, then

the function f = logw, and any cube Q satisfy

1

|Q|

∫
Q
|f(x)− fQ|dx ≤ 32

√
δ.

We will give a rough idea for A2, since for A∞ is similar. We will show that for any A2

weight w:

‖ logw‖∗ ≤ 2
√

[w]A2 − 1.

Indeed, for any real number x we have that: 2 + x2 ≤ ex + e−x. Now apply it with

x = log( w
wQ

) and get:

1

|Q|

∫
Q

(
2 +

(
log

w

wQ

)2)
≤ 1

|Q|

∫
Q

w

wQ
+

1

|Q|

∫
Q

wQ
w
.

Hence,

1

|Q|

∫
Q
| logw − log(wQ)|2 ≤ 1 + wQ(w−1)Q − 2 ≤ [w]A2 − 1.
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By Hölder’s inequality, we have f : 1
|Q|
∫
Q f ≤

√
1
|Q|
∫
Q f

2, for any positive function f . Thus,

1

|Q|

∫
Q
| logw − log(wQ)| ≤

√
[w]A2 − 1.

Now using the well known inequality

1

|Q|

∫
Q
| logw − (logw)Q| ≤ 2 inf

r∈R
1

|Q|

∫
Q
| logw − r|,

we get exactly what we want. Now for a general A∞ weight the proof follows the same lines.

See [15] for more details and for the proof that the square root is sharp.

Now we are ready to present the proof of Theorem 2.

Proof. First we will show that for any sub-linear operator T that satisfies the assumptions

of our theorem we have:

‖T‖Lp(w)→Lp(w) ≤ ‖T‖Lp(w0)→Lp(w0)(1 + cδ),

for all weights w ∈ Ap with d∗(w,w0) ≤ δ. Let δ > 0 be a small number that we consider

to be fixed. Fix also an Ap weight w, with d∗(w,w0) < δ. This means that ‖ log w
w0
‖∗ ≤ δ.

We would like to write our weight w as w = w1−t
0 W t, for some small and positive number t

(which is going to be about δ), and some weight W ∈ Ap. From the expression we can see

that

W =
w
1
t

w
1
t
0

w0.

For this, let us consider only the case p = 2, but the general case is identical to this one.

Since w0 ∈ A2 we know that there is a small ε > 0 such that w1 := w1+ε
0 ∈ A2. Then

16



obviously w0 = w1−s
1 for small s > 0. To continue, consider the function f = log

(
w
w0

)1
s

.

The BMO norm of f is really small since:

‖f‖∗ =
1

s
d∗(w,w0) ≤ 1

s
δ,

and so by the John-Nirenberg inequality we have that for all λ ∈ (0, c
‖f‖∗ ] the function

eλf =
(
w
w0

)λ
s ∈ A2, where c is a positive constant that depends only on the dimension.

If we choose λ =
c0
δ , c0 > 0 is any constant less than or equal to sc, we see that w2 :=(

w
w0

)c0
δs ∈ A2, which implies that the function w1−s

1 ws2 ∈ A2. Then:

W :=
w
1
t

w
1
t
0

w0 = w1−s
1 ws2 ∈ A2,

where we put t = δ
c0

. Here we should mention that the A2 norm of W can be chosen to

be bounded above by a constant that depends only on the A2 norm of w1. On the other

hand, [w1]A2 depends only on the A2 norm of w0, and this is fixed. With this in mind, let

us assume that the A2 characteristic of W is bounded above by c. The important thing here

is that it does not depend on δ. Write γ = ‖T‖Lp(w0)→Lp(w0). By the interpolation result

of Stein and Weiss, Theorem 5, for X = Y = Rd, M = N = L, where by L we denote the

σ-algebra of Lebesgue measurable sets in Rd, and µ0 = ν0 = w0dx, µ1 = ν1 = Wdx, we get

‖T‖Lp(w)→Lp(w) ≤ γ1−t‖T‖tLp(W )→Lp(W )

≤ γ1−tctF
(

[W ]Ap

)t
≤ γ1−tctF (c)t

17



and the right-hand side goes to γ as t→ 0+ or equivalently as δ → 0+. In other words:

lim sup
d∗(w,w0)→0

‖T‖Lp(w)→Lp(w) ≤ ‖T‖Lp(w0)→Lp(w0)

and in addition we have the desired estimate:

‖T‖Lp(w)→Lp(w) ≤ ‖T‖Lp(w0)→Lp(w0)(1 + cδ),

where c is a constant depending on n, p, [w0]Ap and the function F , for all weights w in Ap

that are δ close to w0 in the metric d∗.

We can also conclude the following new result:

Proposition 7. The set

{logw : w ∈ Ap}

is open in BMO(Rd) for all 1 < p < +∞.

Proof. To see this fix w0 ∈ Ap and choose sufficiently small δ > 0. For f ∈ BMO(Rd) with

‖f − logw0‖∗ ≤ δ, write f = log u, where u is a positive function. Then follow the previous

reasoning in the beginning of the proof, with w = u and write u = w1−t
0 W t, for 0 < t < 1.

It follows that W ∈ Ap, if δ > 0 is small depending only on the Ap norm of w0, and so

u = w1−t
0 W t is an Ap weight, by Hölder’s inequality. As we can see, this is exactly the same

argument as before.

There is only one thing remaining to finish the proof of Theorem 2. We need to show

that

‖T‖Lp(w0)→Lp(w0) ≤ lim inf
d∗(w,w0)→0

‖T‖Lp(w)→Lp(w).
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We are going to resent two different proofs. The first appeared in [24] and the second in [22].

Both approaches give different information about the weights involved in the calculations.

For the first proof we assume that our operator T is linear. Let us also assume for

simplicity that p = 2 and that ‖T‖
L2(w0)→L2(w0)

= 1. Note that other p′s can be treated

similarly. Let Mφ denote the operation of multiplication by φ. To finish the proof of the

continuity at w = w0 we are going to assume that the quantity

lim inf
d∗(w,w0)→0

‖T‖
L2(w)→L2(w)

which is equal to

lim inf
d∗(w,w0)→0

∥∥∥M
w
−1
2

0 w
1
2

TM
w
1
2
0 w
−1
2

∥∥∥
L2(w0)→L2(w0)

is strictly less than 1 and get a contradiction. This means that there is τ > 0 small, and a

sequence of A2 weights wn such that d∗(wn, w0)→ 0 as n→∞ and in addition:

‖w
−1
2

0 w
1
2
n Tw

1
2
0 w
−1
2

n g‖
L2(w0)

≤ (1− τ)‖g‖
L2(w0)

(3.1)

for all functions g ∈ L2(w0). Fix now any cube Q in Rd. Here we can make the normalization

assumption 1
|Q|
∫
Q
wn
w0
dx = 1 for all n ∈ N. We claim two things::

1∗)‖w
−1
2

n − w
−1
2

0 ‖L2(w0,Q)
→ 0 as n → ∞ where by L2(w0, Q) we mean the L2(w0) norm

over Q, and

2∗) there exists a subsequence kn such that wkn → w0 almost everywhere in the cube Q.

Obviously 2∗ follows from 1∗. For a proof of 1∗, see Lemma after the end of this proof.
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Now without loss of generality we can assume that the subsequence is the original sequence

wn. Notice that 1∗ implies ‖w
−1
2

n f − w
−1
2

0 f‖
L2(w0,Q)

→ 0 as n → ∞ for all bounded

f , and so for g = fw
−1
2

0 , we get ‖T (w
1
2
0 w
−1
2

n g) − Tg‖
L2(w0,Q)

→ 0 as n → ∞ and this

implies that for a subsequence of wn (which again we assume that is the whole sequence),

w
−1
2

0 w
1
2
n Tw

1
2
0 w
−1
2

n g → Tg almost everywhere in the cube Q. It is time to apply Fatou’s

Lemma in inequality (3.1) and get:

∥∥∥ lim inf
n→∞

w
−1
2

0 w
1
2
n Tw

1
2
0 w
−1
2

n g
∥∥∥
L2(w0,Q)

≤ lim inf
n→∞

∥∥∥w−1
2

0 w
1
2
n Tw

1
2
0 w
−1
2

n g
∥∥∥
L2(w0,Q)

≤ (1− τ)‖g‖
L2(w0,Q)

.

Here g = fw
−1
2

0 with bounded f form a dense family in L2(w0, Q). For g from this dense

family it follows:

‖Tg‖
L2(w0)

≤ (1− τ)‖g‖
L2(w0)

by letting the cube Q expand to infinity, for g in some dense subclass of L2(w0) . By

assumption ‖T‖
L2(w0)→L2(w0)

= 1 and this is how we have our contradiction. All that

remains is the following Lemma:

Lemma 8. Let w0, w ∈ A2 such that d∗(w,w0) ≤ ε, where ε is sufficiently small. Let us have

a normalization assumption 1
|Q|
∫
Q

w
w0
dx = 1. Then ‖w−

1
2 − w

−1
2

0 ‖L2(w0,Q)
≤ |Q|

1
2 c(ε)

1
2 ,

where c(ε) is a positive constant that goes to 0 as ε goes to 0.

Notice that this Lemma states that the weight w−
1
2 is close to w

−1
2

0 in the L2(w0) norm

of the cube Q.
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Proof. : We want to estimate the expression:

1

|Q|

∥∥∥w−1
2 − w

−1
2

0

∥∥∥2
L2(w0,Q)

=
1

|Q|

∫
Q

w0

w
+ 1− 2

|Q|

∫
Q

(w0

w

)1
2 .

The last integral can be taken care of really easy, since by our normalization assumption and

Cauchy-Schwartz we get the following:

1

|Q|

∫
Q

(w0

w

)1
2 =

1

|Q|

∫
Q

( w
w0

)−1
2 ≥

( 1

|Q|

∫
Q

( w
w0

)1
2
)−1
≥
( 1

|Q|

∫
Q

w

w0

)−1
2 = 1.

Therefore, the quantity that we need to estimate is bounded above by:

1

|Q|

∥∥∥w−1
2 − w

−1
2

0

∥∥∥2
L2(w0,Q)

≤ 1

|Q|

∫
Q

w0

w
− 1.

It is time to use the fact that d∗(w,w0) ≤ ε. We get that the weight w
w0

is in the A2 class

and actually because the BMO norm of log
(
w
w0

)
is really small, the A2 characteristic is

bounded by 1 + c(ε), where c(ε) is a positive constant that goes to 0 as ε goes to 0. So we

have the desired inequality:

1

|Q|

∥∥∥w−1
2 − w

−1
2

0

∥∥∥2
L2(w0,Q)

≤
[ w
w0

]
A2
− 1 ≤ c(ε).

Observe that the proof just presented can not be used to the case when the operator T

is sub-linear. The linearity assumption for this proof is really essential.

The second proof covers all cases. Here we need not make any linearity assumptions for

T . Our operator is going to be sub-linear. The main tool for the proof is the inequality
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(proved earlier in this chapter)

‖T‖Lp(u)→Lp(u) ≤ ‖T‖Lp(v)→Lp(v)(1 + c[v]Ap
d∗(u, v)), (3.2)

that holds for all Ap weights u, v ∈ Ap that are sufficiently close in the d∗ metric, and for

sublinear operators T that satisfy the assumptions of our Theorem. The positive constant

c[v]Ap
that appears in the inequality depends on the dimension n, p, the function F and the

Ap characteristic of the weight v. Since the quantities n, p, F are fixed we only write the

subscript c[v]Ap
to emphasize this dependence on the characteristic.

Use inequality (3.2) with u = w0 and v = w

‖T‖Lp(w0)→Lp(w0) ≤ ‖T‖Lp(w)→Lp(w)(1 + c[w]Ap
d∗(w,w0)).

At this point if we know that the constant c[w]Ap
remains bounded as the distance d∗(w,w0)

goes to 0 we are done.

For this reason we assume that d∗(w,w0) = δ is very close to 0. Then the function w
w0

is an Ap weight with Ap characteristic very close to 1 (see [8]). How close depends only on

δ, not on w. Thus, if R is large enough, the weight ( ww0
)R ∈ Ap, with Ap characteristic

independent of w (again see [8]). Note that from the classical Ap theory, for sufficiently

small ε > 0, we have w1+ε
0 ∈ Ap. Choose the numbers R, ε such that we have the relation

1
R + 1

1+ε = 1, i.e. such that R and R′ = 1 + ε are conjugate numbers. Then

< w >Q< w
− 1
p−1 >p−1Q =

〈 w
w0
w0

〉
Q

〈( w
w0

)− 1
p−1w

− 1
p−1

0

〉p−1
Q
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and by Hölder’s inequality it is less than or equal to

〈( w
w0

)R〉 1
R

Q

〈
wR
′

0

〉 1
R′
Q

〈( w
w0

)− 1
p−1 ·R

〉p−1
R

Q

〈
w
− 1
p−1 ·R

′

0

〉p−1
R′
Q

.

Separating the R-terms from the R′-terms and applying Hölder’s inequality one more time

we obtain that this is at most

[( w
w0

)R] 1R
Ap

[w1+ε
0 ]

1
R′
Ap
≤ C,

where C is a constant independent of the weight w. Therefore, [w]Ap ≤ C.

The last step is to remember how we obtained the constant c[w]Ap
that appears in

inequality (3.2). We used the Riesz-Thorin interpolation theorem with change in measure

and then expressed one of the terms that appears in our calculations as a Taylor series. The

constant c[w]Ap
appears at exactly this point and it is not difficult to see that it depends

continuously on [w]Ap . Since this characteristic is bounded for w close to w0 in the metric

d∗ we have that c[w]Ap
is bounded as well. This completes the proof.

A consequence of the proof is the following remark.

Remark 9. Fix a weight w0 ∈ Ap and a positive number δ sufficiently small. There is a

positive constant C that depends on [w0]Ap and δ such that for all weights w with d∗(w,w0) <

δ we have [w]Ap ≤ C. In addition, from the inequality (see the proof of Theorem 2)

[w]Ap ≤
[( w
w0

)R] 1R
Ap

[w1+ε
0 ]

1
R′
Ap
, (3.3)

and Lebesgue dominated convergence theorem (by letting R → +∞ and remembering that
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the Ap constant of the weight ( ww0
)R is independent of R) we obtain

lim sup
d∗(w,w0)→0

[w]Ap ≤ [w0]Ap .

In order to get the remaining inequality

[w0]Ap ≤ lim inf
d∗(w,w0)→0

[w]Ap ,

we rewrite (3.3) as

[w0]Ap ≤
[(w0

w

)R] 1R
Ap

[w1+ε]
1
R′
Ap
,

and we proceed in the same way as before. In this case the number ε depends on [w]Ap .

But we already know that for w close to w0 in the d∗ metric the Ap characteristic of w is

bounded from above. This means that we are allowed to choose the same number ε for all

weights w that are sufficiently close to w0 and we are done. Therefore, the Ap characteristic

of a weight w ∈ Ap is a continuous function of the weight with respect to the metric d∗, i.e.

the following equality is true

lim
d∗(w,w0)→0

[w]Ap = [w0]Ap .

3.2 The sharp rate of convergence

In the following we are going to consider the Hilbert transform, H, the Riesz projection,

P+ and weights in A2 on the circle. We are going to show that Theorem 2 is sharp for the

Hilbert transform and that it is not sharp for the Riesz projection. This result is interesting
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because these two operators, H and P+, are very closely related, i.e.

H = −iP+ + i(I − P+).

But as we shall see they do not behave in the same way.

We start with a weight w ∈ A2, such that [w]A2 = 1 + δ, where δ > 0 is really close

to 0. We know that there exists an outer function h such that w = |h|2. Outer means

that h = eu+iũ, where ũ denotes the harmonic conjugate of the function u. As we already

have mentioned, logw = 2u is in BMO(T) with norm ‖ logw‖∗ ≤ c
√
δ. This means that

the conjugate function of u has small BMO norm, i.e. ‖ũ‖∗ ≤ c
√
δ. From [15] the square

root of δ is sharp. So we can choose our function u such that c1
√
δ ≤ ‖u‖∗. Observe also

that h
h = e−2iũ. Let us now look at the operator f 7→ eif , that maps the space BMO(T)

continuously into itself (this is clear since if the oscillation of f is bounded then the same

should be true for the function eif ). Of course, this is not a linear operator but it has some

nice properties. For example, for ε > 0 small, it maps the ball B(0, ε) = {f ∈ BMO(T) :

‖f‖∗ ≤ ε} into another ball of center 0 and radius say cε. We claim that the ball B(0, ε) is

mapped homeomorphically onto it’s image, and that the image contains a ball B(0, cε), for

some c. For this it suffices to see that the derivative of this map at the point 0, is exactly

the linear map f 7→ if which is a continuous surjection from BMO(T) onto itself. Then

make use of the inverse function theorem for Banach spaces. We did all this in order to be

able to claim that we can choose our function h satisfying:

c2
√
δ ≤

∥∥∥h
h

∥∥∥
∗
≤ c1
√
δ.
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Let f± denote the analytic and anti-analytic parts of a bounded function f on the circle. Now

the space BMO(T) can be written as the direct sum of the BMOA and BMOA spaces, the

BMO analytic and the BMO anti-analytic spaces respectively. Without loss of generality

we can assume that c1
√
δ ≥

∥∥∥(hh)
−

∥∥∥
BMOA

≥ c2
√
δ

2 . But,

∥∥∥(h
h

)
−

∥∥∥
BMOA

= dist
(h
h
,H∞

)
= sup
‖φ‖1≤1,φ∈H1

0

∣∣∣ ∫ h

h
φ
∣∣∣

= sup
‖φ1‖2,‖φ2‖2≤1,φ2(0)=0

∣∣∣ ∫ h

h
φ1φ2

∣∣∣,
where ‖.‖2 is the norm in the Hardy space H2. This last supremum is exactly equal to

sup
‖φ1‖2,‖φ2‖2≤1,φ2(0)=0

(Hh
h

φ1, φ2) = ‖Hh
h

‖,

where Hh
h

: H2 → H2
− is the Hankel operator of symbol hh . Now consider the spaces:

H+ = clos
L2(w)

{1, z, z2, ...}, H− = clos
L2(w)

{z, z2, ...}.

These spaces are called the future and the past spaces (the terminology comes from the

probability, where w plays the role of the spectral density of a stationary stochastic process,

see e.g. [31] and the literature cited therein).

The next step is to find the angle θ of these two spaces in L2(w). This is exactly

sup
‖φ−‖L2(w)=1,‖φ+‖L2(w)=1

∣∣∣(φ+, φ−)
L2(w)

∣∣∣.
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If we write down just one of these inner products we see the following

∣∣∣ ∫ φ+φ−|h|2
∣∣∣ =

∣∣∣ ∫ (φ+h)(φ−h)
h

h

∣∣∣.
The first two functions that appear in the integrand are analytic since they are products

of analytic functions. Note that since the function φ− is anti-analytic, the function φ− is

analytic. Also their H2 norm is ≤ 1. This means that the supremum is exactly equal to

c2
√
δ

2
≤ ‖Hh

h

‖ = sup
‖φ−‖L2(w)=1,‖φ+‖L2(w)=1

∣∣∣(φ+, φ−)
L2(w)

∣∣∣ ≤ c1
√
δ.

Therefore, the cos θ is exactly of the order
√
δ. This means that sin θ − 1 is of the order δ.

Now, all that remains is an easy problem. We are given that the cosine of the angle of two

directions is of the order
√
δ and we would like to find the order of sup

‖u+v‖
‖u−v‖ over all vectors

u that have the first direction and v that have the second direction. Using the theorem of

cosines we can see that the order of this supremum must be 1 + c
√
δ. Thus

‖H‖
L2(w)→L2(w) ≥ sup

‖u+ v‖
‖u− v‖

� 1 + c
√
δ

and

‖P+‖L2(w)→L2(w) =
1

sin θ
� 1 + cδ.

This means that P+ converges faster to its L2 norm, as [w]A2 → 1, than the Hilbert trans-

form. This should not be a surprise, since the multiplier that corresponds to P+ takes only

the values {0, 1} and the multiplier for the Hilbert transform attains the values {−1, 1}. So

the jump for P+ is only 1 and for H is 2.
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Chapter 4

Bellman functions and an application

to Littlewood-Paley estimates

In this chapter we construct a new Bellman function based on the results of the previous

chapter. It can be used to estimate the norms of second order Riesz transforms and to give

a better understanding of some Littlwood-Paley estimates that first appeared in [26]. For

instance, using our main Theorem 2 and techniques from [7], [20], [26], we can prove that

for any f, g ∈ C∞c (R2) the quantity

2

∫ +∞

0

∫
R2

(∣∣∣∂fh
∂x1

∣∣∣+
∣∣∣∂fh
∂x2

∣∣∣)12(∣∣∣∂gh
∂x1

∣∣∣+
∣∣∣∂gh
∂x2

∣∣∣)12dydt
is bounded from above by

(p∗ − 1)(1 + c
√
δ)‖f‖Lp(w)‖g‖Lp′(w1−p′),

for any Ap weight w on R2 with [w]Ap ≤ 1 + δ < 2. The functions on the left hand side are

the heat extensions of f, g respectively, and c is a constant that depends on p ∈ (1,+∞) and

p∗ − 1 = max{p − 1, 1
p−1}. For example, for an f in Rd say, the heat extension to Rd+1 is
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the convolution of f with the heat kernel, that is

fh(x, t) = cd

∫
Rd

f(y) exp
(
− |x− y|

2

4t

)
dy.

The main Theorem of this chapter is the following.

Theorem 10. For any 1 < Q < 2, 1 < p < +∞ define the domain D
p
Q = {0 <

(X, Y, x, y, r, s) ∈ R×R×Rd×Rd×R×R : |x|p < Xsp−1, |y|p′ < Y rp
′−1, 1 < rsp−1 < Q}.

Let K be any compact subset of D
p
Q. Then there exists a function B = B

(p)
Q,K(X, Y, x, y, r, s)

infinitely differentiable in a small neighborhood of K, and at the same time for any ε > 0,

BQ,K can be chosen in such a way that

(1) 0 ≤ B ≤ (p∗ − 1)(1 + ε)(1 + c
√
δ)X1/pY 1/p′

(2) −d2B ≥ 2|dx||dy|,

where Q = 1 + δ and c is a constant that depends on p and the dimension d.

Proof. By Theorem 2 we know that for the martingale transform Tr and an Ap weight w,

on R, of characteristic [w]Ap < 1 + δ < 2,

‖Tr‖Lp(w)→Lp(w) ≤ ‖Tr‖Lp→Lp(1 + c
√
δ) ,

where c is a constant that depends on p. It is really easy to see that the interpolation in

[29] works for the vectorized martingale transform Tr. This means that using the techniques

from the previous chapter, the above inequality is also true for the vectorized martingale

transform (acting on functions with values in a separable Hilbert space). But a famous

result by Burkholder (see [3], and an extension of it in [7]), states that ‖Tr‖Lp→Lp = p∗− 1.
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Therefore,

‖Tr‖Lp(w)→Lp(w) ≤ (p∗ − 1)(1 + c
√
δ).

Now, by using duality we arrive to the point (we denote by | . | the norm in our Hilbert

space) that the expression

1

4|J |
∑

I∈D(J)
| < f >I+ − < f >I− || < g >I+ − < g >I− ||I|

is bounded from above by

(p∗ − 1)(1 + c
√
δ) < |f |pw >

1/p
J < |g|p

′
w1−p′ >1/p′

J

for any J ∈ D, any vector functions f ∈ Lp(w) and g ∈ Lp′(w1−p′). The definition of the

Bellman function is the following.

B(X, Y, x, y, r, s) = sup
{ 1

4|J |
∑

I∈D(J)
| < f >I+ − < f >I− || < g >I+ − < g >I− ||I| :

< f >J= x,< g >J= y,< w >J= r,< w1−p′ >J= s,

< |f |pw >J= X,< |g|p
′
w1−p′ >J= Y

}
.

Obviously, this function satisfies inequality (1) in the statement of our Theorem and it

does not depend on the choice of the interval J since averages of functions are trans-

lation invariant. We claim that for all 6-tuples a+ = (X+, Y +, x+, y+, r+, s+), a− =
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(X−, Y −, x−, y−, r−, s−) ∈ Dp
Q, such that a++a−

2 ∈ Dp
Q, the inequality is true

B
(a+ + a−

2

)
− B(a+) +B(a−)

2
≥ 1

4
|x+ − x−||y+ − y−|.

To prove this let us consider a positive ε. Find functions f+, g+, w+ on J+ such that they

satisfy the conditions in the supremum of the function B for the vector a+ and

B(a+)− ε ≤ 1

|J+|
∑

I∈D(J+)

| < f >+
I+ − < f >+

I− || < g >+
I+ − < g >+

I− ||I|.

Do the same for the vector a− in the interval J−. Define the functions F, G, W on the

interval J as: F =


f+ on J+

f− on J−

G =


g+ on J+

g− on J−

and W =


w+ on J+

w− on J−.

Observe that they satisfy the required equalities in order to be acceptable for the supremum

that defines the Bellman function for the vector a++a−
2 and therefore,

B(
a+ + a−

2
) ≥ 1

|J |
∑

I∈D(J)
|FI+ − FI−||GI+ −GI−||I| =

1

2|J+|
∑

I∈D(J+)

|f+I+ − f
+
I−||g

+
I+ − g

+
I−||I|+

1

2|J−|
∑

I∈D(J−)
|f−I+ − f

−
I−||g

−
I+ − g

−
I−||I|+

1

|J |
term(I = J)

≥ 1

2
(B(a+)− ε) +

1

2
(B(a−)− ε) +

1

4
|x+ − x−||y+ − y−|

Now we need to mollify this function B, in order to take the smooth version of it. This can

be done in exactly the same way as in [20]. The concavity inequality remains the same after
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the mollification and the size condition can become 1 + CKε times worse, where CK is just

a constant that depends on the compact set K.

For a nice application of Theorem 10, we can formulate the following result.

Theorem 11. Let 1 < p < +∞, and any scalar Ap weight w on Rd of [w]Ap < 1 + δ < 2.

Then

‖R‖
Lp(Rd,Rd,wdx)→Lp(Rd,Rd,wdx) ≤ (p∗ − 1)(1 + c

√
δ) ,

where R = (RiRj)
d
i,j=1, is a matrix with each entry a product of two Riesz transforms.

Observe that if we let δ go to 0, which means w becomes a constant weight

‖R‖
Lp(Rd,Rd)→Lp(Rd,Rd) ≤ (p∗ − 1).

Proof. We can show that for any Ap weight, w, on Rd of [w]Ap ≤ 1 + δ < 2, and any vector

functions Φ = (φ1, ..., φd),Ψ = (ψ1, ..., ψd) ∈ C∞c (Rd) the quantity

2

∫
Rd+1
+

( d∑
i,j=1

∣∣∣∂φhj (x, t)

∂xi

∣∣∣2)12( d∑
i,j=1

∣∣∣∂ψhj (x, t)

∂xi

∣∣∣2)12dxdt
is bounded from above by

(p∗ − 1)(1 + c
√
δ)‖Φ‖Lp(w)‖Ψ‖Lp′(w1−p′).

The proof of this inequality, follows the standard techniques appearing in [7], [20], [26], in

which the existence of the Bellman function implies a Littlewood-Paley type estimate and

it, in its turn, implies the desired estimate.
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In addition, expressing the norm of R by duality we obtain (here Φ = (φj)
d
j=1, Ψ =

(ψi)
d
i=1 are vector functions on Rd):

< RΦ,Ψ >= 2

∫
Rd+1
+

d∑
i,j=1

∂2φhj (x, t)

∂xi∂xj
ψhi (x, t)dxdt

= 2

∫
Rd+1
+

d∑
i,j=1

∂φhj (x, t)

∂xj

∂ψhi (x, t)

∂xi
dxdt,

where we get the second equality because φj , ψi are smooth with compact support, and

hence φhj , ψ
h
i are Schwarz functions. Now, we only need to observe that:

∫
Rd+1
+

d∑
i,j=1

∂φhj (x, t)

∂xj

∂ψhi (x, t)

∂xi
dxdt =

∫
Rd+1
+

d∑
i=1

( d∑
j=1

∂φhj (x, t)

∂xi

∂ψhi (x, t)

∂xj

)
dxdt

which in its turn is equal to

∫
Rd+1
+

trace
[(∂φhj (x, t)

∂xi

)d
i,j=1

(∂ψhi (x, t)

∂xj

)d
i,j=1

]
dxdt,

and that on the other hand, point-wisely

∣∣∣trace[(∂φhj (x, t)

∂xi

)d
i,j=1

(∂ψhi (x, t)

∂xj

)d
i,j=1

]∣∣∣ ≤ ∥∥∥(∂φhj (x, t)

∂xi

)d
i,j=1

∥∥∥
2

∥∥∥(∂ψhi (x, t)

∂xj

)d
i,j=1

∥∥∥
2
.

This means we are done.
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Chapter 5

Matrix weights and the A2 condition

In the previous chapters we considered only scalar weights w and studied the behavior of the

operator norm of an operator T on Lp(w), 1 < p < ∞, with respect to the weight w. We

treated all operators at the same time meaning that the exact same proof works for all of

them. The only property that we required from the operator was that it is strongly bounded

on Lp(w) and that its operator norm depends only on the Ap characteristic of the weight.

Weighted estimates for matrix valued weights W have also been studied in the literature and

one of the main references is the paper [30] by Dr. Treil and Dr. Volberg. They considered

L1loc matrices W ∈ Cd×d that are invertible, self-adjoint and positive almost everywhere

with respect to Lebesgue measure. One of their main results is the characterization of all

matrices W with the property that the inequality

(∫
R

(W (x)Hf(x), Hf(x))Cddx
)1
2 ≤ C

(∫
R

(W (x)f(x), f(x))Cddx
)1
2 ,

holds for all f ∈ L2(W ), for some positive constant C that depends on the dimension d

and the weight W , and H is the Hilbert transform that acts coordinate-wise on the vector

function f . The space L2(W ) consists of all measurable functions f : R→ Cd such that

‖f‖2
L2(W )

= ‖f‖22,W =

∫
R

(W (x)f(x), f(x))Cddx <∞.
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Their Theorem states that the class of such weights is the matrix A2 class that consists of

W that satisfy

[W ]A2 = sup
I

∥∥∥ < W >
1
2
I < W−1 >

1
2
I

∥∥∥ <∞,
where the supremum is taken over all finite intervals I of the real line R, and the quantities

< W >I , < W−1 >I are used to denote the averages of W and W−1 over the interval I

respectively. Notice that this characteristic for the matrix weight W is a generalization of

the scalar one and that the former is the square root of the latter. From now on in this paper,

wherever we write the symbol for the A2 characteristic we mean the one given for matrix

weights. Throughout the paper we always assume that the weight W is non-degenerate in

the sense that there is no vector e ∈ Cd such that W (t)e = 0 almost everywhere, because

otherwise we can always restrict ourselves to the orthogonal complement of such e. We have

to point out that the A2 condition just stated is equivalent to the requirement that

< W−1 >I≤ [W ]2A2
< W >−1I ,

in the sense of quadratic forms. In addition, it is equivalent to the statement that all

averaging operators

f 7→
( 1

|I|

∫
I
f(x)dx

)
χI ,

are uniformly bounded in L2(W ) with respect to the finite interval I. For this reason if we

consider any direction e ∈ Cd, ‖e‖ = 1, we see that the scalar weight we(x) = (W (x)e, e)Cd

is an A2 weight of characteristic at most [W ]A2 . Immediately we obtain that the diagonal

elements of W are scalar A2 weights and that the weight trace(W ) is also an A2 weight of

characteristic at most d · [W ]A2 .
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The motivation of studying estimates of this type comes from stochastic processes and

operator theory. Let us consider a multivariate random stationary process. For simplicity

we consider the case of discrete time i.e. a sequence of d-tuples x(n) = (x1(n), ..., xd(n)),

n ∈ Z, of scalar random variables such that E|xj(n)|2 < +∞ and the correlation matrix

Q(n, k) = {Q(n, k)i,j}1≤i,j≤d := {Exi(n)xj(n)}1≤i,j≤d,

depends only on the difference n − k (we use the symbol E to denote the expectation).

Without loss of generality we can assume that the process is complex valued. It is well

known (see [27]) that there exists a matrix valued non-negative measure M on the unit

circle T whose Fourier coefficients coincide with the entries of the correlation matrix

Q(n, k) = M̂(n, k),

n, k ∈ Z and that if the process is completely regular then its spectral measure, M , is

absolutely continuous with respect to the normalized Lebesgue measure m on the unit circle,

i.e. dM = Wdm. The past of the process is defined as

Xn = span{xj(k) : 1 ≤ j ≤ d, k < n}

and the future as

Xn = span{xj(k) : 1 ≤ j ≤ d, k ≥ n}.

By writing span we mean the closed linear span in the complex Hilbert space L2(Ω, dP ). If
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we consider the mapping

xj(k) 7→ zkej ,

where {ej}1≤j≤d is the standard orthonormal basis of Cd, then we obtain an isometric

isomorphism between span{xj(k) : 1 ≤ j ≤ d, k ∈ Z} and L2(W ). The past and the future

of the process are mapped to the subspaces of L2(W )

Xn = span{zkCd : k < n}

and

Xn = span{zkCd : k ≥ n},

respectively. In this representation the angle between past and future is nonzero if and only

if the Riesz projection P+ is bounded in the weighted space L2(W ). All these applications

are thoroughly discussed in the introduction of [30] and the references therein.

In this chapter we are going to study the behavior of the operator norm of some dyadic

operators on L2(W ) with respect to a matrix weight W . As we shall see there are many

important differences between the scalar and the matrix cases. We will prove that for a

dimensional analogue of the Martingale transform the operator norm on L2(W ) does not

approach the unweighted norm as the matrix weight W “approaches” the identity matrix

Id. This already is in contrast with the scalar case where such thing can not happen as we

showed in the previous chapters. It seems that as we consider more than one dimensions

the flatness (meaning closeness to 1) of the A2 characteristic does not suffice for continuity

results of the kind of Theorem 2. It is also interesting and surprising that trivial dyadic

operators are examples of such not well behaved operators. Here we should mention that
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none of the techniques we used in the scalar case work for the matrix case. Firstly, the

Riesz-Thorin interpolation theorem with change in measure does not work and secondly,

there is no useful BMO theory for the case of matrices. Useful in the sense that there is a

nice interplay between BMO and the A2 class.

5.1 The not well behaved dyadic operators

Before we study such examples we need to establish some notation. For a function f (scalar

or matrix valued) and a finite interval I we denote by < f >I the average of f over the

interval I, that is the number 1
|I|
∫
I f(x)dx. For a given interval I we denote the right half

as I+ and the left half as I−. For such interval there is a Haar function associated to it,

which we call hI , defined in the following way

hI(x) =
1√
|I|

(χI+(x)− χI−(x)),

where χA(x) represents the characteristic function of the set A. It is obvious that if we

restrict ourselves to dyadic subintervals, I, J ∈ D, of the real line we have

(hI , hJ )
L2

:=

∫
R
hI(x)hJ (x)dx = δIJ ,

where δIJ is equal to 1 if I = J and equal to 0 if I 6= J . By D we denote the set D =

∪+∞k=−∞Dk, where Dk = {[ j
2k
, j+1

2k
) : j ∈ Z}. In addition, for an interval J ∈ D we are going

to denote by D(J) the set of all dyadic subintervals of J , including J itself.

Given a sequence of signs enumerated by the dyadic intervals σ = {σI}I∈D, σI ∈

38



{−1,+1}, we define the martingale transform Tσ of a function f to be

Tσf(x) =
∑
I∈D

σI(f, hI)L2hI(x).

The boundedness properties of this operator on L2(w) for a scalar A2 weight w were studied

in [33], where the sharp dependence of the operator norm and the A2 characteristic was

found for the first time. For a function f : R→ Cd we can define the Martingale transform

Tσf to be the vector in Cd with coordinates the numbers (Tσf1, Tσf2, ..., Tσfd). For our

purposes we will define a more general operator than this which we still call the Martingale

transform of the function f defined as

Mσf(x) =
∑
I∈D

1≤j≤d

σ
j
I(f, h

j
I)L2h

j
I(x),

where the function h
j
I(x) is the vector hIej and {ej}1≤j≤d is a fixed orthonormal basis of

Cd. Here the sequence σ = {σjI}, I ∈ D and 1 ≤ j ≤ d, is again a sequence of signs.

Let us also define the projections PI,j (that are orthogonal in the unweighted L2 space)

in L2(W ) by the formula

PI,jf = hI(

∫
I
f(t)hI(t)dt, ej)Cdej .

Notice that PI,jf = (f,W−1hjI)2,Wh
j
I , where we denote by (, )2,W the inner product in

L2(W ), from which it follows

‖PI,j‖22,W = ‖W−1hjI‖
2
2,W ‖h

j
I‖

2
2,W .
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Observe that after some easy calculations we obtain

‖PI,j‖22,W = (< W >I ej , ej)Cd(< W−1 >I ej , ej)Cd .

The claim is that such quantity can not be controlled by the A2 characteristic. Let us choose

a matrix weight W ∈ C2×2 and an orthonormal basis {ej}1≤j≤d in C2 such that the operator

norm of PI,j is not close to its unweighted norm, which is 1, no matter how “close” W is to

the identity matrix Id. Assume that one of the bases vectors is e1 = 1√
2
(1, 1) and that W

is a diagonal 2× 2 matrix with two scalar A2 weights w and v for diagonal elements. Let it

be that w is in the 1, 1 spot and v in the 2, 2 spot. Then

‖PI,1‖22,W =
1

4
(< w >I + < v >I)(< w−1 >I + < v−1 >I)

≥ 1

4
(2+ < w >I< v−1 >I + < w−1 >I< v >I)

≥ 1

4

(
2 +

< w >I
< v >I

+
< v >I
< w >I

)
,

and the weights w, v have no relation with each other. Both of them can have A2 character-

istic close to 1, as close as we like, but the quotients
<w>I
<v>I

and
<v>I
<w>I

can not be controlled

in general. This means that even though the matrix weight W has A2 characteristic close

to 1 the norm ‖PI,1‖2,W is not close to ‖PI,1‖2,Id = 1. Here notice that the Martingale

transform Mσ can be written in the form

Mσf =
∑
I∈D

1≤j≤d

σ
j
I(f,W

−1hjI)L2(W )
h
j
I(x) =

∑
I∈D

1≤j≤d

σ
j
IPI,jf.

Since the operator norms of the projections PI,j in L2(W ) are not continuous with respect
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to the weight W we can not expect this Martingale transform to have an operator norm in

L2(W ) that is continuous with respect to W . Now we define the projection

PIf =
∑

1≤j≤d
PI,jf = hI

(∫
I
f(t)hI(t)dt

)
.

In [30] it has been proved that the operator norm in L2(W ) is exactly equal to

‖PI‖2,W =
∥∥∥ < W >

1
2
I < W−1 >

1
2
I

∥∥∥.
This expression is obviously less than or equal to [W ]A2 which immediately shows that PI

behaves nicely compared to its component operators that are the ones who do not. Here we

have a collection of projections {PI,j}1≤j≤d such that some of them do not become “flat” as

the weight W becomes “flat” but their sum is “flat”. Therefore, we already see that strange

things can occur in more than one dimensions.

5.2 Some results about “flatness” and a Riesz basis

In this section we will discuss some results which give us hope that there are important

quantities of dyadic harmonic analysis that obey the same rules as their scalar dimensional

analogues. We also present an important example of a Riesz basis for L2(W ). All of them

were proved in [30] but we present them here to show that the dependence on the A2

characteristic is the “correct” one and because we need them for our calculations.

We start with a Lemma.
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Lemma 12. Let A and B be nonsingular positive d× d matrices. Then:

√
detA detB ≤ det

(A+B

2

)
.

Proof. It suffices to prove the Lemma in the special case when A+B
2 = I, since we can always

consider the matrices C∗AC,C∗BC where the matrix C =
(
A+B
2

)−1
2 . Write A = I + D,

B = I −D, D = D∗, and let λ1, ...λd be the eigenvalues of D. Then the eigenvalues of A,B

are 1 + λ1, ..., 1 + λd and 1− λ1, ..., 1− λd, respectively. It follows that:

det(AB) = detA detB =
d∏
i=1

(1 + λi)(1− λi) ≤ 1 =
[

det
(A+B

2

)]1
2 ,

which is exactly what we need.

Lemma 13. Let W be a matrix weight such that W and W−1 are summable on a measurable

set I. Then for any vector e ∈ Cd

(< W >I e, e)Cd
([< W−1 >I ]−1e, e)Cd

≥ 1.

Moreover, the operators < W >
1
2
I < W−1 >

1
2
I are expanding in the sense that they satisfy

‖ < W >
1
2
I < W−1 >

1
2
I e‖ ≥ ‖e‖ for all vectors e ∈ Cd.

Proof. Fix a vector e and define f = [W−1(I)]−1e. Then

|I|([W−1(I)]−1e, e)Cd = |I|(e, f)Cd =

∫
I
(W

1
2 (t)e,W−

1
2 (t)f)Cddt

≤
(∫

I
(W (t)e, e)Cddt

)1
2
(∫

I
(W−1(t)f, f)Cddt

)1
2

= (W (I)e, e)
1
2
Cd

(W−1(I)f, f)
1
2
Cd
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= (W (I)e, e)
1
2
Cd

([W−1(I)]−1e, e)
1
2
Cd
.

Thus,

|I|2 ≤
(W (I), e, e)Cd

([W−1(I)]−1e, e)Cd
,

which is exactly what we wanted to prove.

With the help of these two Lemmas we are able to show the following.

Lemma 14. Let us consider a matrix weight W ∈ A2. There is a constant c independent of

the weight W such that for all J ∈ D:

1

|J |
∑

I∈D(J)
trace

(
(WI)

−1
2 (WI+

−WI−)(WI)
−1
2
)2
|I| ≤ c log[W ]A2 ,

and

1

|J |
∑

I∈D(J)

∥∥∥[(WI)
−1
2 (WI+

−WI−)(WI)
−1
2 ]
∥∥∥2|I| ≤ c log[W ]A2 .

Proof. For a dyadic interval I let us denote by µ(I) = detWI , ν(I) = det(W−1)I and

m(I) = µ(I)ν(I). Since WI =
WI+

+WI−
2 Lemma 12 implies that µ(I)2 ≥ µ(I+)µ(I−) and

similarly ν(I)2 ≥ ν(I+)ν(I−). Also, we define the matrices:

A = (WI)
−1
2WI+

(WI)
−1
2 , B = (WI)

−1
2WI−(WI)

−1
2 .

Observe that A+B
2 = I and as it was done in the proof of the previous Lemma, we write

A = I +D, B = I −D and let λ1, ..., λd be the eigenvalues of D. Then:

detA detB =
d∏
i=1

(1− λ2i ) = exp
( d∑
i=1

log(1− λ2i )
)
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≤ exp
(
−

d∑
i=1

λi

)
= exp(−trace(D2))

= exp
(
− 1

4
trace((A−B)2)

)
.

So we have proved that

µ(I) ≥ (µ(I+)µ(I−))
1
2 exp

(1

2
· 1

4
trace([(WI)

−1
2 (WI+

−WI−)(WI)
−1
2 ]2)

)
.

But ν(I)2 ≥ ν(I+)ν(I−) and this implies

m(I) ≥ (m(I+)m(I−))
1
2 exp

(1

2
· 1

4
trace([WI)

−1
2 (WI+

−WI−)(WI)
−1
2 ]2)

)
.

Applying this last inequality to I+, I− and then to the halves of these intervals we get on

the nth step

m(I) ≥
[∏

m(J)
] 1
2n exp

(1

8

∑ |J |
|I|
· trace([(WI)

−1
2 (WI+

−WI−)(WI)
−1
2 ]2)

)
,

where the product is over all subintervals, I, of J of length |I| = |J |2−n and the summa-

tion is over all subintervals, I, of J of length |I| > |J |2−n. We know that the operators

(WI)
1
2 ((W−1)I)

1
2 are expanding and this implies that m(I) ≥ 1. We take logarithms, let n

go to infinity and obtain the inequality

1

|J |
∑

I∈D(J)
trace([(WI)

−1
2 (WI+

−WI−)(WI)
−1
2 ]2)|I| ≤ 8 log sup

I0

[det(WI0
) det((W−1)I0)].
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The right hand side of this inequality is less than or equal to the quantity

8 log([W ]2dA2
) = 16d log[W ]A2 .

Therefore, we have shown that

1

|J |
∑

I∈D(J)
trace([(WI)

−1
2 (WI+

−WI−)(WI)
−1
2 ]2)|I| ≤ 16d log[W ]A2 .

Notice that the matrix (WI)
−1
2 (WI+

−WI−)(WI)
−1
2 is self-adjoint which implies that we

have the same estimate with the square of the operator norm of the matrix in the place of

trace.

The following Lemma is a type of a weighted Carleson embedding theorem.

Lemma 15. Let W ∈ Cd×d be an A2 matrix weight and consider the quantity

µI = |I|
∥∥∥ < W >

−1
2

I (< W >I+ − < W >I−) < W >
−1
2

I

∥∥∥2.
Then there is a positive dimensional constant c such that

∑
I∈D

µI‖ < W >
−1
2

I < W
1
2f >I ‖2 ≤ c[W ]2A2

log[W ]A2‖f‖
2
2,

holds for all f ∈ L2(R→ Cd).

This was proved in [30] but the authors were not interested in the dependence of the

inequality with respect to the A2 characteristic of the weight. If we just simply follow their

proof we are able to obtain the square of [W ]A2 and the logarithm with the use of Lemma
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14.

Suppose now that we have a collection of subspaces En of a Hilbert space H. We assume

that the only vector perpendicular to every En is the zero vector. We will call such collections

complete.

The collection is called minimal if there is a family of bounded projections (not necessarily

orthogonal) En

En = Id · χEn ,

and is called uniformly minimal if

sup
n∈N
‖En‖H→H <∞.

For a minimal collection of subspaces En we can define the bi-orthogonal or dual system by

E′n = (En)∗(H) = span{Ek : k 6= n}⊥,

where (En)∗ denotes the dual operator of En.

A complete system of subspaces En is called an unconditional basis if there exists an

isomorphism U from H onto another Hilbert space H ′ that maps the collection En into an

orthogonal system. Such an isomorphism is called the orthogonalizer of the collection. An

equivalent statement is that there exists a constant C > 0 such that for any finite collection

of vectors fn ∈ En
1

C

∑
‖fk‖2H ≤

∥∥∥∑ fk

∥∥∥2
H
≤ C

∑
‖fk‖2H .

Notice that if the subspaces En were orthogonal then we would have that these quantities
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are equal by the Pythagorean theorem. Instead of that we have that they are comparable.

A collection of vectors fn is called an unconditional basis if the corresponding system of

one dimensional spaces is an unconditional basis and we call the collection of vectors a Riesz

basis if it is almost normalized, that is

0 < inf
n∈N
‖fn‖H ≤ sup

n∈N
‖fn‖H <∞.

Notice that we do not allow the vectors fn to be arbitrarily large or arbitrarily small inside

the Hilbert space H.

The following is a very important result of [21].

Theorem 16. A complete collection of subspaces En of a Hilbert space H is an unconditional

basis if and only if it is uniformly minimal and the following two conditions hold for some

positive constant C independent of f

∑
n

‖PEnf‖
2
H ≤ C‖f‖2H

and ∑
n

‖PE′nf‖
2
H ≤ C‖f‖2H ,

for all f ∈ H, where by PEn and PE′n
we denote the orthogonal projections onto En and E′n

respectively. .

Our Hilbert space now is going to be L2(W ) where W ∈ Cd×d is an A2 matrix weight.

A construction of a Riesz basis in L2(W ) was done in [30]. We need this basis to define a

Martingale transform that its operator norm on L2(W ) is going to be a continuous function

of the weight W . For this reason let us see how this construction was done.
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Denote by ekI , 1 ≤ k ≤ d, an orthonormal basis of Cd, consisting of eigenvectors of the

positive self-adjoint matrix < W >I and let

wkI =
( 1

|I|

∫
I
(W (t)ekI , e

k
I )Cddt

)−1
2 = (< W >I e

k
I , e

k
I )
−1
2

Cd

= ([WI ]
−1ekI , e

k
I )

1
2
Cd

= ‖ < W >
−1
2

I ekI‖.

Define the vectors

fkI (x) = wkIhI(x)ekI .

Observe that

(fkI , f
k′
J )

L2
= wkIw

k′
J (ekI , e

k′
J )Cd

∫
R
hI(x)hJ (x)dx

which is equal to zero if I 6= J since hI ⊥ hJ in L2 and if k 6= k′ and I = J it is again equal

to zero since the vectors ekI , e
k′
I are orthogonal in Cd. This means that the vectors {fkI } are

orthogonal in the unweighted L2 space.

In the L2(W ) space similar things happen but the situation is slightly different. For

instance,

(fkI , f
k
I )
L2(W )

= (wkI )2
∫
R
h2I(x)(W (x)ekI , e

k
I )Cddx = (wkI )2(< W >I e

k
I , e

k
I )Cd

= 1

and for k 6= k′ we have that (fkI , f
k′
I )

L2(W )
= 0 since the vectors ekI , e

k′
I are orthogonal in

Cd. But for I 6= J we do not have orthogonality in general. The reason for that is that the

vectors ekI and ek
′
J for I 6= J have no relation for an arbitrary matrix weight W . This is a
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difficulty that we are able to overcome easily since we can prove that for W with “flat” A2

characteristic these vectors are almost orthogonal. We will make this more precise later.

Now let us define a collection of spaces EI as

EI = span{fkI : 1 ≤ k ≤ d} = hICd,

I ∈ D. The vectors {fkI }1≤k≤d constitute an orthonormal basis of EI inside L2(W ). Here

notice that from our previous considerations it follows that the subspaces EI and EJ are

orthogonal in the unweighted L2 space for I 6= J . The EI ’s are d-dimensional subspaces of

L2(W ) ∩ L2. It is east to prove that if a vector function f is orthogonal to all EI ’s then

f = 0 almost everywhere. This means that our collection {EI}I∈D is a complete system of

subspaces.

Let us define the projections

PIf(x) = hI(x)
(∫

I
f(t)hI(t)dt

)
.

Notice that we considered these projections before in the example of the not well behaved

Martingale transform. Also, ‖PI‖2 = 1 and

‖PI‖2,W =
∥∥∥ < W >

1
2
I < W−1 >

1
2
I

∥∥∥.
That is, these projections are orthogonal in L2 but they are almost orthogonal in L2(W ) for

“flat” W ∈ A2. In addition, inside L2(W ) (and L2) we have the equality

PI = Id · χEI ,
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which implies that our collection {EI}I∈D is minimal. Actually,

sup
I∈D
‖PI‖2,W ≤ [W ]A2 <∞,

and so the collection is uniformly minimal. Let us denote by E′I the bi-orthogonal system

and by PEI
the orthogonal projection onto EI and by PE′I

the orthogonal projection onto

E′I . Using techniques from [30] and Lemma 15 we can show that the following is true.

Theorem 17. There is a positive dimensional constant C with the property

∑
I∈D
‖PEI f‖

2
2,W ≤ (1 + C

√
log[W ]A2)‖f‖22,W ,

for all f ∈ L2(W ) and

∑
I∈D
‖PE′I

g‖22,W ≤ (1 + C
√

log[W ]A2)‖g‖22,W ,

for all g ∈ L2(W ).

Notice that this proves that the uniformly minimal collection {EI}I∈D is actually an

unconditional basis in L2(W ) and that the vectors fkI are a Riesz basis in L2(W ). Here is a

short outline of the proof of Theorem 17. What we want to show is that

∑
I∈D

1≤k≤d

|(f, fkI )2,W |2 ≤ (1 + C
√

log[W ]A2)‖f‖22,W .

For this reason we define the vectors gkI = fkI + χIAIe
k
I , where AI = 1

2 |I|
−1
2 < W >−1I (<

W >I+ − < W >I−) < W >
−1
2

I . Since the collection {gkI } is orthogonal in L2(W ) and since
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by Bessel’s inequality (the norms ‖gkI ‖2,W are uniformly bounded because supI,k ‖gkI ‖L2(W )
≤

1 + c
√

log[W ]A2) ∑
I∈D

1≤k≤d

1

‖gkI ‖
2
2,W

|(f, gkI )2,W |2 ≤ ‖f‖22,W ,

it suffices to prove

∑
I∈D

1≤k≤d

|(f, χIAIekI )2,W |2 ≤ (1 + C
√

log[W ]A2)‖f‖22,W ,

for all f ∈ L2(W ). This statement is equivalent to

∑
I∈D

1≤k≤d

|I|2‖A∗I(W
1
2f)I‖2 ≤ (1 + C

√
log[W ]A2)‖f‖22,

for all f ∈ L2. But ‖A∗Ie‖ ≤
1
2(µI)

1
2 |I|−1‖(WI)

−1
2 e‖, for all vectors e, where µI is the

quantity that appears in Lemma 15. This means we are done. Before we go further and

study the Martingale transform in the next section, note that the system of subspaces EI

in L2(W ) has the same geometry as the system W
1
2EI in the unweighted L2 space. The

bi-orthogonal to the latter system is W−
1
2EI .

5.3 The Martingale transform revisited: Mσ and MW
σ

In this section we will try to use the construction of the Riesz basis which was presented

before to prove that a new Martingale transform, MW
σ , which depends on the matrix weight

W is “flat” for “flat” A2 weight W . We already know that we can not expect the usual

Martingale transform Mσ to behave nicely for a general A2 weight. This is because the
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L2(W ) operator norms of the projections PI,j that we considered in section 5.1 are not

“flat” in general for “flat” A2 matrix weight W . Let us fix such an A2 weight W and for

each dyadic interval I we consider the eigenvectors ekI of the matrix < W >I as we did in the

previous section, their eigenvalues λkI , and the vectors hIe
k
I (see section 5.2). For a vector

function f we define the operator

MW
σ f =

∑
I∈D

1≤k≤d

σkI (f, hIe
k
I )2 · hIekI

and the projections

PWI,kf = (f,W−1hIe
k
I )2,WhIe

k
I = hI

(∫
I
f(t)hI(t)dt, e

k
I

)
Cd
ekI .

We write the super-index W because they depend on the matrix weight. The claim is the

following Theorem which is a substitute for the not well behaved Martingale transform Mσ

(see section 5.1).

Theorem 18. Let W be a matrix weight with [W ]A2 = 1 + δ where δ > 0. There is a

dimensional constant c > 0 such that for all δ sufficiently close to 0 we have the estimate

‖MW
σ ‖2,W ≤ 1 + c

√
[W ]A2 − 1.

Proof. We claim that the projections PWI,k behave nice in L2(W ). The square of their norm

‖PWI,k‖
2
2,W is equal to ‖hIekI‖

2
2,W ‖hIe

k
I‖

2
2,W−1

and in its turn this is equal to the product
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(the brackets (, ) mean inner product in Cd)

(< W >I e
k
I , e

k
I )(< W−1 >I e

k
I , e

k
I ) = λkI (< W−1 >I e

k
I , e

k
I )

= (< W−1 >
1
2
I

√
λkIe

k
I , < W−1 >

1
2
I

√
λkIe

k
I )

= (< W−1 >
1
2
I < W >

1
2
I ekI , < W−1 >

1
2
I < W >

1
2
I ekI )

≤ [W ]2A2

which is equal to 1 + cδ for [W ]A2 = 1 + δ, δ ≈ 0. To continue we denote by (., .)H the usual

inner product in the Hilbert space H = L2(W ) (we denote the dual space L2(W−1) = H∗)

and we use the notation xI,k = hIe
k
I . In order to estimate the operator norm of MW

σ on

L2(W ) we only need to estimate the expression

∑
I∈D

1≤k≤d

|(xI,k,W−1f)H ||(xI,k,Wψ)H∗|,

for f ∈ L2(W−1) and ψ ∈ L2(W ). This sum is equal to

∑
I∈D

1≤k≤d

‖xI,k‖H‖xI,k‖H∗ |(
xI,k
‖xI,k‖H

, F )H ||(
xI,k

‖xI,k‖H∗
,Ψ)H∗|, (5.1)

where we denote by F = W−1f and Ψ = Wψ. We bound ‖xI,k‖H‖xI,k‖H∗ by the norm of

the projection PWI,k on L2(W ) which is less than or equal to [W ]2A2
and then by the use of

Cauchy-Schwartz inequality, expression (5.1) is bounded above by

[W ]2A2

( ∑
I∈D

1≤k≤d

|(
xI,k
‖xI,k‖H

, F )H |2
)1
2
( ∑

I∈D
1≤k≤d

|(
xI,k

‖xI,k‖H∗
,Ψ)H∗|

2
)1
2 . (5.2)
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We bound each one of the two sums separately. Notice that for the first sum we project

the vector F orthogonally onto the unit vectors
xI,k
‖xI,k‖H

which constitute a bases of the

vector space EI introduced in section 5.2. This means that
∑

1≤k≤d |(
xI,k
‖xI,k‖H

, F )H |2 =

‖PEIF‖
2
2,W and therefore,

( ∑
I∈D

1≤k≤d

|(
xI,k
‖xI,k‖H

, F )H |2
)1
2 ≤

(∑
I∈D
‖PEIF‖

2
2,W

)1
2 ≤

(
(1 + c

√
log[W ]A2)‖F‖22,W

)1
2

by Theorem 17, which is exactly what we want. For the second sum of (5.2) similar considera-

tions apply. Namely, we project the vector Ψ onto the unit vectors
xI,k

‖xI,k‖H∗
which are almost

orthogonal in H∗ (the cosine of the angle between the vectors xI,k and xI,k′ , for k 6= k′, is of

the order
√
δ) and they constitute a bases of E′I . So by the use of the law of cosines we can

bound the sum
∑

1≤k≤d |(
xI,k

‖xI,k‖H∗
,Ψ)H∗ |2 from above by (1 + c

√
δ)‖PE′I

Ψ‖2
2,W−1

. Since

∑
I∈D
‖PE′I

Ψ‖2
2,W−1 ≤ (1 + c

√
log[W ]A2)‖Ψ‖2

2,W−1

by Theorem 17, we are done. In summary we have the desired estimate

‖MW
σ ‖2,W ≤ 1 + c

√
[W ]A2 − 1.

5.4 Open problems about matrix weights

As we showed in the beginning of this chapter for any A2 weight W ∈ Cd×d and any

direction e ∈ Cd the scalar weight we(x) = (W (x)e, e)Cd is A2 with characteristic at most
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[W ]A2 . Since the A2 characteristic does not change when we multiply the weight by a

positive constant number it is not hard to see that for any vector y ∈ Cd, y 6= 0, the weight

wy(x) = (W (x)y, y)Cd is an A2 scalar weight and actually,

sup
y∈Cd\{0}

[wy]A2 ≤ [W ]A2 .

The question that rises is the following. Suppose that for a matrix weight W and any non-

zero vector y the scalar weights wy := (W (x)y, y)Cd and (w−1)y = (W−1y, y)Cd are in the

A2 class with uniform bound for the A2 characteristic. Do we necessarily have that W ∈ A2?

In [16] Dr. Lauzon and Dr. Treil proved that for W ∈ R2×2 the answer to this question is

positive. That is if the weights wy, (w
−1)y are uniformly A2 over all unit vectors y ∈ R2,

then W satisfies the matrix A2 condition. In addition, they proved that for n ≥ 6 there are

W ∈ Rn×n such that for all directions y ∈ Rn the scalar weights wy, (w
−1)y are uniformly

A2 but W /∈ A2. For dimensions n = 3, 4 and 5 the answer is not known.

We should mention that the problem of characterizing matrix weights W ∈ Cd×d that

satisfy

(∫
R

(W (x)
2
pHf(x), Hf(x))

p
2
Cd
dx
)1
p ≤ C

(∫
R

(W (x)
2
pf(x), f(x))

p
2
Cd
dx
)1
p
,

for 1 < p < ∞, where C > 0 is a constant, has been solved in [19] and [32] with different

methods. It states that this holds if and only if W ∈ Ap,q where 1
p + 1

q = 1. To introduce

the Ap,q condition we need some preliminary definitions. Let t 7→ ρt, t ∈ R be a function

whose values are norms (or even semi-norms) on Rn (or Cn). We assume this function to be

measurable in the sense that for any vector x ∈ Rn the function t 7→ ρt(x) is measurable.
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The Lp(ρ) space consists of measurable vector functions f such that

‖f‖p
Lp(ρ)

:=

∫
R
ρt(f(t))pdt <∞.

The weighted Lp(W ) space with a matrix weight W is a special case of the space Lp(ρ)

where ρt(x) = ‖W (t)
1
px‖. For a norm ν on Rn (or Cn) we denote by ν∗ the dual norm

defined as

ν∗(x) = sup
y 6=0

|(x, y)|
ν(y)

.

The notation (, ) denotes the inner product on Rn (or Cn depending on which case we are

considering). For a normed valued function ρ we define the dual function ρ∗t = (ρt)
∗. We

also denote by < ρ >I,p the p-average

< ρ >I,p (x) =
( 1

|I|

∫
I
ρt(x)pdt

)1
p
,

where x ∈ Rn. We say that a normed valued function ρ satisfies the Ap,q condition for

1 < p <∞, 1
p + 1

q = 1 if there is a positive constant C such that

< ρ∗ >I,q≤ C < ρ >∗I,p, (5.3)

for all finite intervals I in R. Notice that the opposite inequality always holds with C = 1.

This follows by Hölder’s inequality and the fact that for a norm ν and all x, y ∈ Rn we have

|(x, y)| ≤ ν(x)ν∗(y). We can denote the smallest C that satisfies inequality (5.3) by [ρ]Ap,q

(notice that it is always bigger or equal to 1) and try to study the relation between operator

norms on Lp(ρ) with respect to the quantity [ρ]Ap,q . A problem like this seems more difficult
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than the p = 2 case.

The Ap,q classes do not have the analogous properties of their scalar dimensional ana-

logues namely the Ap classes. In [1] the author showed that there is an A2 matrix weight

W ∈ C2×2 such that W /∈ Ap,q for all p < 2, 1
p + 1

q = 1. This is a counter example to the

open ended property of the Ap classes. He also presented an example of a 2 × 2 A2 weight

W such that W r /∈ A2 for all r > 1.

The behavior of the dimensional constants c that appear in our calculations when d

grows is unclear and it can be an interesting problem. It is quite natural to understand

the infinite-dimensional stationary stochastic processes, and, thus, to understand operator-

valued weights. However, this is an open question. In [10] it was shown that for the Mar-

tingale transform

Tσf =
∑
I∈D

σI(f, hI)hI ,

the following is true. There are constants 0 < a,A < ∞, such that for every d there is an

A2 weight Wd ∈ Cd×d with [Wd]A2 ≤ A and

sup
σ
‖Tσ‖2,Wd ≥ a(log d)

1
2 .

In [11] the same authors proved that a completely analogous result holds for the Hilbert

transform.
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