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ABSTRACT 

APPLICATIONS AND DEVELOPMENTS OF AN IMPLICIT MEMBRANE MODEL IN 
SIMULATIONS OF MEMBRANE BOUND PEPTIDES 

 
By 

Afra Panahi 

Heterogeneous dielectric generalized Born (HDGB) model has been applied to study the 

conformational sampling of the influenza fusion peptide (IFP) in the context of membrane 

bilayers. The dominant structure of the IFP shows a tight break in the middle region and 

interfacial insertion in the membrane bilayer. Different protonation states of titratable residues in 

the IFP sequence were also simulated and the results show that the pH has little effect on the 

configuration of the peptide in the membrane.  

The conformational sampling of the Ebola fusion peptide (EFP) in the membrane 

environment and water was also studied using the implicit membrane/solvent model. The EFP 

shows to be strongly sensitive to its neighboring residues and it adopts different conformation in 

their presence. It also tends to have more extended structure in water compared to the membrane 

environment. However, its overall structure in the membrane bilayer was observed to be helical 

in the middle region and extended in the N and C terminal parts.  

The overall comparison between the results obtained from simulations and experimental 

observations for these peptides proves that the HDGB model is capable of capturing the peptide- 

membrane interactions. However, in all current implicit membrane models, including HDGB, the 

static structure of the membrane bilayer and lack of fluctuations in the local thickness and 

curvature of the membrane does not allow the bilayer to respond to the presence of a charged 

particle or any hydrophobic mismatch in general. This would in particular, lead to overestimation 



 

 

of insertion energy barriers of charged particles.  In the improved implicit membrane model 

called dynamic heterogeneous dielectric generalized Born (DHDGB), these problems are being 

addressed by introducing extra degrees of freedom to represent the membrane fluctuations. The 

effect of membrane dynamics on different test systems has also been studied and the results are 

being presented and discussed. 
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1.1 Background 

The first high resolution crystal structure of a protein published in 1958[1] contributed to the 

initial view of proteins as rigid bodies rather than dynamic systems[2, 3] that can sample 

different conformations.  However, the first molecular dynamic simulation (MD) of a small 

protein challenged this idea by capturing motions of the atoms during the course of the 

simulation. Although this simulation was only several picoseconds long, it could clearly show 

that proteins are dynamic macromolecules with conformational fluctuations[4]. Today, along 

with the experimental techniques, molecular dynamics is a strong tool for studying dynamics and 

energies of biological systems [3, 5]. 

Molecular dynamics simulation refers to one of the families of computational methods in 

which a potential energy function is used to model macromolecules and investigate their 

energetics and evolution with time[6]. In the simplified model of the system used in MD, 

molecules are considered as assemblies of spherical atoms connected via springs that represent 

the chemical bonds. The interactions between atoms of molecules are modeled via mathematical 

functions that represent the fluctuations around the equilibrium values obtained from 

spectroscopy. Once a potential energy function, that accounts for all atomic interactions, is 

established, the system dynamics can be studied by numerical integration of Newton’s equation 

of motion at each step of the simulation[6]. Therefore, detailed structural fluctuations [7] that 

may not be captured in experimental techniques can be observed in MD simulations. In nuclear 

magnetic resonance (NMR) for instance, measured properties are averages of possible states that 

the system can sample in the given experimental timescale and conditions. While in X-ray 

crystal structures on the other hand the system is trapped in a crystal structure which is only one 

of the numerous possible states that can be adopted by the system and not necessarily the most 
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favorable configuration. In MD, however, one can obtain average properties without losing the 

structural details. This capability has put MD among the most widely applied methods to 

investigate structure and dynamics of biological macromolecules such as proteins, DNA and 

RNA [3, 8-10].   

The first MD simulation was performed in the early 50’s on a system of simple gasses. In this 

simulation, atoms were considered as hard spheres and all the interactions were modeled by 

perfect collisions[11]. Later, more sophisticated potential energy functions were developed 

which were suitable for investigation of biological systems. The first protein studied using MD 

was the small bovine pancreatic trypsin inhibitor (BPTI). This simulation was only 9.2 ps long 

and was performed in vacuum[4]. Today, due to theoretical and methodological improvements in 

the field of molecular dynamics along with immense increase in computing power, MD 

simulations can now be performed for as long as sub-millisecond time scale [12, 13] and on 

systems containing as many as 106-108 atoms[14-17].  

In the following chapter, first a brief introduction on the theory of MD will be presented. 

Then Poisson-Boltzmann (PB) equation as the benchmark of electrostatic calculations will be 

introduced and some implicit solvent models stemming from PB will be discussed. Finally an 

implicit membrane model along with some applications and limitations will be presented. 

1.2 MD: theory 

The majority of computational techniques that are based on classical dynamics depend upon a 

suitable potential energy function that describes the interactions between the components of the 

system. Normally the energy functions are composed of different terms each parameterized 

based on experimental measurements or quantum mechanical calculations of small molecules or 
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fragments of macromolecules. These parameters are assumed to be transferable to large 

molecules such as proteins. The set of functions accompanied by the appropriate set of 

parameters is called a force field. Different energy terms of the force fields are assumed to be 

independent of each other. For instance, bond lengths and bond angles are contributing to two 

independent energy components and variation in one will not affect the parameters of the other. 

This property insures the additivity in different force fields[6]. 

Some of the most common force fields that are employed to study biological systems are 

CHARMM [18, 19], OPLS[20], GROMOS[21, 22] and AMBER[23].  

In the following, the CHARMM force field [18, 19] is briefly introduced, and later 

throughout this dissertation its application in studying several membrane bound peptides will be 

presented. The CHARMM force field is composed of discrete terms to model different 

interactions within the system. These terms are normally divided into bonded and non-bonded 

interactions. For bonded interactions, simple two-body, three-body, and four-body terms are 

considered to describe bonds, angles, and dihedrals, respectively. According to the CHARMM 

force field [18, 19] potential energy can be formulated using Eq.  1.2.1 
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In this equation, Kd, KUB, Kθ, Kχ, and Kφ are the bond length, Urey-Bradley (1-3 bond length), 

bond angle, dihedral angle, and improper dihedral angle force constants respectively. Also d, S, 

θ, χ, and φ are bond length, Urey-Bradley, bond angle, dihedral angle, and improper dihedral 

values of any random configuration of the system, and the zero subscripts denote the equilibrium 

values of each of those[6]. In addition to the terms mentioned above that are common among 

different force fields, CHARMM utilizes a further a grid base cross-correlation term called 

CMAP to modify the torsion angles of the protein back bone atoms[24].  

The non-bonded interactions are calculated in the last summation in Eq.  1.2.1. It incorporates 

Lennard-Jones potential which models hard-sphere repulsion and van der Waals attractions and 

Coulombic interactions. For Lennard-Jones potential, the first term of the summation, εij’s are 

the geometrical averages of εii and εjj which are the Lennard-Jones well depth of two identical 

interacting atoms and rij is the distance between atoms i and j. Finally Rij
min is the arithmetic 

average of Rii min and Rjj min which are the distances at which Lennard Jones potentials of two 

identical interacting atoms are zero. The Coulombic interactions are modeled using qi and qj for 

partial atomic charges and εl the dielectric constant relative to vacuum. εl is commonly chosen to 

be 1 inside protein and 80 for water. 

The next step to investigate the system dynamics is to numerically integrate the Newton 

equation of motion to obtain the atomic positions at each given time step.  For each atom i, with 

mass mi, position ),,( iiii zyxr =
r and momentum pi,  
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i

ii
m
p

dt
dr

=  
 1.2.2

 

The net force acting on atom i is the negative gradient of the potential energy resulting from 

the interaction of the rest of the system with atom i with respect to the atomic coordinates of i. 

VF ii −∇=   1.2.3 

The Newton equation of motion for atom i will be  

i
i F

dt
dp

=  
 1.2.4

Given the atomic position of an arbitrary atom i along any direction x at a specific time t, the 

position after a short finite time ∆t can be calculated from the Taylor series of x around t 
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According to the Newton’s second law,  

m
F

dt
xd ixi ,
2

2
=  

 1.2.6

where Fx,i is the net force acting on the atom i along direction x. In Eq.  1.2.5 only up to the 

second order derivatives are considered. The summation of the higher order term is referred to as 

the order of accuracy. 

Several integration methods have been devised to numerically solve the Newton equation of 

motion. In most of these methods, the integration takes place at finite time intervals specified by 
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∆t. The simple Verlet algorithm[25], leapfrog Verlet[26] and velocity Verlet[27] are among the 

most widely used integration schemes. However, discussion about the advantages and 

disadvantages of each of the integrators listed above is beyond the scope of this introduction. For 

more detailed comparison the reader is referred to ref[7]. 

1.3 Implicit solvent models 

The early MD simulations were performed on isolated proteins in vacuum [4, 28]. However, 

most proteins exist in fully or partially aqueous environment, which has considerable impacts on 

their structure and dynamics. Therefore, a realistic representation of the proteins surroundings is 

important to fully characterize their properties.  

In MD simulations of water soluble proteins, proteins are commonly solvated using water 

molecules, and the solvated protein along with the solvent molecules are duplicated periodically 

in all directions to represent an infinite system and to ensure that each atom is surrounded by its 

neighboring molecules or their images[7]. To fully characterize solvent properties, several water 

models have been developed and employed in MD simulations. Some of the most popular water 

models are TIP3P, TIP4P[29], TIP5P[30], SPC, and SPC/E[31].  

Water molecules can form hydrogen bonds with the solute. The dipole moment of water 

molecules also affect the charge-charge interactions between the solute atoms. However, explicit 

inclusion of water molecules can drastically increase the computational cost. In a recent MD 

study of the complete satellite tobacco mosaic virus, in order to fully solvate 165,290 atoms of 

proteins and nucleic acids, 299,855 water molecules had to be included in the system[32]. 

Inclusion of this many water molecules increases the non-bonded interactions. In addition, a 

significant part of the computational time would be spent on the sampling of degrees of freedom 
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that normally belong to the solvent and not the solute and generally have minimal effect on the 

overall conformational sampling of the protein. In order to reduce the computational complexity 

of the system, one alternative method is to substitute explicit water molecules by a mean-field 

model which is often referred to as implicit solvent[33]. Some implicit solvent models are very 

fast and can perform with a cost comparable to vacuum. For example, a simple model developed 

by Fraternali et. al can calculate the solvation free energy with almost 70 percent of the speed of 

vacuum[34]. However, there is a trade-off between how fast and how accurately a given implicit 

model can approximate the solvation free energy compared to explicit solvent [35, 36].   

During the past years, implicit solvent models have been the target of many studies and many 

attempts have been made to improve their performance and their accuracy [37-42].   

Usually the solvation free energy, ∆Gsolv, in implicit solvent models is decomposed into two 

main parts: electrostatic, ∆Gelec, and non-polar contribution, ∆Gnp.  

npelecsolv GGG Δ+Δ=Δ   1.3.1

 

Different approaches have been proposed to calculate each term efficiently and accurately [37-

42].   However, a detailed discussion on different implicit solvent models and their performance 

is beyond the scope of this introduction. For more information and details on implicit solvent 

models the reader is referred to ref [43] and the references therein. In the following chapter one 

of the most common techniques in calculating the solvation free energy is introduced and briefly 

discussed. 
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1.3.1 Electrostatic energy based on the Poisson-Boltzmann equation 

The Poisson-Boltzmann (PB) equation is known to be the most accurate way of obtaining 

electrostatic potential for any protein with a given structure. Multiple dielectric constants can be 

employed to describe the solute and its environment and the electrostatic potential can be 

obtained by solving Eq.  1.3.2. This equation is numerically solved with finite difference or 

boundary elements methods[44].  

( ) )(4)()( rrr πρφε −=∇∇   1.3.2

In the PB equation, ε is the dielectric constant at a particular grid point in space, ϕ is the 

electrostatic potential, ρ is the solute charge distribution and r is any given position in Cartesian 

coordinates. In order to obtain the electrostatic contribution to solvation free energy, PB should 

be solved twice: once in vacuum where the solvent dielectric is one (ϕvac) and once with the 

dielectric of interest, i.e. 80 for water, for the solvent region (ϕsolv) and the resulting difference 

ϕdiff = ϕsolv-ϕvac will be the variation in the electrostatic potential due to solvation. The polar 

contribution to solvation free energy is then calculated according to the following equation[44]  

∫=Δ dVrG diffPB )(
2
1 ρφ   1.3.3

where dV is the volume element and the integral is taken over the entire space. 

For a set of discrete point charges (qi) Eq.  1.3.3 can be rewritten as  
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∑=Δ
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idiffipol rqG )(
2
1 φ  

 1.3.4

The Possion-Boltzmann solvation free energy can be efficiently calculated for small molecules 

but it can get expensive for large proteins. In addition, obtaining smooth derivatives from 

numerical solution of the PB equation is difficult[44]. These problems call for alternative 

methods which can calculate solvation free energy with smaller computational costs and 

comparable accuracy[44]. One of the simplifications to PB is Generalized Born equation 

(GB)[45, 46] . In general, solvation free energy of a spherical ion (∆GBorn) with radius a and 

charge q can be written as  
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Eq.  1.3.5 is the well known Born formula. For an assembly of charges (q1,…,qN) which each is 

embedded in a sphere with radius (a1,…,aN), and the separation between the ith and  the jth 

particle is taken to be rij, the solvation free energy is given by a sum of individual solvation 

energy terms which are obtained by the Born equation (Eq.  1.3.5) and the pair-wise terms: 
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The second sum in Eq.  1.3.6, represents the pair-wise Coulombic interactions which are scaled 

by the factor (1/εw-1) to account for the change in dielectric constant in the process of 

transferring from vacuum to solvent.  
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The purpose of the GB model is to find a relatively simple analytical equation, which can capture 

the physics of PB for any given geometry of a molecule. In fact, it seeks a function that can act 

as effective interaction distance for the pair-wise interactions and converges to the Born radius 

for individual atoms. The most common form of this function proposed by Still et al.[45] is: 

2
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In Eq.  1.3.7, αi and αj are the Born radii of atoms i and j which not only depend on the atomic 

radius of each individual atom (ai and aj) but also on the radii and relative positions of all other 

atoms in the system. The polar contribution to the solvation free energy can then be calculated 

from Eq.  1.3.8 [45] 
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 1.3.8

The Born radius of a charge at the center of a spherical solute will simply be considered as 

the radius of the encompassing sphere. However, if the solute geometry or the position of the 

charge deviate from this simple model, other modifications are required[47]. In order to obtain 

the Born radius of atom i in a solute with an arbitrary geometry and charge distribution, one can 

obtain the polar contribution to the solvation free energy by solving the PB equation with all 

charge being turned off except for the charge on this particular atom. Born radius of atom i can 

then be obtained by submitting the calculated energy to Eq.  1.3.5 and solving for αi. By repeating 

this calculation for all atoms present in the molecule, it is possible to collect all Born radii. This 
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means that the PB equation would have to be solved twice for each atom[47] which is not 

computationally attractive. Therefore, the challenging task for employing the GB formalism is to 

find a way to estimate the Born radii without the costly solution of the PB equation. It has been 

shown that if the Born radii calculated according to the procedure described above are 

substituted into the GB equation, the resulting free energy is in close agreement with the free 

energy obtained from the solution of the PB equation[47].  

One of the most common alternative methods for calculating the Born radii is based on  

Coulomb field approximation (CFA) [48]. According to CFA, the atomic self energy is assumed 

to be only described as the interaction of each individual atomic charge with the dipole it induces 

into the solvent. In other words, the work required for replacing atom i with the charge qi at the 

origin of a molecule with interior dielectric εin and exterior dielectric εex can be written as[44, 

49]  

∫∫∫ +≈⋅=
ex ex
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in in
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8
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8
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 1.3.9

where D is the dielectric displacement. 

The electrostatic component of the solvation free energy is taken as the difference in Wi once 

the exterior dielectric alters from 1 to εsol. 
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Comparing the resulting equation (Eq.  1.3.10) to Born equation (Eq.  1.3.5) shows that the Born 

radius of atom i can be formulated as 

∫=
exi
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4
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It is convenient to rewrite Eq.  1.3.11 as the following 

∫−=
exii
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 1.3.12

in which Ri is the van der Waals radius of atom i[44, 49].  

As it was mentioned earlier, CFA appears to work best for systems containing a charge at the 

center of a spherical solute. However, it breaks down if the solute is not spherical or if the charge 

approaches the surface of the solute, where the polarization effects become more dominant and 

the single monopole-dipole interaction term by itself cannot capture the solute solvent 

interaction. One intuitive solution to address the oversimplification in CFA is to include higher 

order terms in the solvent-solute interaction potential. Lee et al. introduced a new GB method 

based on molecular volume integration with an additional empirical correction to the Born radius 

that mimicked the higher order terms needed to describe the solute-solvent interactions[50]. 

According to this model known as GBMV, the empirical correction needed to account for higher 

order interactions can be written as 
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Therefore the Born radius of atom i can be formulated as 

0
45

1 αα +
−

=
AAi  

 1.3.14

In the new and extended Born radius equation, A4 is the original CFA term and P and α0 are 

adjustable parameters. In this model the molecular volume was mathematically defined as 
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with γ0, λ and β being adjustable parameters. For a protein with 60 residues this model is 

reported to be 10 times slower than the vacuum simulation. However, the correlation coefficient 

between the calculated Born radii using GBMV and the values obtained from the PB equation 

shows significant improvement compared to the GB model[50].   

This model was further improved by Lee et al. by including higher order terms in the Born 

radii calculation as shown in the following equations[51]. 
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where S, C0, C1 and D are adjustable parameters and Ri is the van der Waals radius of atom i. 

Also a new vector based method was developed to construct the standard molecular volume 

(SMV)[51]. In the new modification of SMV[51], a scaling factor based on the summation of 

atomic vectors was introduced. These vectors connect each point of interest to the center of each 

atom. Therefore in the vacant regions which are not surrounded by the solute atoms, the sum of 

the vectors is constructive. On the other hand if the vacant regions are confined with solute 

atoms, the vectors will add up destructively and consequently the molecular volume will be 

reduced [51]. The scaling factor is formulated as follows 
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In Eq.  1.3.19, jt
r

 is the vector joining any point of interest rr  to the atomic center, and S0 is an 

adjustable empirical parameter. The FMV depends on atomic positions and is defined as  
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with P1 and P2 being empirically fitted parameters[51]. The improved GBMV, often referred to 

as GBMV2, is reported to be two times slower than the GBMV model. However, some technical 

improvements have shown to increase its performance to 1.2 times slower than GBMV[51]. 

1.3.2 Non-polar contribution based on solvent-accessible surface area 

In some of the early implicit solvent models, the solvation free energy was simply considered as 

a function of the solvent accessible surface area (SASA) which is a measure of the exposure of 

each solute atom to the solvent[52, 53]. In these models, commonly, a linear function of SASA 

was used to estimate both the electrostatic and van der Waals interactions between solute and 

solvent.  

∑=Δ
i

iisol SASAG γ  
 1.3.21

In Eq.  1.3.21, the atomic surface tension, γi, is obtained by fitting the solvation free energy to the 

experimental values. The linear SASA approach was used later to estimate the non-polar 

contribution to the solvation free energy while the electrostatic part was calculated by other 

methods [37, 42, 54, 55]. In the current GBMV models the linear approximation to the non-polar 

contribution is being implemented [50, 51] as follows. 
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where γ reflects the surface tension in water. Different values have been reported for γ ranging 

from 0.015 to 0.033 kcal/molÅ2[39, 56] based on experimental transfer energies for the alkane 

series[39, 57] or successful folding of peptides with implicit solvent model [58-60].   

1.3.3 Limitations of implicit solvent models 

In spite of the success in studying variety of systems using implicit solvent models [42, 61-65], 

the approximations introduced by these models can lead to some limitations. One of the well 

known problems of implicit solvent models is their inability to differentiate between positive and 

negative charges in the solution. In explicit solvent simulations for instance, water molecules can 

respond to the charge of the solute by adopting a different orientation in their vicinity [66-68]. 

However, this feature is not present in the implicit solvent models due to their symmetric nature. 

Several approaches have been proposed to address this problem.  One solution could be to add 

extra dipoles to the first hydration shell of the solute[66]. Other recommended approaches are to 

add explicit water molecules to the regions with high charge densities[67] or to adjust the Born 

radii based on the induced charge density[68].  

1.4 Implicit treatment of the membrane 

In order to study membrane bound proteins, an accurate description of membrane bilayer and 

water molecules is required[69]. Membrane bilayers are composed of hydrophobic acyl chains 

that are attached to hydrophilic head groups. Bilayers are oriented in a way that the head groups 

are facing water while the acyl chains are shielded from the solvent. The most detailed 

representation of the protein environment can be achieved by explicit inclusion of lipid and water 
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molecules[70, 71]. However, the majority of the simulation time in this case will be spent on 

sampling the degrees of freedom that belong to the lipid bilayer or the solvent [33, 56]. The 

successful implicit representation of aqueous solvent media that was mentioned earlier [50, 51] 

encouraged the use of the similar approach in membrane environments and developing implicit 

membrane models that are capable of capturing the membrane environments’ characteristics. 

The simplest representation of an implicit membrane would be a slab with a low dielectric 

constant and the thickness that matches the hydrophobic core of the membrane [38, 55, 62]. In 

several models, this dielectric is assumed to be equal to the dielectric of the solute which allows 

for the extension of the integrated region in Eq.  1.3.12 to membrane water interface. Spassov et 

al. used an empirical term to approximate the membrane region of the integral as a function of 

the atomic distances from membrane center along the membrane normal[55]. Im et al. followed 

the same assumption with modified molecular volume function that extended over the membrane 

region [62]. However, the problem with such an approach is that it is limited to only two 

dielectric constants, i.e. the membrane dielectric and water, which might not be sufficient to 

represent the dielectric distribution along membrane normal[72].  

1.4.1 Implicit membrane model; extension to GBMV2  

In order to obtain a more realistic description of membrane bilayer, Tanizaki et al. presented an 

implicit membrane model as an extension to GBMV2[51]. In the new model known as 

heterogeneous generalized Born (HDGB), the membrane was considered as a heterogeneous 

environment with different dielectric constants along membrane normal[73]. In an earlier study, 

Feig et al. showed that the effect of solvent dielectric on the atomic Born radii can be modeled 

using Eq.  1.4.1[74]  
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where C0, C1, D and E are adjustable parameters which were obtained by fitting the electrostatic 

solvation free energies with the corresponding values obtained from PB for a set of test 

proteins[74]. εw and εp are the dielectric constants of the solvent and the solute respectively.  

The same concept can be used to apply Eq.  1.4.1 for membrane environment[73]. In the new 

formalism of membrane model, the dielectric constant at each point along the membrane normal 

was defined based on the nearest solvent regions and the GB term was modified to include the 

dependency of the dielectric constant on the position along the membrane normal as follows:  
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2
ji

ij
εε

ε
+

=′   1.4.3

ε′ij is the effective dielectric constant at each position.  

Tanizaki et al.[73] used the dielectric constants for different parts of the membrane based on 

the  calculated value from explicit solvent/lipid simulation[72]. A dielectric profile was built by 

moving a spherical probe ion with pre-defined charge and radius along membrane normal and 
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solving the PB equation for different positions. The calculated solvation free energy was then 

used to obtain ε′ via Eq. 1.3.5 [73].  

Similar to the GBMV2 method[51], a linear function of atomic SASA was used to estimate 

∆Gnp. However, based on the insertion energy of an oxygen atom into the bilayer obtained from 

explicit solvent simulation, the cost of forming cavity is different for various positions along the 

membrane normal. This feature was considered in the membrane model by introducing a surface 

tension modulation profile along membrane axis[75]. This profile was further modified to 

account for the change in the radius of the atom upon insertion[73].   

The relative error in ∆GGB was shown to be 0.17% compared to PB for different orientations 

of a trans-membrane helix [73]. In particular, the insertion energies of neutral amino acid 

analogs[76] are shown to be in good agreement with explicit solvent simulations[77]. 

HDGB has been employed in studying several membrane integrated peptides [78, 79] and 

proteins[76]. In this dissertation, conformational sampling of the influenza fusion peptide and the 

Ebola fusion peptide in the context of the membrane [78] were investigated using the HDGB 

model[73, 76]. Also earlier studies of the conformational sampling of phospholamban in 

different membrane environments using HDGB shows that variation in the thickness of the 

membrane can alter the secondary structure of the protein [76]. However the overall secondary 

structures of phospholamban in different membrane environments are in close agreements with 

the NMR structures obtained in DPC micelle [80]. 
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1.4.2 Elastic implicit membrane model 

Elasticity theory, developed in 1973[81], is employed to assess local membrane deformation 

energy and membrane mediated protein-protein interaction [82-85]. In this model, the bilayer is 

thought of as self-assembled amphipathic molecules with material properties similar to those of a 

liquid crystal[81] which describe its resistance towards distortions. Later Huang[86]  and Nielsen 

et al.[82, 87] developed a new formalism of membrane deformation based on elasticity theory 

that was calibrated to reproduce gramicidin A channel life time. This model is often referred to 

as mattress model since it allows membranes to deform vertically much like a mattress. A 

cartoon representation of a deformed membrane along with the mattress model representation is 

shown in Figure 1-1. 

According to the mattress model, the membrane deformation energy can be expressed in 

terms of the compression, bending and stretching as follows 
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 1.4.4

where Ka is the bilayer compression modulus, Kc is the bilayer bending modulus, α is the surface 

tension and u is the deviation of the leaflet height from its equilibrium value. The double integral 

is taken over the plane of the membrane [81, 82, 87, 88].  The energy minima in Eq.  1.4.4 

correspond to the equilibrium shapes that can be obtained by setting the derivative of Eq.  1.4.4 

with respect to u equal to zero. This would lead to the following equation 
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024 =+∇−∇ uuu βγ   1.4.5

where γ=α/Kc and β=2Ka/(d0
2 ×Kc) and d0 is the membrane equilibrium thickness. To solve the 

fourth order differential equation in Eq.  1.4.5, four boundary conditions are required which are 

normally chosen to be the thickness of the membrane at the point of contact with the inclusion 

and far away from the inserted protein and the slope of the membrane at these points.  

The resulting membrane deformation (u(x,y)) can be used in Eq.  1.4.5 to obtain the 

membrane deformation energy.  

In order to include the effect of local membrane deformation in solvation, the solvation free 

energy is defined as follows 

memnpelecsol GGGG Δ+Δ+Δ=Δ  
 1.4.6

where ∆Gsol is the solvation free energy and ∆Gelec, ∆Gnp and ∆Gmem are the electrostatic, non-

polar and membrane deformation free energy.    

Once u(x,y) is known, it can be fed into an electrostatic calculation to determine the solvation 

free energy [88-92]. In most elastic continuum models, ∆Gelec is calculated using the PB 

equation [88, 89, 92]. Commonly, once the membrane geometry around the inclusion is known, 

the dielectric constant for each point in the grid is modified based on the membrane boundary i.e. 

if a point outside of the protein boundary resides below the calculated membrane surface, its 

dielectric will be equal to the membrane dielectric and if it is above the surface it will have the 

dielectric of water.  
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Once the dielectric map is modified for all the points in the grid the PB equation is solved for 

the protein in the perturbed membrane. Similarly, SASA is obtained based on the position of 

each atom inside or outside of the deformed membrane boundary and ∆Gnp is calculated as the 

sum of atomic surface tensions times SASA. However, the critical step for these models is to 

obtain the boundary of the deformed membrane and membrane deformation free energy 

(∆Gmem)[88, 89]. (cf. Figure 1-1) 

 

Figure  1-1: Cartoon representation of a deformed membrane. The head groups are shown with 

purple circles while the acyl chains are represented by gray lines. The unperturbed membrane 

surface is shown with solid black line and the inserted protein (inclusion) is shown with a 

cylinder. The dotted red line depicts the position of the membrane boundary obtained from the 

mattress model. For interpretation of the references to color in this and all other figures, the 

reader is referred to the electronic version of this dissertation. 

 

  The close agreement between charged Arg insertion energy using deformable implicit 

membrane developed by Choe et al. [88] using the technique described above and the explicit 

solvent simulation[93] reveals that incorporation of membrane deformation in the current 
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continuum membrane models can lead to a more realistic representation of membrane 

environment. However in the first model of the deformable membrane presented by Choe et al. 

the initial boundary conditions i.e. the height of the membrane in the vicinity of the inserted 

protein had to be specified a priory and was chosen in a way that it satisfied a predetermined 

sinusoidal equation. Later Callenberg et al. [89] added a new feature to the model in which the 

membrane thickness could be optimized and no prior knowledge of the local thickness was 

required.  

The ∆Gelec in the current deformable membrane models is calculated via the PB equation 

which can be very costly to be used for MD simulations and also numerical solution of Eq. 1.4.5 

would add to the computational cost. In chapter 4 we will introduce a deformable implicit 

membrane model as an extension to HDGB which avoids the computational cost of solving the 

PB equation by using GB for calculation of the electrostatic part of the solvation free energy. We 

also avoid the costly solution of the membrane equation by tabulating pre-calculated deformation 

energies.  

1.5 Conformational sampling of fusion peptides in the context of the membrane 

In this work, we have benefitted from the HDGB membrane model which facilitates study 

different fusion peptides in the context of the membrane. Application of the HDGB allowed us to 

extend the simulation time to sub microsecond which is an order of magnitude longer than the 

previous explicit solvent/lipid simulations [94-98] for a fraction of the computational cost [78, 

79]. This time scale was available because the kinetic barriers in lipid rearrangements in the 

response to the conformational change of the peptide were avoided by the use of HDGB. 

Temperature replica exchange method used as the enhanced sampling technique in these studies 
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is also known to increase barrier crossing and improve sampling significantly [99, 100]. In this 

technique, several copies (replicas) of the system in different temperatures are run in parallel and 

after several cycles the exchange between replicas with neighboring temperature is attempted. 

The exchange is accepted or rejected based on the Metropolis criteria [99, 100]. As the result, the 

frequent visits to the higher temperatures make the barrier crossing more probable [99, 100]. 

In the following, the importance of fusion peptides and their roles in the cell infection 

process is discussed. The more detailed description on the methodology and the simulation 

results will be presented in chapters 2 and 3. 

1.5.1 Influenza fusion peptide in the context of the membrane bilayer 

In many viral diseases, the infection starts with the insertion of viral genetic material into the 

host cell. Commonly, the glycoproteins that are located on the surface of the viral cell membrane 

facilitate this process by bringing the viral and host cell membranes closer together and forming 

a fusion pore that allows the genetic material to be transferred from viral cell in to the host cell. 

These proteins are normally referred to as the fusion proteins.  

One of the most well studied fusion proteins belongs to the influenza virus and is known as 

hemagglutinin(HA). Prior to infection, the homotrimeric[101] HA is cleaved by one of the 

human protease[102] resulting in three heterodimers with two subdomains, HA1 and HA2[101], 

which are attached to each other via a disulfide bond. HA1 is a globular domain that binds to the 

host cell receptors, and HA2 is a helical bundle that contains the membrane anchoring domains. 

According to the crystal structure of the precursor and processed HA, the major structural change 

occurs around the new N terminus of HA2 after cleavage [101, 103, 104].  
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The first twenty residues of HA2 are known as the influenza fusion peptide (IFP). At high or 

normal pHs, IFP is buried in the HA2 core. However due to the reduction in pH which occurs in 

the endosome to facilitate the indigestion, HA2 undergoes a large structural change that leads to 

the exposure of IFP and its insertion into the host cell membrane [105, 106]. The C terminal of 

HA2 is attached to the trans-membrane helix, which keeps it anchored to the viral cell 

membrane. Subsequently, the rearrangement of HA2 brings these two membrane anchored 

domain together and as a result, the membranes that are associated with these two domains are 

brought to the proximity of one another [103, 105, 107]. The fusion process will start with the 

lipid mixing of the two outer leaflets of the membranes which is known as the hemi-fusion [108] 

and will be completed by the formation of the fusion pore[109-111]. It has been hypothesized 

that the direct interactions of IFP with the host cell membrane and the perturbations due to the 

insertion of the peptide and the resulting imposed negative curvature is responsible for the 

membrane fusion initiation [112-114].  

A schematic representation of a model glycoprotein in its fusogenic and non-fusogenic states 

is shown in Figure 1-2.  

To obtain more insight about the role of the fusion peptide in membrane fusion and its 

structure in the membrane bound state, IFP has been the target of several mutagenesis and 

structural studies at both fusogenic and non-fusogenic pHs[115-122]. Many of these studies 

focus on the truncated form of IFP including the first 20 amino acids of HA2 sub-domain and its 

mutants. The liquid state NMR structure of the short form IFP in dodecylphosphatidyl choline 

(DPC) micelles reveals two distinct structures at pH=5.0 and pH=7.4. At fusogenic pH, the 

peptide adopts an invert V shape structure with its charged N[114] terminus and its neutral C 

terminus inserted into the hydrophobic core of the membrane and its apex exposed to the 
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solvent[115]. The C terminal helix of the structure seems to be severely disrupted at high pHs 

and the insertion depth of the peptide is reduced [115].   

 

Figure 1-2: Schematic representation of a model fusion protein in (A) non-fusogenic state and 

(B) fusogenic state. The approximate location of the host cell is shown with a gray cylinder 

while the brown cylinder shows the viral membrane. The yellow and green helices show the 

trans-membrane domain and helical bundle respectively. The globular domain is shown with 

magenta circles and the fusion peptides are shown with blue cylinders.  

 

Solid state NMR study of IFP suggests that pH has little effect on the secondary structure of 

the peptide and the overall structure is helix-break-heix at both pHs. However, the two distinct 

sets of 13C chemical shifts observed in membrane bound peptide suggest that Glu11 can have 

two co-existing protonation states at pH=5.0[123].  

Finally, the structure of IFP with additional Trp21-Tyr22-Gly23 from sero sub-type H1 in 

DPC micelles suggests that the peptide adopts an interfacial helix-break-helix structure with a 
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tight turn in the middle which is stabilized by the hydrogen bond between the charged N 

terminus and carbonyl oxygen of Gly20 and either Trp21 or Gly23[124].   

In chapter 2, the conformational sampling of IFP in the context of the membrane has been 

studied as a function of pH and the termini using HDGB model and temperature replica 

exchange MD to enhance sampling. The details of the simulations and the results will be 

presented and discussed in chapter 2.  

1.5.2 Ebola fusion peptide 

In the second study, conformational sampling of Ebola fusion peptide (EFP) in the context of the 

membrane was investigated. In case of Ebola virus, the fusion protein (GP)[125] is composed of 

two sub-domains GP1 and GP2 that are linked via a disulfide bond. The first sub-domain, GP1, 

is responsible for binding to the cell receptors while the second sub-domain, GP2, mediates the 

membrane fusion[126]. GP shares a lot of common features with HA[127] however the 

significant difference between HA and GP is the location of their fusion peptides. In HA the IFP 

is located in the N terminus of the HA2 domain [101] while GP fusion peptide is located 22 

residues away from the N terminus[128] which makes it an internal fusion peptide. Based on 

circular dichroism (CD) and infrared (IR) study the wild type EFP structure can adopt three 

states[129]. The membrane bound peptide can take either α-helix or β-sheet structure while the 

unbound peptide adopts a random coil structure[129]. However, according to a more recent 

NMR study, in the presence of sodium dodecyl sulfate (SDS) micelle, EFP adopts a helical 

structure in the middle region while it seems more flexible in the N and C terminus. This 

observation suggests that the peptide is interacting more favorably with the membrane from its 

middle region while its termini are exposed to the solvent. Loss of secondary structure due to 
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mutation of Trp 8 to Ala suggests that the aromatic-aromatic interactions between Trp8 and 

Phe12 play critical role in stabilizing the helical conformation in the middle region of the 

peptide[130].  

The conformational sampling of wild type EFP and W8A mutant were studied in the 

membrane environment and water using HDGB and GBMV2 implicit models. In chapter 3 the 

results are described and compared with the experimental findings[130]. 
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2.1 Abstract 

Influenza fusion peptide is critical for mediating the fusion of viral and host cell membranes 

during viral entry. The interaction of monomeric influenza fusion peptide with membranes is 

studied with replica exchange molecular dynamics simulations using a new implicit membrane 

model to reach effectively microsecond to millisecond time scales. The conformational sampling 

of the fusion peptide was studied as a function of different N- and C-termini, including an 

experimental construct with an additional C-terminal tag, as well as a function of protonation of 

acidic residues. It is found that the influenza fusion peptide mostly adopts helical structures with 

a pronounced kink at residues 11-13 with both N-terminal and C-terminal helices oriented 

mostly parallel to the membrane surface. A charged C-terminus and the presence of a charge C-

terminal tag significantly alters the conformational sampling of the fusion peptide and results in 

more diverse conformational ensembles that include obliquely inserted N-terminal peptide 

structures. Protonation of acidic residues also affects the conformational sampling, however, 

based on pKa shift estimates the overall effect of pH=5 on the conformational sampling of the 

influenza fusion peptide appears to be only minor. 
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2.2 Introduction 

Viral infection commonly begins with docking of a virus particle to a host cell and/or endosomal 

ingestion followed by fusion of the viral and host cell membranes to release the virus capsid into 

the interior of the host cell. Viral fusion is facilitated by viral glycoproteins. In the case of the 

influenza virus, the corresponding glycoprotein is hemagglutinin(HA). HA is a homotrimer[101] 

composed of two subdomains, HA1 and HA2, which are connected to each other via a disulfide 

bond. HA1 is the globular receptor domain that is attached to the virus surface, while HA2 is the 

membrane anchoring domain. HA2 forms the helical stem of the homotrimer and its 20 N-

terminal residues (GLFGA-IAGFI-ENGWE-GMIDG) are known as the influenza fusion peptide 

(IFP). At high or normal pH, IFP is buried within the helical stem of HA, but under low pH 

conditions, as commonly found in endosomal cavities, HA undergoes a large conformational 

change that results in exposure of the IFP and its insertion into the host cell membrane [105, 

106]. The direct interaction of the IFP with the host cell membrane is assumed to be responsible 

for facilitating membrane fusion. It has been hypothesized that IFP triggers the fusion process by 

perturbing the membrane and inducing a negative curvature [112, 113], but the detailed 

mechanism of how IFP (or other fusion peptides) lead to membrane fusion remains largely 

unclear. A first step in this direction involves studies of how just the fusion peptide interacts with 

membrane environments.   

Low resolution structural data have suggested that the IFP adopts a regular α-helical 

conformation that is tilted with respect to the membrane. Reported estimates of the tilting angle 

are 45°[131] and 25°[114, 132]. In contrast, conformations of isolated IFP in the presence of 

dodecylphosphocholine (DPC) micelles derived from solution NMR at pH=5 (PDB code 1IBN) 

and pH 7.4 (PDB code 1IBO)[133] suggest kinked conformations that differ as a function of pH. 
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At pH=5, the peptide has an N-terminal α-helix and a short 310-helix at the C-terminus [115], but 

at pH=7.4 the short C-terminus exhibits a random coil conformation in lieu of the helix 

according to the solution NMR data. The kink at the center of the peptide is more pronounced at 

low pH where it allows formation of a hydrophobic pocket, presumably to make the insertion 

more favorable [115]. Furthermore, studies by Lai et al. indicate that the bent structure is 

essential for the fusion activity of the peptide[134]. Finally, recent solid-state NMR (SSNMR) 

results of IFP interacting with phospholipid bilayers also suggest that IFP adopts a bent 

conformation with otherwise predominantly helical secondary structure and little apparent 

structural variation as a function of pH[123]. According to this study, the IFP is partially inserted 

into the membrane bilayer with the N-terminal helix being tilted relative to the bilayer normal. 

The IFP has also been studied with molecular dynamics (MD) simulations in explicit 

membranes [94-98] and implicit solvent/membrane environments [55, 65, 135, 136]. According 

to simulations of IFP embedded in a dimyristoyl-phosphatidycholine (DMPC) lipid bilayer over 

18 ns the peptide is located at the region between the head group and hydrocarbon chains of the 

lipid with the N-terminus close to the amphipathic interface and a secondary structure similar to 

the solution-NMR structure at pH=5.0[94] . Other simulations of wild-type IFP and mutant 

fusogenic and non-fusogenic variants in palmitoyl-oleyl-phosphatidylcholine (POPC) bilayer 

suggest that the fusogenic peptides preserve a kinked structure and a tilted insertion angle while 

the non-fusogenic peptides adopt a non-kinked conformation parallel to the membrane [95]. In 

these simulations, the native IFP and the fusogenic mutants preserve an α-helical structure for the 

first 11 N-terminal residues. Furthermore, lipid disruption and membrane thinning due to peptide 

insertion were also observed for the tilted structure[95]. Simulations of IFP in DPC micelles of 

two different sizes and in a POPC bilayer have also suggested that the peptide lies at the surface 
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of the micelle while its N-terminal region is inserted deeper into the bilayer sampling 

conformations that are similar to the solution NMR structures[96]. Another simulation study of a 

water-soluble analog of IFP suggests that the overall structure of the peptide may be sensitive to 

the composition of the membrane. This mutant was found to insert its N-terminal region 

obliquely into a relatively fluid DMPC bilayer while an orientation parallel to the membrane 

surface was maintained in dipalmitoyl-phosphatidylcholine (DPPC) bilayers [97]. In the most 

recent simulation study of IFP by Woolf et al. , IFP was embedded in a mixed lipid bilayer 

composed of palmitoyl-oleyl-phosphatidylglycerol (POPG) and POPC (POPC:POPG = 4:1). The 

main conclusion of this study was that the secondary structure depends on the insertion depth. 

This dependency is more pronounced in the simulation started with 1IBN (pH=5.0) as initial 

structure compared to a simulation started with 1IBO (pH=7.4). According to this study, the 

insertion angle with respect to the membrane normal and the kink angle increase as the N 

terminal α-helix inserts deeper into the membrane. Furthermore, it was found that the disordered 

C-terminus of the pH=7.4 structure folds into a helix upon deep bilayer insertion[98]. Although 

much has been learned about IFP interactions with membranes from past explicit lipid 

simulations, all of the published simulations are relatively short. They cover at most time scales 

of tens of nanoseconds while complete conformational sampling of IFP at the membrane-water 

interface likely involves μs-ms time scales. It is therefore not clear whether the results from such 

simulations are sufficiently representative of the true dynamics of membrane-associated IFPs.  

In order to reach longer time scales, there have been several efforts to simulate the 

conformational change of IFP or its mutants using implicit solvent/membrane models. Implicit 

membrane simulations offer the advantage of lower computational costs so that longer 

simulations can be run with the compromise that an atomistic description of lipid and solvent is 
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lost. However, the absence of explicit lipids avoids potentially long lipid relaxation times and 

transient bilayer imbalances due to unilateral peptide insertion thereby greatly accelerating the 

effective time scales that can be covered in such simulations. Most implicit membrane studies of 

IFP have reported a predominantly horizontal orientation with the peptide parallel to the 

membrane bilayer or only slightly inserted conformations[55, 65, 136], whereas highly oblique 

conformations were largely unfavorable. Furthermore, Sammalkorpi et al. [136] reported that the 

monomer is predominantly α-helical without a kink at the center of the peptide which contradicts 

the experimentally reported kinked structures from solution NMR.  Due to the relatively simple 

nature of the implicit membrane models used to date, it is not clear, though, that the results are 

sufficiently representative of the interactions of IFP with membranes over extended time scales. 

Here, we are revisiting IFP dynamics in the context of phospholipid bilayers with a new, 

more realistic implicit membrane model in combination with replica exchange simulations to 

enhance sampling and effectively study dynamics that occur in reality over microseconds to 

milliseconds. Such time scales are several orders of magnitude longer than previous simulations 

of IFP. The resulting conformational sampling differs significantly from previous studies but is 

in overall good agreement with the most recent SSNMR studies of IFP in phospholipid bilayers. 

In the following, the computational methodology is described before results are presented 

and discussed.  

2.3 Computational methodology 

Replica exchange molecular dynamics simulations of the influenza fusion peptide were carried 

out with the CHARMM program[137] in conjunction with the MMTSB Tool Set[138]. Initial 

structures were downloaded from the Protein Data Bank[133] (PDB codes 1IBN (pH=5.0) and 
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1IBO (pH=7.4)). Different combinations of termini and protonation states were simulated for a 

total of 8 different sets as summarized in Table  2-1.  

 

Table  2-1: Simulated IFP systems with different C- and N-termini and protonation states of 

acidic residues. 

System Abbreviation Time 

Neutral N- terminus, neutral C –terminus NH2/CONH2 100 ns

Neutral N –terminus, charged C –terminus NH2/COO- 100 ns

Charged N-terminus, charged C –terminus  NH3
+/COO- 100 ns

Charged N-terminus, neutral C –terminus NH3
+/CONH2 100ns 

Charged N-terminus, neutral C –terminus, Glu11 protonated NH3
+/E11p/ CONH2 100 ns

Charged N-terminus, neutral C –terminus, Glu15 protonated NH3
+/E15p/ CONH2 100 ns

Charged N-terminus, neutral C –terminus, Asp19 protonated NH3
+/D19p/ CONH2 100 ns

Charged N-terminus, GCGKKKK tag, neutral C –terminus NH3
+/tag/CONH2 75ns 
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In all of the simulations, the CHARMM22[139] force field including the CMAP 

correction[24] was used to describe the peptide interactions. The membrane was considered 

implicitly using the heterogeneous dielectric generalized Born model (HDGB)[73] that has been 

developed in our group. In the HDGB model, the dielectric constant and surface tension vary 

continuously along the membrane normal (z axis). In this paper the thickness of the membrane is 

defined as the distance between the center of the membrane and water with dielectric constant 

equal to 80. The thickness of the membrane was chosen to be 25 Å. The dielectric and non-polar 

profiles described in the initial HDGB paper[73] were recently optimized further based on amino 

acid side chain analog free energy of insertion profiles from explicit solvent simulation as 

described elsewhere[76].  In this study, the modified dielectric and non-polar profiles were 

repeated periodically as depicted in Figure 2-1 in order to achieve a finite peptide concentration 

in z-direction and ensure that peptides that dissociate and diffuse away from the membrane 

interface eventually interact with the periodically repeated membrane continue to contribute to 

the sampling of membrane-bound peptides. Other implicit solvent parameters were set as 

described previously[74]. The SHAKE algorithm[140] was applied to constrain bonds involving 

hydrogen atoms. Since the peptide is small, no cutoff was used for the calculation of non-bonded 

interactions. Each system was minimized for 50 steps of steepest decent method followed by 500 

steps with the adapted-bases Newton-Raphson method. The minimized structures were then used 

as initial structures to run temperature replica exchange molecular dynamics simulations[99, 

100].  Eight replicas were run with temperatures spaced exponentially between 300 and 500 K  
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Figure  2-1: Dielectric and non-polar profiles for periodic membrane along z axis. The center of 

the membrane is located at the center of the origin. The membrane has a thickness of 25Å and 

the dielectric constant of water is set to 80.  

 

and controlled using Langevin dynamics[141] with a friction constant of 1ps-1 to further enhance 

sampling[142]. An integration time step of 1.5 fs was used for all simulations to maintain stable 

simulations with the implicit solvent model[143]. Exchanges between replicas were attempted 

after every 200 steps. For each simulation, the first 9 ns were discarded. In order to find 
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representative structure for each system, the structures were clustered based on mutual 

similarities as measured by root mean square deviations (RMSD). The standard superposition 

scheme used during the RMSD calculation was modified to preserve peptide orientations with 

respect to the z axis and distinguish between different membrane insertion depths. This was 

achieved by allowing only transitions along x and y directions and rotation around the z axis to 

reach optimal superpositions according to the following scheme:  

To align any structure (Cmp,old) with a reference structure (Cref), c and r were defined as a 

matrix of the difference of each Cα atom from the average Cα positions for Cmp,old and Cref  

along Cartesian coordinates respectively. R was defined as 
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The rotation matrix (U) was calculated as the matrix of the normal eigenvalues of R. The 

coordinates for rotated structure are 
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Using the modified superposition scheme, the K-means method was used to cluster 

conformations based on RMSD with a radius of 3 Å. Only structures with a center of mass 

distance from the membrane center (COFM) between 15 Å and 25 Å were considered in order to 

focus on peptides interacting with the membrane in an interfacial manner. The most 

representative structures were determined as the structures closest to the center of each cluster.   

Potentials of mean force (PMF) at 300K were calculated from the replica exchange 

simulations using weighted histogram analysis (WHAM)[144, 145] to include sampling from 

higher temperature replicas in the overall free energy surface.  The peptide insertion depth and 

angle were used as the primary reaction coordinates in the construction of the PMFs. The 

insertion depth was calculated as the distance of the COFM of each peptide from the center of 

the membrane (z=0). Peptides interacting with different implicit membranes due to the periodic 

membrane profiles or with opposite leaflets of the same membrane after spontaneous crossing of 

the bilayer were mapped onto a common scale by calculating the distance to the closest 

membrane for all structures. The insertion angle was calculated as the angle between membrane 

normal (z axis) and the vector that connects the N (i+4) and O (i) atoms of the backbone for i 

from 3 to 6. The focus on the N-terminal part of the peptide was chosen to match experimental 

measurements based on SSNMR[123].  The conformation of the peptides was further analyzed 

by calculating helicity as a function of residue number. Two criteria were used to define the 

presence of helical structure: 1) An O(i) – H-N(i+4) distance of less than 2.6 Å[146] and 2) 

backbone torsions in the range -70≤ψ≤-50 and -35≤φ≤-55. 

In order to investigate the pH effect on the configuration of the peptide, alternate protonation 

states of E11, E15 and D19 were considered for the peptide terminated with NH3
+ and CONH2. 
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pKa values for protonation of each of these acidic residues were calculated as a function of z to 

determine the fraction of protonated vs. charged amino acids and to average the conformational 

ensembles accordingly. In order to carry out this analysis, the membrane was divided into slabs 

each with a thickness of 0.5 Å. For each slab i average energies where then obtained from the 

structures located within that slab from simulations of the protonated ( iPE , ) and charged ( iCE , ) 

states. The average of the energies of the slabs from z=38 Å to z=40 Å were chosen as the 

reference energy for protonated ( WPE , ) and charged states ( WCE , ) in water. ΔEi was then 

defined as 

( ) ( )WCWPiCiPi EEEEE ,,,, −−−=Δ   2.3.4

and the pKa shift for the ith slab (∆pKa
i ) was calculated as 
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where pKa
* is the standard pKa value of Glu and Asp residues. A value of 4.25 was used for E11 

and E15 and a value of 3.65 for D19[147]. pH was set to 5.0 to match experimental 
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conditions[115, 123]. The ratio of protonated vs. unprotonated side chain calculated form Eq. 

 2.3.6 was then used to weight the ensembles obtained with the fixed charged and protonated 

ionization states. The weighting was achieved by randomly selecting from the two ensembles 

according to the fraction of protonated structures.  

2.4 Results and discussion 

Replica exchange molecular dynamics of wild-type influenza fusion peptide with an implicit 

membrane model were carried out to study the dynamic sampling of membrane associated IFPs. 

Because the exact protonation state of IFP at pH=7.4 and pH=5 is not entirely clear,  the effect of 

different combinations of termini and Asp/Glu protonation states on the conformational sampling 

of IFPs was investigated as listed in Table  2-1.  

2.4.1 Conformational sampling as a function of different termini 

The conformational sampling of membrane-associated IFP was characterized with two-

dimensional PMFs as a function of the N-terminal insertion angle and the position of the peptide 

center of mass relative to the membrane center (COFM) (see Figure 2-2 A-D).  Structures with a 

COFM between 15 Å and 25 Å were clustered and the resulting clusters are projected onto the 

same reaction coordinates (see Figure 2-2 E-H). Representative structures are shown in Figure 2-

3. Furthermore, average insertion depths and insertion angles for membrane-associated peptides 

are given in Table  2-2. In all cases, the IFP predominantly samples interfacial configurations 

with the N-terminal helix either parallel to the membrane surface (around 90o insertion angle) or 

nearly perpendicular to the surface with the N-terminus pointing towards the membrane 

(insertion angles near 150o). Different termini primarily affect the balance between parallel and 

perpendicular conformations 
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In addition, the peptide dissociates from the membrane for a significant amount of time, 

especially when both termini are charged. At rare occasions, short-lived transmembrane 

configurations are seen where the IFP crosses the membrane with the help of elevated 

temperatures.  

Table  2-2:  Average COFM, membrane insertion angles, and helicity for IFP peptides with 

different termini from structures at 300K with COFM values of less than 25 Å. The tag in 

NH3
+/tag/CONH2 is excluded in calculating the average values reported here. Statistical errors 

are given in parentheses. 

Termini COFM [Å] 
insertion angle 

[deg] 

helicity 

(based on H-

bonds) 

helicity 

(based on φ/ψ-

sampling) 

NH2/CONH2 18.03(0.004) 98.81(0.034) 0.68(0.0003) 0.41(0.0002) 

NH2/COO- 19.94(0.005) 117.73(0.062) 0.43(0.0004) 0.27(0.0002) 

NH3
+/COO- 21.69(0.008) 124.14(0.155) 0.24(0.0004) 0.18(0.0004) 

NH3
+/CONH2 18.34(0.004) 92.29(0.037) 0.70(0.0007) 0.40(0.0003) 

NH3
+/tag/CONH2 18.31(0.014) 91.06(0.15) 0.64(0.0008) 0.24(0.0007) 
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A more detailed analysis reveals further differences as a result of different termini. With a 

neutral C- and N-terminus (NH2/CONH2) the PMF (Figure 2-2 A) shows a broad minimum at 

insertion angles between 80-100o and insertion depths between 15 Å - 20 Å. The dominant 

structure of this region (A1) involves a long N-terminal α-helix parallel to the membrane 

followed by a sharp turn and a short C-terminal helix that is nearly parallel to the N-terminal 

helix but points away from the membrane (see Figure 2-3). In this structure, all hydrophobic side 

chains are oriented towards the membrane interior while the charged side chains are pointing 

away into the aqueous solvent. Other less-populated similar structures (A2 and A3, A4) have 

more obliquely inserted N-termini with angles of 111o, 120o and 142o respectively. Because the 

parallel N-terminal conformations dominate, the average insertion angle for uncharged termini is 

98.81o while the average insertion depth is 18.03 Å.  

With a neutral N-terminus but charged C-terminus (NH2/COO-), two distinct, similarly 

populated minima appear in the PMF, one with deeper insertion and parallel orientation, the 

other one with oblique orientation and shallower insertion into the membrane bilayer. As a result, 

the average COFM distance and insertion angle are increased to about 20 Å and 120o, 

respectively. Representative structures shown in Figure 2-3 indicate that the peptide 

conformation in the parallel orientation (B1, B2) is similar to the dominant conformation with 

the neutral termini (A1-A3).  However, they differ in how the C-terminal helix is oriented 

towards the membrane. The charged C-terminus points away from the membrane and as a result 

the hydrophobic face of the C-terminal helix is rotated away from the membrane. The structures 

in the second minimum are more diverse (see B3 and B4), but all feature a C-terminus that is 

pointing away from the membrane. The calculated N-terminal insertion angles for these 
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conformations are relatively large (144o for B3 and 167o for B4), but as can be seen from the 

conformations these values do not correspond to a single long obliquely inserted N-terminal 

helix. Rather, they result from a short N-terminal helix oriented parallel to the membrane 

followed by a kink and structure elements pointing in the opposite direction than the initial helix. 

This implies that the oblique orientation observed in experiment[123] can also be obtained as an 

average over a rather diverse set of structures with a negligible population of obliquely inserted 

rigid N-terminal helices. 

When both termini are charged (NH3
+/COO-), the propensity of insertion into the membrane 

bilayer is reduced further due to the additional charge. There is significant sampling of fully 

dissociated peptides and while there are also two minima for membrane-associated peptides in 

the PMF in Figure 2-2 C, the minimum corresponding to parallel orientation and deeper insertion 

is less populated than the minimum with shallower insertion and large insertion angles. 

Representative structures C1-C5 are shown in Figure 2-3. All of the structures except for C2 

involve the formation of a salt bridge between the termini and contain a short helix in N and C 

termini, which are bent towards each other due to the attraction between the termini. Again, the 

large insertion angles are a result of more complex internal geometries rather than being 

indicative of an obliquely inserted N-terminal helix.  
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Figure  2-2: Left panels: PMFs from WHAM for simulations with NH2/CONH2 (A), NH2/COO-

(B), NH3
+/COO-(C) and NH3

+/CONH2(D) termini as a function of the N-terminal membrane 

insertation angle (in degrees) and distance of the peptide center of mass from the membrane 

center (in Å). Different colors reflect relative free energies as indicated by the color bar. 
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 Figure 2-2 (cont’d):  

Right panels: Clusters of conformations at 300 K with COFM between 15 Å and 25 Å projected 

onto insertion angle and center of mass distance for simulations with NH2/CONH2 (E), 

NH2/COO-(F), NH3
+/COO-(G) and NH3

+/CONH2(H) termini. Clustering was performed based 

on RMSD as described in the computational methodology section with a cluster radius of 3 Å. 
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Figure  2-3: Dominant structures for simulations with NH2/CONH2 termini (A1-A4), 



49 

 

Figure 2-3 (cont’d): 

 NH2/COO- termini (B1-B4), NH3
+/COO-(C1-C5) termini, and NH2/CONH2 termini (D1-D3). 

The backbone is shown as a  ribbon and side chain in stick reperesentation. Charged residues are 

colored in red, glycines in green and hydrophobic residues in white. The z-axis is pointing up in 

all figures. All figures were generated with pyMol[148]. 
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Finally, with a charged N-terminus and neutral C-terminus (NH3
+/CONH2) the IFP strongly 

associates with the membrane in a parallel orientation similar to the dominant conformation with 

neutral N and C-termini (see D1 and D2 in Figure 2-3) which allows the charged N-terminus to 

be pointed away from the membrane interface. There is also a much less populated perpendicular 

configuration (D3) that was not observed in the simulations with the other termini. 

Average helicities were calculated based on the distance of O(i) and H-N(i+4) and based on 

dihedral angles as explained in the computational methodology section for structures within 25 Å 

from the center of the membrane. Averages for the entire peptide are given in Table  2-2 and 

helicities as a function of residue are shown in Figure 2-4. It is found that while the structures 

with a neutral C-terminus are mostly helical, the average helicity for the peptide with a charged 

C-terminus (NH3
+/COO- or NH2/COO-) is significantly lower, especially in the C-terminal 

region. This appears to be due to the repulsion between the two charged residues (E15 and D19) 

and the charged C-terminus so that more extended structures are favored to maximize the 

distance between the charged C terminus and the charged side chains. In contrast, the protonation 

state of the N-terminus does not seem to have a strong effect on average helicity. With all 

termini, there is a break in helicity at residues 11-13 since hydrogen bonds 10-14 and 11-15 are 

disrupted and dihedral angles at residues 12 and 13 lie outside the α-helical region. The break in 

helicity is the consequence of a consistently observed kink at that part of the sequence. While 

this finding is not consistent with an early low-resolution structure of IFP[132] and with some 

simulation results[136], the presence of a kink agrees with solution NMR[115] and 

SSNMR[123] results that indicate a break of the helical structure near E11/N12. It also agrees 

with the most recent simulations of IFP in explicit membranes[98].  
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Figure  2-4: Average fraction of helical conformations as a function of residue for IFP with 

different termini. A:Helicity is defined by O(i) – H-N(i+4) hydrogen bonding (< 2.6 Å distance); 

B: Helicity is defined by -70≤ψ≤-50 and -35≤φ≤-55. NH2CONH2 , NH2COO- , 

NH3
+COO- , NH3

+CONH2  
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15N NMR measurements of the pKa of the α amino acid of Gly1 indicate that the N-terminus 

is in fact protonated[114]. The C-terminus, on the other hand, would be attached to the remainder 

of the full-length HA2 domain in the virus while most IFP experiments use a charged C-terminal 

tag composed of seven different residues (GCGKKKK) to prevent aggregation[115, 123, 134]. 

Therefore, the NH3
+/CONH2 combination would be most appropriate to describe the behavior of 

IFP in vivo. A charged C-terminus may be relevant for comparison with the experimental studies, 

however, the salt bridges formed between the NH3
+/COO- termini are not likely to be 

representative of the conformational sampling of the experimental IFP construct. 

Based on the results from the simulations presented here, it appears that the dominant 

structure of the IFP involves a mostly helical structure, oriented mostly parallel to the membrane 

with hydrophobic residues oriented towards the membrane and a pronounced kink near residues 

11-13. The parallel membrane orientation matches results from previous simulations[136] , but 

in contrast to those studies we do not observe a significant population of completely straight 

helices.  

In order to test directly how the charged C-terminal tag GCGKKKK that is commonly used 

in the experimental studies may affect the conformational sampling of IFP, we also simulated 

IFP with such a tag with a charged N-terminus and a neutral C-terminus. The PMF and clusters 

as a function of N-terminal insertion angle and center of mass position are shown in Figure 2-5. 

There are two distinct minima in the PMF. Representative structures for these two minima are 

shown in Figure 2-6, labeled E1 and E2. The structure with an insertion angle of 84o (E1) is very 

similar to D1 in Figure 2-3, the dominant structure of NH3
+/CONH2. It contains a long N-
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terminal helix followed by a break in the middle, a short helix (W14-M17), and another kink 

followed by a C-terminal helix for the tag sequence that points away from the membrane surface. 

The second conformation, E2, has an N-terminal insertion angle of 128o with a slight loss of 

helicity for the first three amino acids but otherwise similar topology with kinks near residues 

11-13 and after residue 19. In this conformation, the two lysine residues from the tag form a salt 

bridge with E11. This interaction stabilizes the oblique orientation by bringing E11 further out of 

the membrane. These results indicate that the presence of the charged tag at least in part affects 

the conformational sampling of IFP compared to peptides without such a tag.  

 

Figure  2-5: PMFs from WHAM for simulations with NH3
+/tag/CONH2 as a function of the N-

terminal membrane insertation angle (in degrees) and distance of the peptide center of mass from 

the membrane center (in Å). Different colors reflect relative free energies as indicated by the 

color bar in Figure 2-2 . Right pannel Clusters of conformations at 300 K with COFM between 

15 Å and 25 Å projected onto insertion angle and center of mass distance.  
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Figure  2-6: Dominant structures for simulations with NH3
+/tag/CONH2. The backbone is shown 

as a  ribbon and side chain in stick reperesentation. Charged residues are colored in red, glycines 

in green hydrophobic residues in white cystein in yellow and lysine in blue. The z-axis is 

pointing up in all figures. All figures were generated with pyMol[148]. 

 

2.4.2 Conformational sampling as a result of different protonation states 

The results discussed so far assumed that the acidic residues E11, E15, and D19 are charged 

which is appropriate for pH=7 but not necessarily for lower pH values around 5 where one or 

more acidic residues may be protonated due to shifted pKa values. Low pH is physiologically 

relevant for fusion activity and it has been reported previously that the IFP structure depends 

highly on the pH of the environment [115]. There is experimental evidence[123] that E11 may 

exist in two different protonation states at pH=5. Another study indicates that pKa
 values may lie 

between 5.2 and 6.0 for E11, E15 and D19 in a glutamic acid rich analog of IFP[149]. We 

therefore investigated the effect of pH by repeating simulations with the NH3
+/CONH2 for 

singly protonated E11, E15 or D19 residues in combination with pKa shift calculations to 

estimate the population of protonated peptides as a function of insertion depth. New PMFs were 
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then generated by combining the sampling from the acidic and protonated structure according to 

the calculated pKa shifts. 

The PMFs for the protonated IFP variants are shown in Figure 2-7 and representative 

structures from clustering are shown in Figure 2-8. The conformational sampling of the 

NH3
+/E11p/CONH2 features a broad minimum below 25 Å that encompasses structures that are 

at first sight similar to the parallel-oriented configurations found for the fully charged 

NH3
+/CONH2 peptide. However, the N-terminal helix extends further and the kink is shifted to 

residues 13 and 14 while slightly oblique orientations are observed with insertion angles ranging 

between 60o and 120o. Furthermore, the insertion depth is reduced for the E11 protonated 

peptide, presumably as a result of the orientation of the protonated E11 residue towards the 

membrane and exposure of W14 to the high dielectric solvent (see F1-F4 in Fifure 2-8). An 

interesting observation is that the NH3
+/E11p/CONH2 peptide seems to be more likely to cross 

the membrane via a transmembrane configuration compared to all the other IFP variants 

simulated here. According to our simulations the transmembrane orientation is only about 5 

kcal/mol higher in energy than an interfacial membrane orientation. This may point to a specific 

role of NH3
+/E11p/CONH2 in disrupting the membrane in a pH-dependent fashion during the 

initiation of fusion.   

Protonation of E15 results in a conformation with a long C-terminal helix, a kink near residue 

6 and a short N-terminal helix (see G1-G3 in Figure 2-8). In these structures, both N- and C-

termini are deeply inserted at the membrane interface. The N-terminal insertion varies from 70o 

to about 140o but because of the very short N-terminal helix, the insertion angle is affected by the 
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local structural variations and in particular the kink region and does not actually correspond to an 

obliquely inserted N-terminal helix.  

Finally, the NH3
+/D19p/CONH2 variant has a central helix but largely disordered C- and N-

terminal regions (see Figure 2-8 H1-H4). This peptide is not inserted deeply and features N-

terminal insertion angle of around 120o.   

 

Figure  2-7: Left panels: PMFs from WHAM for simulations with NH3
+/E11p/CONH2 (A), 

NH3
+/E15p/CONH2 (B), NH3

+/D19p/CONH2 (C),as a function of the N-terminal membrane  
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Figure 2-7 (cont’d) 

insertation angle (in degrees) and distance of the peptide center of mass from the membrane 

center (in Å). Different colors reflect relative free energies as indicated by the color bar in Figure 

2-2. Right panels: Clusters of conformations at 300 K with COFM between 15 Å and 25 Å 

projected onto insertion angle and center of mass distance for simulations with 

NH3
+/E11p/CONH2 (E), NH3

+/E15p/CONH2 (F), NH3
+/D19p/CONH2 (G). Clustering was 

performed based on RMSD as described in the computational methodology section with a cluster 

radius of 3 Å. 
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Figure  2-8: Dominant structures for simulations with  NH3
+/E11p/CONH2 (F1-F4) , 

NH3
+/E15p/CONH2 (G1-G3) and NH3

+/D19p/CONH2 (H1-H4). The backbone is shown as a  

ribbon and side chain in stick reperesentation. Charged residues are colored in red, glycines in 

green and hydrophobic residues in white. The z-axis is pointing up in all figures. All figures were 

generated with pyMol[148]. 
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 After establishing the structural ensembles of the protonated peptides, we calculated pKa 

values at different insertion depths for single protonation of E11, E15, and D19 based on the 

sampled peptide conformations using a continuum electrostatics scheme with the HDGB implicit 

membrane model. Figure 2-9 shows the resulting pKa shifts. A significantly shifted pKa value is 

found for E11 protonation (up to 2 pKa units at insertion depths between 20 and 25 Å). A slight 

shift is also present for D19 protonation (about 1 pKa unit at insertion depths of 25 to 32 Å).  It 

should be pointed out that large positive pKa shifts are expected for fully inserted peptides 

because the insertion of charged residues into the membrane interior is not favorable, however, 

this is not reflected in the pKa curves in Figure 2-9 because there is only little conformational 

sampling of fully inserted peptides at 300K.  

Based on the calculated pKa shifts, we then generated mixed ensembles at pH=5 by 

calculating the probability of protonated vs. charged residues at different insertion depths and 

selecting conformations from the ensembles of the charged and protonated peptides accordingly. 

The resulting, artificially generated ensemble was then used to generate the PMFs depicted in 

Figure 2-10. The resulting PMFs are similar to the PMFs of the charged NH3
+/CONH2 peptide. 

However, for E11 and D19 protonation, the sampling at large insertion angles of 160o is slightly 

enhanced. Furthermore, the minimum at 90o is extended slightly towards insertion angles of 

110o. These results indicate that low pH does not appear to significantly alter the conformational 

sampling of IFP. This conclusion is in agreement with recent results from SSNMR 

measurements[123]. 
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Figure  2-9: pKa shifts of E11 (A), E15(B) and D19 (C) as a function of insertion depth. The 

lines mark the membrane surface at 25 Å and no pKa shift at 0. 
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2.5 Conclusions 

In this study we simulated the conformational sampling of the influenza fusion peptide as 

function of termini and protonation of acidic residues. An implicit description of water and 

membrane was employed to reach estimated μs-ms time scales. All of the structures are mostly 

helical with a pronounced kink near the middle of the IFP sequence. Most conformations involve 

a more or less parallel orientation of the N- and C-terminal helices where the hydrophobic side 

chains are inserted deeply into the membrane and the charged/polar side chains are oriented 

towards water. With charged C-termini, helicity is reduced and more diverse structures, some 

with average N-terminal insertion angles closer to 160o are observed. Furthermore, the addition 

of a charged C-terminal tag commonly used in experimental studies of fusion peptides to prevent 

aggregation appears to affect the conformational sampling by stabilizing a conformation with an 

obliquely N-terminal helix that is not observed in any of the other simulations without the tag.  

The possible effect of pH was studied by first analyzing the conformational sampling of 

fusion peptides with protonated amino acids and then mixing conformational ensembles 

according to calculated pKa shifts. Although differences in the conformational sampling of the 

protonated peptides were found, the pKa shifts do not appear to be enough to significantly affect 

the overall ensembles at pH=5. As a result, we conclude that low pH only has a very minor effect 

on the conformational sampling of monomeric fusion peptide. 

In this study the enhanced sampling replica exchange and the use of implicit solvent model 

has enabled us simulated the influenza peptide for an order of magnitude longer than previous 

studies done with explicit solvent. Although the results appear to be consistent with available  
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Figure  2-10: PMFs for mixed ensembles of  NH3+/CONH2 and NH3+/E11p/CONH2 (A), 

NH3+/E15p/CONH2 (B) and NH3+/D19p/CONH2 (C) as a function of the N-terminal 

membrane insertation angle (in degrees) and distance of the peptide center of mass from the 

membrane center (in Å). The fraction of the protonated side chains is calculated based on pKa 

shifts that are depicted in Figure 2-9 (see computational methodology section) 
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Figure 2-10 (cont’d) 

experimental data, the inherent limitations of the implicit membrane model require further 

validation through additional computational and experimental studies. Furthermore, the 

sensitivity to the C-terminal tag raises the question of how the sequence context of the full-length 

fusion protein may affect the conformational sampling of the fusion peptide. A related question 

is how oligomerization affects the conformational sampling of fusion peptides. Both of these 

questions will be addressed in future studies. 
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3.1 Abstract 

Fusion peptides mediate viral and host cell membrane fusion during viral entry. The monomeric 

form of the internal fusion peptide from Ebola virus was studied in membrane bilayer and water 

environments with computer simulations using replica exchange sampling and an implicit 

solvent description of the environment. Wild type Ebola fusion peptide, the W8A mutant form, 

and an extended construct with flanking residues were examined. It was found that the 

monomeric form of wild type Ebola fusion peptide adopts coil-helix-coil structure with a short 

helix from residue 8 to 11 mostly sampling orientations parallel to the membrane surface.  W8A 

mutation disrupts the helicity in the N-terminal region of the peptide, and leads to a preference 

for slightly oblique orientation relative to the membrane surface. The addition of flanking 

residues also alters the fusion peptide conformation with either a helix-break-helix structure or 

extended N and C-termini and reduced membrane insertion. In water, the fusion peptide is found 

to adopt structures with low helicity. 
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3.2 Introduction 

Ebola virus belongs to the Filoviridae family and causes severe hemorrhagic fever in 

primates[150]. Viral infection requires the fusion between viral and host cell membranes. The 

membrane fusion process is mediated by fusion proteins that extrude from the viral 

membrane[101, 151-153]. Fusion peptides that are part of the fusion proteins are the key 

components that are in contact with the host cell membrane. In case of Ebola virus, Ebola 

glycoprotein (GP) is responsible for both receptor binding and membrane fusion[125]. This 

protein is composed of two sub-domains, GP1 and GP2, which are connected via a disulfide 

bond.  Ebola GP shares many common features with other membrane fusion proteins such as 

HA1 and HA2 in influenza and gp120 and gp41 in HIV type 1. In all of these fusion proteins, the 

first subunit binds to the cell receptor while the second subunit mediates membrane fusion[126]. 

The role of the fusion peptide during the fusion process is further illustrated in Figure 3-1. The 

crystal structure of soluble GP2 reveals a trimer where a long coiled coil structure is surrounded 

by C-terminal helices. A key part of GP2 is the fusion peptide which interacts with the host cell 

membrane to induce fusion. In the soluble GP2 construct, the fusion peptide is missing[127]. 

Based on structures of influenza virus fusion protein, it is assumed that the fusion peptide is 

buried within the hydrophobic core of fusion protein in its inactive form, but becomes solvent 

exposed and able to insert into the host cell membrane once the fusion protein undergoes a 

structural change to its fusogenic form. Ebola fusion peptide (EFP) 

(G524AAIGLAWIPYFGPAA539) is thought to be in direct contact with the host cell membrane 

and is conserved within the virus family[128]. Unlike the N-terminal influenza and HIV fusion 

peptides[101] EFP is an internal fusion peptide that is located 22 residues from the N-terminus of 
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GP2. In the following, EFP residues will be referred to with a more convenient numbering 

scheme that starts at 1 for the first residue of the fusion peptide (G524 in GP2).  

 

Figure  3-1: Schematic representation of Ebola fusion protein in fusogenic state. The globular 

domain GP1 is initially responsible for binding to the host cell receptor. The GP2 domain 

contains a helical bundle with the fusion peptide near the N-terminus. 

 

Circular dichroism (CD) and infrared (IR) spectroscopy studies show that EFPE (wild type 

EFP with one additional glutamic acid residue at the C terminus) has three states[129]: random 

coil in solution and either an α-helix or a β-sheet when bound to the membrane[129]. The 

secondary structure of the membrane-bound peptide depends on the presence of Ca2+ [154]. In 

the presence of Ca2+ a β-sheet structure is preferred while in the absence of Ca2+ helical 

structures are dominant[154]. In a different nuclear magnetic resonance (NMR) study of EFP it 

was also observed that the peptide adopts a random coil structure in aqueous buffers and more 
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defined structure in the presence of sodium dodecyl sulfate (SDS) micelles[130]. Furthermore, 

tryptophan fluorescent emission data suggests that W8 enters the hydrophobic core of SDS 

micelles and according to chemical shifts and distance constraints according to nuclear 

Overhauser effect (NOE) measurements obtained from 1H NMR there is a short 310 helix from 

I9 to F12 in the middle of the peptide while N- and C-termini appear to be less structured[130]. 

The presence of a short helix in the middle of the peptide suggests that this region is in contact 

with the membrane core whereas the presumably flexible N and C termini may interact more 

favorably with the solvent. The flexibility of the EFP structure is presumably related to the 

presence of glycines[155], but the glycines are also proposed to facilitate favorable insertion of 

EFP at the membrane head group-tail interface[130]. The secondary structure of EFP is 

apparently stabilized by an aromatic-aromatic interaction between W8 and F12 since the W8A 

mutation leads to a loss of helicity around I9 and a tendency to form helical structures between 

I4 and A8[130].  Another key residue is P14 which is believed to be essential for destabilizing 

the membrane and promoting fusion since the P14R mutant disrupts membrane destabilization 

but does not affect peptide membrane association[156]. Since proline residues are known to 

promote kinked helical structures [157] it was hypothesized that the mutation would disrupt a 

bent structure of EFP and result in a more linear, less destabilizing helical structure in the 

membrane[156]. The sequence context of the N- and C-termini is also essential for fusion 

activity. Addition of glutamic acid residues to N-and C-termini was found to reduce fusion 

activity[129]. In particular, addition of glutamate to the N-terminus of the peptide severely 

impairs peptide-vesicle interaction while addition of glutamate to the C-terminus of the peptide 

appears to only affect peptide association to membranes that lack phosphatidyl-inositol[129].  
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Computational studies of EFP have offered a more detailed view of EFP structure and 

dynamics. Molecular dynamics (MD) simulations of EFP in SDS micelles and water-hexane 

using explicit solvent show that during 10 ns of simulation, the NMR structure (Protein data 

bank (PDB) code 2RLJ[130]) is largely maintained in SDS micelles, especially the short central 

helix, while larger structural deviations were found at the water-hexane interface[130]. Another 

MD simulation of EFP with a relatively simple implicit membrane model [62] suggests that EFP 

adopts an α-helical structure with an interfacial membrane orientation at the center of the peptide 

while both termini are exposed to high- dielectric solvent[158].  

Here, we report results from extensive replica exchange simulations of wild-type EFP and the 

W8A mutant with a more realistic implicit membrane model. Wild-type EFP is studied both as 

the 16-residue construct and with three additional residues from the GP2 sequence at either 

terminus in order to examine the effect of the sequence context on EFP structure and dynamics.  

The resulting conformational sampling is in overall good agreement with the recent MD 

studies[130, 158] and data from NMR[130] but also offers new insights into the effect of the 

flanking sequence on EFP structure and dynamics. 

In the following, the computational methodology is described before results are presented 

and discussed. 

3.3 Methods 

Replica exchange MD simulations of EFP were carried out. Three systems were studied: wild 

type EFP with the sequence G1AAIGLAWIPYFGPAA (G1 corresponds to G524 in the GP2 

fusion protein), the W8A mutant with the sequence GAAIGLAAIPYFGPAA, and a longer 

construct (EFP-X) with three extra residues from Ebola fusion protein on either side: QDE-
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G1AAIGLAWIPYFGPAA-EGI. Wild-type EFP was studied in an implicit membrane 

environment as well as a homogeneous dielectric to represent aqueous solvent. The W8A mutant 

and EFP-X were only simulated in the membrane environment. All simulations were carried out 

with the CHARMM program [159] version 34a2 in conjunction with the MMTSB Tool Set[138]. 

The lowest energy structure from the NMR ensemble of EFP in SDS micelles (PDB code 

2RLJ[130]. was chosen as the initial structure for the EFP simulations. The initial structure for 

EFP-X was built by adding the extra residues with a random coil secondary structure using 

pyMol[148]. Both N- and C-termini were assumed to be neutral and modeled as NH2 and 

CONH2, respectively. To describe the peptide interactions, the CHARMM22[139] force field 

was used including the CMAP correction[24] To implicitly model the membrane, we used the 

heterogeneous dielectric generalized Born model (HDGB)[73] which has been developed in our 

group and applied previously in the simulation of membrane-bound proteins and peptides [74, 

76, 78, 160]. The HDGB model describes the phospholipid bilayer with a continuously varying 

dielectric constant and surface tension along the membrane normal (z-axis). The thickness of the 

membrane measured as the distance between the center of the membrane and water with 

dielectric constant equal to 80 was set to 25 Å. The dielectric and non-polar profiles used in this 

paper were modified from the initial HDGB model[73] as described elsewhere[76] Here, we also 

used a modified periodic dielectric and non-polar profiles to achieve a finite peptide 

concentration in z-direction as described earlier[79]. Other implicit solvent parameters were set 

as described previously[74]. The simulation of EFP in implicit water was performed with GBMV 

[50, 51] using a solvent dielectric constant of 80 and the following parameters to obtain 

numerically stable simulations[161] β=-12, S0=0.65, C0=0.3225, C1=1.076 and D=-0.1418. The 
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surface tension coefficient in the implicit water simulations was set to 0.015 kcal/Å2. Since the 

peptide is small, no cutoff was used for the calculation of non-bonded interactions. In all 

simulations, SHAKE[140] was applied to constrain bonds involving hydrogen atoms and an 

integration time step of 1.5 fs was used for all simulations to maintain stable simulations with the 

implicit solvent model[143]. Simulations were run in the canonical ensemble with Langevin 

dynamics[141] using a friction constant of 1 ps-1 to enhance sampling[142]. Each system was 

minimized for 50 steps of steepest decent method followed by 500 steps with the adapted-basis 

Newton-Raphson method[159]. The minimized structures were then used as initial structures to 

run temperature replica exchange molecular dynamics simulations [99, 100]. Eight replicas were 

run with temperatures spaced exponentially between 300 and 500 K. Exchanges between 

neighboring replicas were attempted after every 200 steps (0.3 ps). The acceptance ratio for 

successful exchanges was 23-37%. Total simulation times for different peptides ranged from 23-

45 ns/replica (see Table 3-1) but the first 9 ns of each simulation were considered equilibration 

and discarded during subsequent analysis. 

Table  3-1: Overview of EFP simulations 

System Environment Abbreviation Simulation time/replica 

GAAIGLAWIPYFGPAA Membrane EFP 37ns 

GAAIGLAAIPYFGPAA Membrane W8A 36ns 

GAAIGLAWIPYFGPAA Water EFP-AQ 23ns 

QDEGAAIGLAWIPYFGPAAEGI Membrane EFP-X 45ns 
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Potentials of mean force (PMF) at 300K were calculated from the replica exchange 

simulations using weighted histogram analysis (WHAM)[144, 145] to include weighted 

sampling from higher temperature replicas in the overall free energy surface. For membrane-

interacting peptides, the peptide insertion depth and angle were used as the primary reaction 

coordinates in the construction of the PMFs. For the wild-type EFP and W8A mutant, the 

insertion depth was calculated as the distance of the center of mass (COM) of the entire peptide 

from the center of the membrane (z=0) along the z-direction. For EFP-X, the center of mass was 

calculated as above but without considering the three additional residues at each terminus. 

Peptides interacting with a different implicit membrane due to periodic replication or with 

opposite leaflets of the same membrane after spontaneous crossing of the bilayer were mapped 

onto a common scale by calculating the distance to the closest membrane for all structures. The 

insertion angle was calculated as the angle between membrane normal (z-axis) and the vector 

that connects the N(i+4) and O(i) atoms of the backbone for residues i from 3 to 6 for wild type 

and W8A mutant and residues 7 to 10 for EFP-X corresponding to the same sequence as in EFP. 

The conformation of the peptides was further analyzed by calculating α-helicity as a function of 

residue number. Two criteria were used to define the presence of α-helical structure: 1) An O(i) – 

H-N(i+4) distance of less than 2.6 Å[146] and 2) backbone torsion values in the range of -

70≤φ≤-50 and -35≤ψ≤-55. An O(i) – H-N(i+3) distance of less than 2.6 Å was also considered as 

the criterion for defining 310 helicity. 

The PMF for EFP in water was projected onto two reaction coordinates: helicity based on 

hydrogen bond formation between O(i) – H-N(i+4) as described above and radius of gyration. 

Representative structures for each system were obtained through clustering based on mutual 

similarities as measured by root mean square deviations (RMSDs). 
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For analysis of EFP structures at the membrane interface, the superposition scheme used 

during the RMSD calculation was modified to preserve peptide orientations with respect to the z-

axis and distinguish between different membrane insertion depths. This was achieved by 

allowing only transitions along x and y directions and rotation around the z-axis[78]. Using the 

modified superposition scheme, the K-means method was then used to cluster conformations 

based on RMSD with a radius of 3 Å and representative structures were extracted based on 

proximity to the center of each cluster. The standard superposition procedure was applied for 

clustering conformations from the simulation in implicit aqueous solvent.  

3.4 Results 

Replica exchange simulations were used to study the dynamics of EFP in implicit 

membrane/solvent environments. The wild-type EFP, a W8A mutant, and the extended sequence 

EFP-X were simulated in a membrane environment. Wild-type EFP was also simulated in 

aqueous solvent. The simulations are summarized in Table 3-1. 

3.4.1 Conformational sampling of EFP, W8A, and EFP-X in membrane bilayer 

All of the systems exhibited significant dynamics involving different peptide conformations and 

different interactions with the model membrane but most of the sampled structures displayed at 

least some degree of helicity. Conformational sampling was characterized in more detail based 

on a 2D-PMF as a function of the N-terminal insertion angle and the distance of the center of 

mass from the membrane center (see Figure 3-2 A-C). Conformations with a center of mass 

distance of less than 25 Å were considered to be associated with the membrane. The 

corresponding structures were clustered and representative structures near the centers of the most 
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populated clusters are shown in Figure 3-2. Furthermore, average properties for membrane-

associated peptides are reported in Table 3-2. 

 

Figure  3-2: Left panel: Potentials of mean force (PMFs) for EFP (A), W8A (B), and EFP-X (C) 

from weighted-histogram analysis (WHAM), projected onto insertion angle (in degrees) and 

distance of the peptide center of mass from the membrane center (in Å). Different colors reflect 

relative free energies as indicated by the color bar (in kcal/mol). Right panel: Dominant 

structures for simulations with EFP (A1-A4), W8A (B1-B4) and EFP-X(C1-C4) from clustering. 

The backbone is shown as a ribbon and side chains are shown as stick representation. Charged 

residues are colored in red, glycines in green, prolines pale cyan, aromatic residues in white and 

hydrophobic residues in gray. The N-terminus is marked by a green sphere. Residue 8 is shown 

in ball and stick representation and colored magenta (W8) and orange (A8 in mutant). The z-axis 

is pointing up in all figures. All figures were generated with pyMol[148]. 
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Table  3-2: Population of inserted peptides, average center of mass (COM) insertion depth, 

insertion angles, and helicity fractions from simulated EFP structures at 300 K for membrane-

associated conformations (defined as having COM insertion depths of less than 25 Å). Analysis 

of EFP-X was only applied to the core EFP sequence. Standard deviations are reported in 

parentheses. The standard errors based on block averaging are about 0.3 Å for COM, 10.5 

degrees for insertion angles and 0.03 for helical fractions. 

Simulation 

Population of 

inserted 

peptides 

COM 

insertion[Å] 

Insertion 

Angle [deg] 

Helicity 

fraction (from 

H-bonds) 

Helicity 

fraction (from 

φ/ψ sampling) 

EFP 72.5% 19.05 (2.87) 85.64 (25.74) 0.345 (0.14) 0.214(0.10) 

W8A 25.6% 20.84 (2.45) 91.80 (41.09) 0.229 (0.12) 0.161(0.09) 

EFP-AQ - - - 0.154(0.14) 0.047(0.07) 

EFP-X 2.2% 22.49 (2.18) 92.49 (31.27) 0.362 (0.13) 0.262(0.11) 

.  

For wild-type EFP, there is a deep minimum at insertion depths of 15-22 Å and insertion 

angles of 60-100° (Figure 3-2 A) indicating that the peptide tends to lie parallel to membrane 

surface and strongly prefers interfacial association. The most dominant structure is A1, which 

consists of a bent helix with a kink at P10 and a less-ordered C-terminus. A second highly 

populated cluster (A2) adopts a straight helix for residues 3 to 12 also followed by a disordered 

C-terminus. A V-shaped orientation of EFP with the N- and C-termini pointing towards the 

membrane was observed as well (A3). In this structure, there is a short helix from residues 3 to 7 
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followed by a kink with a helix from residues 9 to 15. Interestingly, there was also a small 

population of trans-membrane (TM) orientations with an insertion depth of 0-10 Å and insertion 

angles of 0-40° (A4 in Figure 3-2). The TM structures are mostly helical with an oblique 

orientation and with the N-terminus facing away from the membrane. The sampling of 

predominantly helical structures with a kink near P10 is consistent with experiments[156] and a 

previous simulation[158]. The observation of spontaneous TM insertion may suggest a 

mechanism by which the host cell membrane is disrupted and membrane fusion is facilitated but 

this point will be discussed in more detail below.  

The conformational sampling of W8A was significantly different from wild-type EFP. First, 

W8A did not associate as strongly with the membrane as the wild-type peptide. Secondly, 

membrane-associated structures were overall less helical (see B1-B3). However, helical 

structures with parallel membrane orientation and insertion depths of 15 to 20 Å similar to the 

dominant wild-type conformation were also observed in the mutant (B4) but with a lower 

probability. The loss of helicity in the middle of the dominant structures (B1-B3) as a result of 

the W8A mutation is in agreement with earlier experimental studies[130] and is presumed to be a 

consequence of the lost interactions between W8 and F12. The loss of helicity in turn results in a 

more flexible peptide and broader sampling of different conformations. The relative populations 

indicated in Figure 3-2 suggest that the mutated peptide samples a broader range of different 

structures with similar frequency. 

The sampling of EFP-X with three additional residues at the N and C-termini also differs 

significantly from the shorter EFP construct (see Figure 3-2 C). Membrane association is even 

less favorable than in the W8A mutant, presumably as a result of the added negatively charged 

aspartate and glutamate residues at the N-terminus and another glutamate at the C-terminus. The 
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structures that are associated with the membrane appear to cover a broader ensemble consisting 

of oblique and parallel orientations relative to the membrane. The representative structure from 

the most populated cluster has an insertion angle of 110° and an insertion depth of 24 Å (see C1 

in Figure 3-2). It is mostly helical with kinks at residues P10 and P14. The second most 

populated membrane-associated conformation (C2) is more deeply inserted and consists of a 

short helix at residues 6 to 12 but has disordered N- and C-termini. The short helix lies parallel to 

the membrane surface as in A1 but the helix does not extend as far in C2 as in A1. C3 is similar 

to C1 but it is turned around with respect to the membrane allowing the turn region to interact 

with the membrane and the termini to be exposed towards the aqueous solvent. Finally, C4 has a 

reduced helical structure but lies parallel to the membrane surface similar to the A1 conformation 

for EFP.   

3.4.2 EFP in aqueous solvent 

Conformational sampling of EFP in aqueous solvent was also investigated to better understand 

the effect of the membrane. A PMF based on the average α-helicity and radius of gyration is 

shown in Figure 3-3. There is a broad minimum region that reaches from helical fractions of 0 to 

0.7 with two preferred states: compact structures with partial helicity (D2-D4 in Digure 3-3) and 

fully extended conformations with no helical structure (D1). The helical structures have only 

short helices either from A3 to A7 (D2) from I9 to Y11 (D3) (a short 310 helix) or from I4 to 

Y11 (D4). A loss of secondary structure in aqueous buffer was previously observed[130] and our 

simulation results confirm that the membrane stabilizes the secondary structure of EFP. 

Average insertion depths, insertion angles, and helicity based on hydrogen bonding and 

dihedral angles are reported in Table 3-2. For membrane simulations, only membrane associated 
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structures were considered. Again, it can be seen that EFP is inserted most and EFP-X is inserted 

least according to the average insertion depths of the peptide centers of mass. The average N-

terminal insertion angle is near 90o for all peptides. However, while the average reflects the 

dominant structures for EFP and W8A it is a result of an average over populations with different 

insertion angles for EFP-X (see also Figure 3-2) 

 

Figure  3-3: Left panel: Potential of mean force (PMF) of EFP-AQ from weighted-histogram 

analysis (WHAM), projected onto average helicity based on hydrogen bond criterion and radius 

of gyration (in Å). Different colors reflect relative free energies as indicated by the color bar (in 

kcal/mol). Right panel: Dominant structures for simulations with EFP-AQ from clustering as in 

Figure 3-2. 

3.4.3 Helical propensity in EFP 

Experimental data suggests that EFP has a tendency to form helical structures in the presence of 

the membrane[130]. From our simulation data, helicity was calculated according to two criteria: 

based on hydrogen bonding and backbone φ/ψ-sampling (see Methods section). Overall, average 
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helicity is largest for EFP-X and slightly lower for EFP (see Table 3-2). Helicity is significantly 

reduced in the W8A mutant and even further for EFP in aqueous solvent. In order to examine 

helical propensity in more detail, we have calculated helicity as a function of residue along the 

EFP sequence for all of the peptides studied here. The results shown in Figure 3-4 indicate that 

all peptides have a strong tendency to form helical structures in the central region of the peptide 

(residues 8-10) consistent with NMR chemical shift measurements[130]. Furthermore, there is 

significant helical propensity at the N-terminus. Mutating W8 to alanine reduces the helicity in 

the N-terminal domain but does not cause any significant change in helicity in the C-terminal 

part of the peptide. This observation is also consistent with experiment[130]. There are two 

breaks in helicity close to the proline residues (P10 and P14). Since there is no amide hydrogen 

on P10 and P14 these two residues are not able to form hydrogen bonds with L6 and P10. The 

role of proline in inducing helical breaks was also observed experimentally and is hypothesized 

to be important for fusion activity in Ebola[155] as well as influenza fusion peptide[134]. 

Including extra residues at the N- and C-termini of EFP changes the overall structure and 

orientation of EFP as described above but does not appear to significantly change the α-helicity 

profiles. 

Formation of 310-helices was also investigated based on an i, i+3 hydrogen bond criterion 

(see Methods section). In all four simulations, the peptide has a high propensity to form 310-

helix at W8. It should be noted that a residue may be in both α- and 310-helical form if 

bifurcated hydrogen bonds are present. Formation of a 310-helix in the central region of the 

peptide was also observed experimentally[130]. In addition to W8, G13 also shows a high 

propensity to form 310-helices. According to Figure 3-4 C, EFP appears to prefer α-helical 
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structures from G1 to I4 310-helices. This preference for α-helices is even more pronounced for 

EPF-X whereas W8A and EFP-AQ have similar propensities towards either helical form.  

3.5 Discussion and conclusion 

In this study we describe results from simulation of EFP in the presence of membrane and water 

environments. An implicit description of the environment allowed us to reach much longer time 

scales than what would be possible with explicit lipid/water simulations. In particular, the 

implicit membrane model avoids the need for relatively slow lipid relaxation in response to 

different peptide conformations. Further sampling enhancement is gained from using replica 

exchange sampling and a reduced friction coefficient in Langevin dynamics. While the exact 

time scales covered in our simulations are difficult to determine, we estimate that the μs-ms 

range is reached despite a nominal length of the simulations of only tens of nanoseconds.  

On the other hand, the use of an implicit membrane model introduces certain approximations 

and in particular focuses on the mean-field effect of the membrane environment while neglecting 

specific molecular details of peptide-membrane interactions. While this may appear to be a 

serious limitation, we have used the same approach previously to study membrane-bound 

influenza virus fusion peptide[78] and phospholamban[76] In both cases, we found very good 

agreement with experimental data. In fact, the agreement appears to be better than with previous 

explicit lipid simulations presumably because of the much longer time scales that could be 

covered with the implicit solvent model. In particular, the dominant conformation predicted for 

membrane-bound influenza virus fusion peptide predicted by our simulations was recently 

confirmed experimentally[124]. Furthermore, similar but simpler implicit membrane models 

than the HDGB model used here, have also been very successful in describing the 
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conformational ensemble of other membrane-bound peptides in good agreement with experiment 

[55, 62, 65, 136]. This suggests that the approach taken here is reasonable for obtaining realistic 

conformational ensembles of membrane-bound EFP. However, it is clear that a full 

understanding of fusion peptide-membrane interactions will eventually also have to include 

simulations with explicit lipids.   

In our simulations, EFP samples a variety of conformations with different degrees of partial 

helicity. Sampling of helical structures is reduced in the W8A mutant and in water while 

extending EFP by three residues at the N- and C-termini slightly enhances helicity. EFP by itself 

mostly prefers a central helix that is oriented parallel to the membrane. In contrast, the addition 

of extra residues from the GP2 sequence context leads to significant sampling of helix-break-

helix motifs where N- and C-terminal helices are oriented more obliquely with respect to the 

membrane normal. A conformation with a central helix parallel to the membrane is also 

observed, but the helix is shorter in the EFP-X construct than in the EFP sequence (see C2 in 

Figure 3-2). The extra residues also significantly reduce the affinity of the peptide for the peptide 

as a result of charged residues at both ends. These results indicate that the sequence context is 

important in determining the conformation of membrane-bound EFP. Similar conclusions were 

found for influenza virus fusion peptide (IFP) where the addition of an experimentally used C-

terminal tag also appeared to affect conformational sampling and orientation relative to the 

membrane[78]. Our findings therefore strongly suggest that implications based on structural 

studies of just the fusion peptide alone should be treated with caution and that it may be 

necessary to study fusion peptides in the context of the fusion protein to fully understand their 

interactions with membranes and ultimately the mechanism by which they exert their fusogenic 

activity.   
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Figure  3-4: Average fraction of helical conformations as a function of residue for EFP (circle), 

W8A (triangle), EFP-X (square) and EFP-AQ (cross). A:Helicity is defined by O(i) – H-N(i+4)  
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Figure 3-4 (cont’d) 

hydrogen bonding (< 2.6 Å distance); B: Helicity is defined by -70≤ψ≤-50 and -35≤φ≤-55; C: 

310- helicity is defined by O(i) – H-N(i+3) hydrogen bonding (< 2.6 Å distance) 

 

EFP is an internal fusion protein with extra residues from the GP2 fusion protein on both the 

N- and C-termini. Under the assumption that neither the N- or C-terminal part of GP2 inserts 

deeply into the host cell membrane the type of EFP conformations that are possible in the context 

of GP2 are constrained. Conformations where both N- and C-termini are inserted into the 

membrane (like A1 or C1) appear to be unlikely. Furthermore, the trans-membrane (TM) 

structures observed for the short EFP construct would be ruled out because it would require the 

22 N-terminal residues of GP2 to either cross the membrane or be inserted into the membrane as 

well. Membrane insertion or crossing is unlikely due to the presence of charged and polar 

residues at the N-terminus of GP2. More likely conformations of EFP in the context of GP2 

appear to be C2, C3, or C4 all of which would allow N- and C-terminal residues to connect to the 

peptide outside the membrane or just at the membrane-water interface. 

It is also interesting to compare the structures observed for EFP with earlier results for IFP. 

In our simulations, IFP samples largely helix-break-helix structures as confirmed by recent new 

experimental data [78, 123, 124]. 

Those structures resemble the structures C1 and C3 seen for EFP-X but in the IFP 

simulations, those conformations where found to lie mostly parallel to the membrane while the 

EFP helix-break-helix structures appear to be oriented perpendicular to the membrane. It 
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therefore seems from this study and our previous work that there are common structural elements 

shared between viral fusion peptides. This would suggest a common fusogenic mechanism, but 

more work is clearly needed to come to definite conclusions in this regard.  

Another issue that has been so far neglected is that viral fusion proteins and in particular their 

fusion peptides are known to oligomerize. It will therefore be critical to expand future studies to 

fusion peptide oligomers to better understand the membrane fusion process. The implicit 

membrane methodology applied here could also be used to study fusion peptide oligomers albeit 

with more extended conformational sampling because of the additional degrees of freedom.  

It is our hope that the present study motivates not just further computational studies of viral 

fusion studies but also stimulates a closer experimental look at the effect of the fusion protein 

context on the conformational sampling of the fusion peptide in Ebola and other viruses.   
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4.1 Abstract  

An extension to the heterogeneous dielectric generalized Born (HDGB) implicit membrane 

formalism is presented to allow dynamic membrane deformations in response to membrane-

inserted biomolecules during molecular dynamic simulations. The flexible membrane is 

implemented through additional degrees of freedom that represent the membrane deformation at 

the contact points of a membrane-inserted solute with the membrane. The extra degrees of 

freedom determine the dielectric and non-polar solvation free energy profiles that are used to 

obtain the solvation free energy in the presence of the membrane and are used to calculate 

membrane deformation free energies according to an elastic membrane model. With the dynamic 

HDGB (DHDGB) model the membrane is able to deform in response to the insertion of charged 

molecules thereby avoiding the overestimation of insertion free energies with static membrane 

models. The DHDGB model also allows the membrane to respond to the insertion of membrane-

spanning solutes with hydrophobic mismatch. The model is tested with the membrane insertion 

of amino acid side chain analogs, arginine-containing helices, the WALP23 peptide, and the 

gramicidin A channel.  
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4.2 Introduction 

Membrane proteins account for about 30% of the proteins in a cell and are responsible for a large 

number of biological activities[162-164]. Therefore, understanding their structure and dynamics 

is essential for gaining complete knowledge of life processes occurring in a cell. While 

experimental techniques have provided much of the available structural information, computer 

simulations of biological systems and of membrane proteins in particular have been able to 

provide critical information about the dynamics and energetics of these macromolecules[165-

167]. 

Molecular dynamics (MD) simulations of membrane-interacting proteins have remained a 

challenging task due to the complex nature of the membrane bilayer[69-71]. Slow relaxation 

times of the lipid molecules require long simulations at significant computational cost to achieve 

statistical convergence when lipids and solvent molecules are considered explicitly[168]. In 

order to address this issue, alternative models have been considered that do not involve an all-

atom representation of the water and lipid molecules [33, 35, 38-40, 48, 50, 169]. In these 

models, the solvent degrees of freedom are approximated by a mean-field term that only 

considers the average effect of the environment rather than detailed specific interactions between 

the solvent and the solute [33, 35, 38-40, 48, 50, 169]. In most of these implicit solvent models, 

the environment is considered as a dielectric continuum where the electrostatic solvation free 

energy is obtained by numerical solution of the Poisson-Boltzmann (PB) equation [38-40, 169]. 

The PB model is easily extended to heterogeneous environments and can describe membranes as 

systems consisting of layers with different dielectric constants [38-40, 170]. The PB-based 

electrostatic solvation free energy can then be combined with an implicit non-polar term to 

obtain the total solvation free energy. Non-polar terms are commonly calculated using the 
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solvent-accessible surface area (SASA)[39, 53, 171] but may also include an additional implicit 

solute-solvent van der Waals term [172, 173]. 

Because direct solution of the PB equation is computationally expensive and numerically 

problematic for use in molecular dynamics simulations [41, 174-176], the generalized Born (GB) 

model is often used as an analytical approximation [45]. In the GB formalism, the electrostatic 

contribution to the total solvation free energy is approximated as a sum of screened pairwise 

interactions between the charges of a given molecule.  Many formulations of GB have been 

proposed with different levels of accuracy and speed compared to the PB equation [35]. The GB 

formalism has also been extended to heterogeneous environments such as membranes [55, 62, 

73]. In early implementations of implicit membrane GB models, the membrane dielectric was 

assumed to be equal to the solute dielectric so that a simple two dielectric model could be 

retained [55, 62].  A more detailed model involving a variable dielectric constant was proposed 

by us [73]. This so-called heterogeneous dielectric generalized Born (HDGB) model was 

motivated by dielectric profiles obtained from explicit solvent simulation of lipid bilayers[72] 

and implemented as an extension of the GBMV (GB with molecular volume) model [51]. The 

HDGB model does not require the protein to have the same dielectric as the membrane interior 

and therefore allows for a polarization response of the lipid bilayer. HDGB was tested for a 

variety of protein and peptide systems and was found to closely match PB results [73], to 

reproduce energetics from explicit solvent/lipid simulations [73, 76], and to generate 

conformational sampling in good agreement with experimental data [76, 78, 79, 177]. 

All of the implicit membrane models proposed so far, including the HDGB model, assume 

that the membrane bilayer does not vary over time. In contrast, experiments and explicit solvent 

simulations suggest that membrane bilayers are dynamic and can deform in response to inserted 
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biomolecules [178]. In the presence of a charged particle, for instance, water molecules and lipid 

head groups may accompany the charge in the membrane interior and keep it partially solvated 

[77, 93, 179]. As a result, the penalty for inserting charged groups into the hydrophobic bilayer is 

greatly reduced compared to what is predicted by implicit membrane models that assume a fixed 

bilayer width. For instance, the penalty for inserting a positive arginine side chain into an explicit 

dipalmitoylphosphatidylcholine (DPPC) bilayer was reported to be 17.8 kcal/mol[93] while 

implicit membrane models overestimated the insertion penalty to be as high as 44 kcal/mol [88]. 

Within the context of an implicit membrane formalism, membrane deformations can be 

included by allowing the dielectric profile to deviate from standard slab geometries and by 

adding the intrinsic cost of such membrane deformations to the free energy of solvation. The 

energy required to deform a model membrane can be obtained from elasticity theory [81, 82, 86, 

87, 180, 181].  In this theory, the membrane is considered as an elastic sheet with material 

properties that describe its resistance towards different deformations such as bending, stretching, 

and compression [86, 182, 183].  Choe et al. developed such an approach to determine the 

minimum-energy membrane geometry, deformation energy, and solvation free energy for a 

membrane-embedded protein [88]. This formalism has been tested for a poly-leucine trans-

membrane (TM) helix with a positive arginine residue at its center [88]. The calculated insertion 

energies were found to be in good agreement with previously calculated explicit solvent free 

energies [93]. An issue with this approach is that the optimal membrane geometry in the vicinity 

of the inclusion is not known a priori and has to be obtained by a relatively costly minimization 

of the overall energy [88]. The performance of this approach can be improved by using a search 

algorithm to choose a reasonable initial geometry [89]. However, the membrane geometry 

minimization followed by the use of PB for calculating the electrostatic contribution to the 
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solvation free energy essentially limits its application to those cases where protein structure and 

membrane dynamics are decoupled [88, 89]. In other words, the protein structure is not allowed 

to vary in response to membrane deformations in this scheme.  

In order to obtain a fully dynamic model where both, the membrane shape and solute 

conformations, can vary in a concerted fashion during MD simulations, we have extended the 

HDGB model[73], to include membrane deformations. In the following, a description of the 

theory and simulation methods is given before first applications to the membrane insertion of 

amino acid side chain analogs and the dynamics of membrane-embedded peptides are discussed.  

4.3 Theory 

An extended Hamiltonian approach was followed to introduce the membrane deformation 

through extra degrees of freedom (DOF) that are propagated along with the rest of the system. 

The modified Hamiltonian (H) is written in terms of the atomic (x3N) and the membrane DOF 

(SNs) as follows 

kin
NsN

pot
NsN ESxESxH += ),(),( 33   4.3.1

with Ns being the number of DOF that represent the membrane. Epot and Ekin are the potential 

and kinetic energies, respectively. The kinetic energy of the extended system is simply written as 

the sum of the atomic kinetic energies and the new DOFs (Eq.  4.3.2) which we are going to refer 

to from hereon as the membrane deformation parameters (MDP).  
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vi and vs are the velocities of atom i and the membrane associated DOFs, and mi and ms are the 

corresponding masses.   

The potential energy of the extended system involves a modified implicit solvation term. 

Following the procedure by Choe et al. [88], the solvation energy of such a system is written in 

terms of the electrostatic (∆GGB), the non-polar (∆Gnp), and the membrane deformation energy 

(∆Gmem) as shown in Eq.  4.3.3. The first two terms depend on the MDPs in addition to the 

atomic coordinates while ∆Gmem is only a function of the MDPs.    

)(),(),(),( 333 Ns
mem

NsN
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NsN
GB

NsN
sol SGSxGSxGSxG Δ+Δ+Δ=Δ   4.3.3

In the following, the calculation of each of these three terms is described in more details: 

4.3.1 Membrane deformation energy (∆Gmem) 

Following Choe et al. [88, 89], we used elasticity theory to estimate the membrane deformation 

energy. In this model, ∆Gmem for one leaflet is written in terms of three main deformation 

moduli as follows[81, 82, 86-88] 
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In Eq.  4.3.4, Ka, Kc, and α are the compression, bending and surface tension moduli, 

respectively. d0 represents the width of the unperturbed membrane while u denotes the deviation 

of one leaflet from its unperturbed width, which we are going to refer to as leaflet deformation. 

In our definition, positive and negative deformation values stand for expansion and compression 

along the membrane normal, respectively. The double integral is taken over the entire plane of 

the membrane. The values for each modulus is taken from previous work [88]. 

We make the assumption here that the membrane deformation energies in the top and bottom 

leaflets are independent of each other and that both terms can therefore be simply added to yield 

the total deformation energy for a bilayer. Furthermore, the overall geometry of the molecules 

inserted in to the membrane is approximated by a cylindrical inclusion. For the purpose of 

deformation energy calculation we followed the assumption made by Choe et al.[88]and 

considered the axis of the cylinder to be parallel to the membrane normal. The curve along which 

the membrane meets the inclusion is going to be referred to as the contact curve. The projection 

of the contact curve on the xy plane, or any planes parallel to the xy plane, forms a circle called 

contact circle.(cf. Figure 4-1A)    

In order to obtain an optimal membrane configuration, we minimize the membrane 

deformation energy in Eq.  4.3.4 with respect to u. This leads to the following equation[82, 86-

89] 

02
2
0

24 =+∇−∇ u
Kd

Ku
K

u
c

a

c

α   4.3.5

To solve Eq.  4.3.5, four boundary conditions are required. Many membrane-bound peptides 

such as TM helices for example, are approximated well with a simple cylindrical model. In this 
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case, we can rewrite Eq.  4.3.5 in terms of r (the distance from the center of the cylinder) and θ 

(the angle around the circle where the membrane meets the cylinder). Following Choe et al., [88] 

we assume that the membrane will be flat with its unperturbed thickness far from the solute. 

Therefore,  

∞→=
∂
∂

∞→=

r
r
u

ru

0

0
  4.3.6

The other two boundary conditions are the leaflet deformation and the contact slope around 

the contact curve.  

To estimate the boundary conditions in the vicinity of the solute, we chose five evenly 

distributed points around the cylinder model for each leaflet. These points will be referred to as S 

= {S1, S2,…, S5} for the top leaflet and S′ = {S6, S7,…, S10} for the bottom leaflet. They 

represent the leaflet deformation at θ ={0, 2π/5,…, 8π/5} (cf. Figure 4-1 A) i.e. S1=u(r0, θ=0) 

where r0 is the radius of the cylinder. In our model we chose d0=50 Å as the unperturbed width 

of a DPPC model membrane as originally parameterized for the static HDGB model [73]. This 

width approximately corresponds to the width of the entire membrane including its head groups. 

Membrane deformation occurs when the contact points vary along z away from the 

equilibrium value for a planar bilayer. All points are allowed to vary independently, thereby 

allowing angular-dependent complex deformation geometries. The leaflet deformation for any 

arbitrary point is generated through cubic spline interpolation from the discrete points, f(S,θ). 
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Figure  4-1: (A) A schematic representation of an arbitrary deformation around a cylindrical 

solute inclusion in the top leaflet of the membrane bilayer. Fixed points at chosen angles (θ) 

around the contact curve where the membrane meets the solute cylinder (shown in gray) are 

indicated as red  points. A cubic spline interpolation (f(S, θ)) of the leaflet deformation vs. θ is 

defined to calculate the deformation at any arbitrary point around the contact curve. The 

projection of the contact curve on an arbitrary plane parallel to the xy plane is shown with a blue 

circle. (B) Top view of the helix modeled with a cylinder in panel A. For an arbitrary atom 

marked with a blue point on the helix, the center of the contact circle is calculated as described in 

Eqs.  4.3.8 and  4.3.9 and shown with a green point. Then κ is calculated as explained in Eq. 

 4.3.10. 
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For any given point on the contact curve, assuming that the radius of the cylinder is fixed, the 

position of the point on the contact circle on the xy plane can be specified with an angle φ. This 

angle is defined as the angle between the vector that connects the point to the origin and the x 

axis. Following Choe et al.[88] the contact slope at each point on the contact curve with angle φ 

is calculated as 

ϕϕ
θθ |),(|),(

0

0
r
Sf

r
ru

−=
∂

∂   4.3.7 

Given the boundary conditions from Eqs.  4.3.6 and  4.3.7, Eq.  4.3.5 was solved numerically 

using finite difference method with 20 angular and 3000 radial grid points. From the calculated 

u(r,θ) the corresponding values for ∆Gmem were then obtained via Eq.  4.3.4. The leaflet 

deformations at different angles θ were changed from -25 Å to 10 Å with 5 Å increments (total 

of 8 values) and all possible combinations were sampled exhaustively. The corresponding 

deformation energy for each combination was calculated, which gave rise to a total of 85 

calculations. The resulting energies were tabulated so that ∆Gmem and smooth derivatives could 

be obtained for any given deformation via cubic spline interpolation. Because the test systems 

considered here only involved TM helices and small amino acid side chain analogs, we tabulated 

deformation energies only for fixed radii r0 of 7.5 Å (for the helical systems) and 4.0 Å (for the 

small molecules). In order to simulate other systems, the table would have to be recalculated for 

the appropriate radius of an approximate cylinder. Alternatively, one could also pre-calculate the 

deformation energies for discrete values of r0 and interpolate in the r0 dimension as well. 

However, because the additional dimension greatly increases the memory demands for the 
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deformation energy lookup table beyond what may be available on typical workstations, we did 

not pursue this option here. 

To consider the effect of local membrane deformation on the solvation free energy of each 

atom, the local deformation at the position of each atom has to be obtained. To calculate the 

deformation of top and bottom leaflets at the position of any given atom i, uu,i and ul,i, we first 

found the projection of the contact curve on a plane parallel to the xy plane that passes through 

this atom (shown with solid blue circle in Figure 4-1 B). The center of the circle was chosen to 

be the weighted average of atomic coordinates of all atoms whose z coordinates are within 15 Å 

from atom i. The weighting function given in Eq.  4.3.8 was determined empirically:  
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The x and y coordinates of the center of the hypothetical circle for atom i (CXi and CYi) were 

then obtained from Eq.  4.3.9 

∑

∑

∑

∑
==

j
ij

j
jij

i

j
ij

j
jij

i w

yw

CY
w

xw

CX ;
 

 4.3.9

Next, the angle (κi) of atom i on this circle was defined as follows with respect to the x axis 

(cf. Figure 4-1 B)  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−
−

= −

ii

ii
i CXx

CYy1tanκ   4.3.10



97 

 

In Eq.  4.3.10, κi=π/2 if 
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However, Eq.  4.3.10 is not defined for atoms where xi-CXi=0 and yi-CYi=0. In addition, we 

also observed that for atoms whose distance from their center is smaller than 1.5 Å, the 

derivatives of κi with respect to the atomic coordinates is not continuous. To address this issue, 

we considered ri as the distance of each atom from its corresponding circle. Based on the 

magnitude of ri, two possible states were considered. For ri ≥ 1.5 Å, the calculated angle κi was 

used in both leaflets spline interpolations f(S,θ) and f(S′,θ)  to obtain the corresponding leaflet 

deformation using the following equations 

iiu Sfu κθ |),(1,, =   4.3.11
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 4.3.12

In the second case, the leaflet deformation was assumed be the average of the top and bottom 

MDPs for ri < 1.5 Å 
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This distance cutoff was chosen to ensure the continuity of the derivatives of uu,i  and ul,i 

with respect to xi and yi. Finally, we defined the deformation in top and bottom leaflets as the 

weighted averages of the two possible states mentioned above. We chose a simple switching 

function as the weighting function (Eq.  4.3.17) and we determined its parameters empirically. 
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4.3.2 Electrostatic solvation free energy (∆GGB) 

In the HDGB formalism, ∆GGB is written in terms of the atomic charges, qi, qj and the effective 

local dielectric constant ε′i,j as follows 
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where αi is the atomic Born radius and the dielectric constants are only a function of the position 

of each atom along the membrane normal [73, 76]. 
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Here, we are extending this formalism to include the effect of leaflets deformation at the 

position of any atom i via the uu,i and ul,i parameters.  

),,( ,, iliuiii uuzεε ′=′   4.3.20

This formalism and the following analysis consider only the deformation in one leaflet (i.e. 

uu,i=ui , ul,i=0), but later in this chapter we will address how to consider deformations in both 

leaflets.  

 

Figure  4-2: Schematic illustration of the dielectric profile calculation for a symmetric 

deformation of -15 Å in the top leaflet. The hydrophobic core is assumed to be 30 Å thick with 

the dielectric constant of 2. The z axis is chosen to be the membrane normal. The probe charge is 

shown as a blue sphere. It is translated along the green line in 1 Å increments. The unperturbed 

membrane width (d0) is shown with a black dashed line.  

In order to calculate the effective dielectric constant for an atom i as a function of both, its 

position along the membrane normal and the local leaflet deformation, we revised the original 

dielectric profile calculation [73]. First, we considered a simple two-dielectric membrane model 
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where the thickness of the hydrophobic core was chosen to be 30 Å with a dielectric constant of 

2. The head group region and water dielectric constant was set to 80. The top leaflet was 

symmetrically deformed from u=+10 Å (expansion) to u=-25 Å (compression towards the center 

of the bilayer) around a cylinder with the radius of 7.5 Å. For each deformation value, a 

monovalent probe charge with a radius of 2 Å was displaced along the edge of the cylinder from 

z=-25 Å to z=+25 Å with 1 Å increments. For each position of the probe charge along the 

inclusion edge, the solvation free energy of the charge was calculated according to the PB 

equation using the APBS package [184]. 161 grid points were used in each direction with grid 

spacing of 0.5 Å. Figure 4-2 illustrates the setup of dielectric profile calculation for u=-15Å.  

Dielectric profiles ε′(z,u,0) were then obtained from the inverted Born equation using the 

solvation energies calculated from PB with q2=1 and a=2 Å for the probe charge:  

aGq
quz

PBΔ+
=′

2

2

166
166)0,,(ε   4.3.21

The dielectric profiles calculated from this method were subjected to further optimizations to 

improve the agreement between the calculated insertion energies of amino acid side chain 

analogs and the previously reported values by MacCallum et al.[77] For each amino acid side 

chain analog, the center of mass of the analog was first positioned at z=30 Å and the top leaflet 

was deformed around the hypothetical cylinder from u=0 Å to u=-25 Å with 2 Å increments. The 

minimum total energy was saved as the reference. The same procedure was repeated for z=0 Å 

and the insertion energy (from bulk solvent to the center of the membrane) was then calculated 

as the difference between the two minimum energies. The optimization was continued until a 
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good qualitative agreement between the calculated insertion energies and those obtained from 

explicit solvent simulation[77] was achieved.  

As a result of this optimization, a general scheme for calculating dielectric constant for an 

arbitrary position along the inclusion edge was devised as follows: 
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In Eq.  4.3.22, ε′(zi,0,0) is the original dielectric profile for a flat membrane[73, 76], aε, eε and 

c are adjustable cubic spline functions of z and I=0. The final functions for aε, c and eε are shown 

in Figure 4-3 A and the calculated dielectric profiles for some deformation values are shown in 

Figure  4-3 B as examples. 

The dielectric profiles calculated for the distorted membrane show that, compared to the flat 

membrane [73, 76], the polarization effect extends to longer distances along the membrane 

normal from the surface of the membrane. In other words, the diffusion of high dielectric solvent 

to the low dielectric region of the membrane hydrophobic core mimics the water defect that was 

previously observed in explicit solvent simulations[77, 93] (see Figure 4-3). 
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4.3.3 Non-polar solvation free energy (∆Gnp) 

In the original HDGB model [73], ∆Gnp was calculated from the atomic solvent accessible 

surface areas (SASAi) multiplied by the cost of cavity formation (γ′) at the position of atom i 

along the membrane normal.  

∑ ′=Δ
i

iinp SASAzG )(γ  
 4.3.25

In the new formulation of ∆Gnp, γ′ is assumed to be a function of the deformations in both 

top (uu,i) and bottom (ul,i) leaflets at the position of each atom i and the position of the atom 

along the membrane normal (zi):  

),,( ,, iliui uuzγγ ′=′   4.3.26

Following the same procedure for obtaining the dielectric constant profiles, here we only 

consider the deformation in one leaflet (i.e. uu,i=ui , ul,i=0). However, later we will describe how 

simultaneous deformation in both leaflets are considered. 

To include the effect of a leaflet deformation in γ′, first aγ′ and then eγ′ were obtained by 

multiplying aε and eε (Figure 4-3 A) with 0.015 to match the range of non-polar values from 0 to 

1.2. The resulting scaled coefficients were then used to obtain the primary non-polar profiles 

using the following equation: 
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where γ′(zi,0,0) is the original non-polar profile of the unperturbed membrane[76] and w(ui) is 

the same as described in Eq.  4.3.23. The scaled coefficients were then subjected to optimization 

to match insertion energies for amino acid analogs from explicit solvent simulations[77] as 

explained above for the dielectric constant profile. The best value for I was found to be 1.5 and c 

was chosen to be the same for both dielectric and non-polar profile. The optimized functions 

along with selected non-polar profiles at different deformations are shown in Figure 4-3 C and D.  

In the derivation presented so far, one leaflet was kept flat while the other leaflet was allowed 

to deform. If both leaflets deform simultaneously, the deformation energy is assumed to be 

additive but the dielectric and surface tension modulation profiles are obtained as weighted 

averages of the individual values calculated separately for the top and bottom leaflets according 

to Eqs.  4.3.22 4.3.24 and Eq.  4.3.27. To determine the weighting function, 21 membrane 

geometries with different deformations in top and bottom leaflets were generated. The dielectric 

profiles were calculated from PB following the same procedure as described above. A weighting 

factor (η) based on a simple switching function was then fitted to match profiles obtained 

individually according to Eqs.  4.3.28 and 
 
4.3.29 for the dielectric and surface tension 

calculations: 

),0,()1()0,,(),,( ,,,, iliiiiuiiiiliuii uzuzuuz εηεηε ′−+′=′   4.3.28
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),0,()1()0,,(),,( ,,,, iliiiiuiiiiliuii uzuzuuz γηγηγ ′−+′=′  
 4.3.29

for an atom i that resides in a bilayer whose top leaflet is deformed by uu,i and bottom leaflet is 

deformed by ul,i at the position of atom i. As a result of the optimization, the weighting function 

was determined to be: 
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4.4 Computational Methodology 

The  dynamic heterogeneous dielectric generalized Born model (DHDGB) was implemented as 

an extension of the HDGB model[73] in the macromolecular simulation package CHARMM, 

[159] version c36a1. Simulations of the WALP23 peptide were performed using the 

CHARMM22 force field[139] with the CMAP correction[24] while the gramicidin A channel 

was modeled using the CHARMM36 force-field[185] with the improved CMAP potential for D-

amino acids [185]. No cutoffs were used for the non-bonded interactions. The MMTSB Tool 

Set[138] was used for the minimizations, equilibration steps, and for the analysis.   
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Figure  4-3: (A) Optimized coefficients in Eq. 24 for the dielectric profile calculations aε: solid 

green line, c: dotted red line and eε: dashed blue line; (B) dielectric profiles calculated using 

coefficients in panel A and Eqs. 22-24 for different symmetric deformations in one leaflet: u=-25 

Å: blue, u=-15 Å: green, u=-5 Å: red, u=+3 Å: cyan, and u=0 Å dashed black line. The original 

dielectric profile for a flat membrane is shown with green circles[73, 76]; (C) optimized 

coefficients for surface tension modulation profile calculations aγ′: solid green line and eγ′ : dash 

blue line (D) calculated non-polar profiles for different deformations in one leaflet with colors as 

in panel B.   
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4.4.1 Membrane Insertion of Small Molecules 

The performance of the DHDGB model was first tested by comparing amino acid side chain 

analog insertion free energy profiles with previously calculated data from explicit solvent/lipid 

simulations [77]. For each amino acid analog, the center of mass of the corresponding molecule 

was translated from 30 Å to 0 Å along the membrane normal (z axis) using 1 Å increments. For 

each insertion depth, all MDPs corresponding to the top leaflet were varied from u=0 Å (flat 

leaflet) to u=-25 Å with 2.5 Å increments while the bottom leaflet was kept flat. In calculating 

deformation energies, we assumed that each side chain analog can be approximated as a 

cylindrical inclusion with a fixed radius of 4 Å. For each insertion depth of the side chain 

analogs, the top leaflet was deformed from flat state to -25 Å while the center of mass of the side 

chain analog was kept fixed. For each resulting membrane deformation, average energies were 

obtained by exhaustive sampling of different rotation angles of the molecule around its x and y 

axes at 18° increments and averaging over all possible states. Finally, the insertion energy was 

obtained as the difference of the minimum average energy at each insertion depth relative to 

z=30Å where the molecule is outside the membrane and solvated only with water. The 

deformation energy for each membrane configuration was obtained using tabulated valued for 

r0=4 Å as described above. 

4.4.2 Arg-Containing TM Helix 

To compare the insertion free energy of charged arginine (Arg) side chains embedded in long 

TM helices, a poly-leucine helix with 91 residues was constructed and the middle residue was 

mutated to Arg, following previous work by Dorairaj et al.[93] The helix was oriented in such a 

way that its long axis is parallel to the z-axis and its center of mass is located at the center of the 
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bilayer. The helix was rotated around the z-axis so that the projection of the Arg center of mass 

onto the contact curve is located at θ=0. Thus, the MDP closest to the Arg is S1. The insertion 

depth of Arg was defined as the position of the Cα of Arg side chain along the z-axis. To obtain 

the insertion profile, the TM helix was translated along z with the Arg location changing from 0 

Å to 30 Å. For each Arg insertion depth, the helix and the MDPs were subjected to 50 steps of 

steepest descent (SD) minimization followed by a long adopted-basis Newton-Raphson (ABNR) 

minimization run. Minimization was carried out for at least 5000 steps or until the energy 

changed less than a tolerance of 10-7 kcal/mol. The final energy at each insertion depth was 

chosen as the minimum energy and the insertion energy was calculated relative to z=30 Å. 

4.4.3 WALP23 Peptide 

The helical WALP23 peptide (sequence: GWWLALALALALALALALALWWA) was studied 

to test the effect of hydrophobic mismatch. The peptide was capped with an acetyl group on the 

C-terminus and an N-methyl amide group on the N-terminus. The initial structure was subjected 

to 50 steps of SD minimization followed by 1000 steps of ABNR minimization in an implicit 

membrane represented by the HDGB model[73] with the modified dielectric and non-polar 

profiles [76]. Other implicit solvent parameters are described elsewhere [74]. The temperature of 

the minimized structure was gradually increased to 300K during six rounds of equilibration. In 

each equilibration stage, the temperature of the peptide was increased by 50K and 10,000 MD 

steps were carried out. The time step was chosen as 1.5 fs to maintain stable simulations with the 

implicit solvent model [143]. The SHAKE algorithm was applied to constrain bonds involving 

hydrogen atoms [140]. The temperature was maintained by using a Nosé-Hoover thermostat[186, 

187] with a temperature coupling constant (qref) of 50 K.cal.s2. The equilibrated structure was 
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used as the initial structure for 32 independent MD simulations using the DHDGB model, each 

run over 20 ns length for a total simulation time of 640 ns. In each simulation, the temperature of 

the peptide was set to 303 K and the temperature of the MDPs was set to 0.5 K with a Nosé-

Hoover coupling constant of 0.1 K.cal.s2. The mass of the MDPs was set to 50,000 amu. The 

MDPs parameters were chosen in a way that the fluctuations in membrane deformation in a 20 ns 

simulation of MDPs mimicked the fluctuations observed in the reference explicit solvent 

simulation of a DPPC bilayer with the same length. To compare with the DHDGB model, 32 

independent simulation using the HDGB[73, 76] model (with a fixed membrane) were also run 

for 20 ns each.  The last 16 ns of each simulation were used for further analysis.  

In order to identify the dominant structures of WALP23 in DPPC using DHDGB model, 5% 

of the total sampling was used to generate 2 ensembles: one with the structures with the insertion 

angle smaller than 15° and the second ensemble with the structures with insertion angle of 20° to 

45°. The dominant structure of each ensemble was obtained using kclust method and the radius 

of 2 Å using heavy atom RMSD. The RMSD for clustering was obtained after aligning the 

structures in such a way that the insertion angle and insertion depth are preserved[78].  

4.4.4 Gramicidin A 

 As another test case for hydrophobic mismatch, the gramicidin A (gA) dimer was simulated 

with the DHDGB model. The initial structure of the dimer was obtained from the Protein Data 

Bank (PDB code 1JNO[188]). The minimization and equilibration steps followed the same 

protocol as for the WALP23 peptide described above. The equilibrated structure was then used 

as the starting structure for 16 independent simulations using the DHDGB model, each over 12.3 
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ns simulation time. The first 3.5 ns of each simulation were discarded and the remaining 8.8 ns 

were used for analysis.  

4.5 Results and Discussion 

The DHDGB model was implemented in CHARMM and applied to a number of test cases as 

detailed in the following:  

4.5.1 Amino acid side chain analogs 

The first test case involves membrane insertion free energy profiles for amino acid side chain 

analogs. Figure 4-4 compares profiles from  HDGB and DHDGB with explicit lipid simulation 

results [77]. As discussed previously [73, 76], HDGB is in good agreement with the explicit lipid 

results for most residues except for the charged amino acids (top row). DHDGB closely matches 

HDGB for non-charged amino acids but greatly improves the profiles for charged amino acids, 

avoiding the overestimation of the insertion free energies for Arg(+), Lys(+), Asp(-) and Glu(-) 

residues. This is a consequence of an effective decrease in the membrane thickness as the 

charged residues enter the membrane (see Figure 4-4, bottom panel). In case of the charged 

analogs, the top leaflet deforms by ~ -19 Å when the charged residues are at z=0. This 

deformation models the effect of water penetration and leads to a significant reduction of the 

insertion energy. For Arg(+), for instance, the application of DHDGB reduces the insertion free 

energy by ~15 kcal/mol. Minor membrane deformations are also found for polar residues at 

intermediate insertion depths, but the effect on the insertion free energy profiles is small with 

changes of less than 0.3 kcal/mol.  

To calculate deformation energies, the side chain analogs were assumed to be encompassed with 

a cylinder with a fixed radius of 4 Å. The use of a cylindrical model instead of considering the 



110 

 

actual shape of the inserted small molecules is necessitated by practical constraints - our model 

relies on pre-calculated deformation energies that are possible only for limited sets of geometries 

– but it can also be justified on physical grounds. Because of the size and shape of the lipids, we 

expect that the length scale over which the membrane deforms, and over which deformation 

energies vary, in response to inserted solutes is larger than the scale of shape variations of small 

molecules. Hence, a simple geometric approximation like a cylinder appears to be a reasonable 

approximation. The close agreement between insertion energies calculated for different side 

chain analogs using DHDGB and the explicit solvent model provides partial justification for this 

assumption, but this point certainly deserves further attention in future efforts to improve our 

model.  

4.5.2 TM Helix with a Central Arg(+) 

The second test case is a long poly-leucine TM helix with a central Arg(+) that has been 

previously studied to understand the insertion of charged residues into membranes. The insertion 

free energy profile was calculated with both, HDGB and DHDGB, and was compared with 

potentials of mean force from long explicit water/lipid umbrella sampling simulations in a DPPC 

membrane [93]. The results are shown in Figure 4-5. As for the charged amino acid side chain 

analogs, the use of DHDGB matches the explicit lipid insertion profiles much better than the 

original HDGB model. The explicit lipid and DHDGB curves are in near perfect agreement from 

9 Å to 30 Å while for deeper insertions the DHDGB model slightly underestimates the explicit 

lipid insertion free energies. When Arg(+) is at the center of the membrane, the insertion free 

energy is reduced from 35 kcal/mol with the HDGB model to 13.5 kcal/mol, compared to the 

explicit lipid free energy result of 17.8 kcal/mol [93].  
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Figure  4-4: Top panel: Amino acid analogs insertion free energy profiles 
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Figure 4-4 (cont’d) 

 with HDGB[73, 76] (dashed green) and DHDGB (dotted blue) compared to results from explicit 

solvent/lipid simulations[77] (solid red). Bottom panel: Minimized leaflet thickness upon amino 

acid side chain analog insertion in the DHDGB model. 

 

The discrepancy for deep insertions is likely due to idealizations of the deformation model that 

may become more problematic for very deep insertions [92]. However, differences in how the 

insertion profiles were obtained (minimization of an MMGB/SA function vs. PMF from 

umbrella sampling) or sampling inadequacies in the explicit lipid simulations that are notoriously 

difficult to converge [189], may also play a role.  

 

Figure  4-5: Membrane insertion energies for a poly-leucine TM helix with a central Arg(+). 

Energy calculated with the HDGB[73, 76] model (green squares) are compared with DHDGB 

energies (red circles), and explicit solvent results[93] (blue triangles). 
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In the free energy calculations for the same TM helix by Choe et al.[88] using the same 

elasticity model in combination with the PB equation the membrane was compressed 

systematically around the helix so that the contact curve followed the predetermined sinusoidal 

equation. As a result, the degree of deformation at a given Arg insertion depth was presumed 

without considering the coupling between peptide conformation and membrane deformation. In 

the DHDGB method, the MDPs were allowed to vary freely along with the Arg side chain 

orientation to find the optimal configuration. Therefore, no constraint was applied to the 

membrane configuration and no prior knowledge of a contact curve is required.   

 

Figure  4-6: Variation of deformations of top {S1,…,S5} and bottom{S6,…,S10} leaflets. The 

dashed red line represents the variation of MDPs for z(Arg:Cα)=30Å and the solid blue line 

shows the variation for z(Arg:Cα) =6Å. The thin solid black line represents the flat leaflets. 
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To follow the membrane deformation during the course of minimization, the MDPs were 

monitored and plotted against the minimization step in Figure 4-6 for two different insertion 

depths of Arg(+). When Arg(+) is outside of the membrane at z=30Å (dashed red line), there is a 

slight increase in the membrane thickness in both top({S1,…, S5}) and bottom ({S6,…,S10}) 

leaflets, presumably due to membrane adaptation to the hydrophobic poly-leucine helix that 

extends out of the membrane. However when the charge is inserted into the hydrophobic core, 

i.e. z=6Å, the top leaflet in the vicinity of the helix (S1) is significantly perturbed with a 

deformation of as much as -15 Å.  

The insertion energy calculated here is ~5.3 kcal/mol, smaller than the value obtained by Choe et 

al.[88] This difference probably results from using two different approaches for obtaining 

solvation free energies (GB vs. PB which was employed in Choe et al.[88] approach). 

4.5.3 MD simulation of WALP23 in a membrane bilayer 

The orientation of TM helices in membrane proteins is closely related to their structure and 

function [190]. In mechano-sensitive channels, for example, tilting and reorientation of the TM 

helices can lead to channel opening and closing [191, 192]. It is generally believed that the tilt 

angle of a TM helix is affected by the hydrophobic mismatch between the helix and the 

membrane bilayer. When the peptide hydrophobic length is greater than the membrane 

hydrophobic thickness, tilting provides better peptide-membrane interaction and less exposure of 

hydrophobic residues to the solvent. However, for short peptides whose lengths are comparable 

to the hydrophobic thickness of the membrane, the tilt angle is reported to be smaller [193]. 
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WALP peptides are synthetic short peptides that can model the hydrophobic mismatch in 

different membrane environments very well and, therefore, they have been the target of both 

experimental and theoretical studies [194-206]. 

As a further test, the effect of membrane deformations on the tilt angle of WALP23 was 

examined using MD simulations with both the DHDGB and the HDGB models. The tilt angle of 

the peptide was defined as the angle of the peptide axis with the membrane normal (z axis) and 

the membrane deformation was calculated as sum of the average deformations of top and bottom 

leaflets. The probability distribution of the tilt angle shows two states in both deformable and 

non-deformable models (see Figure 4-7 A). For the static membrane with a fixed thickness 

modeled by HDGB, the most probable insertion angles are located at 10.8° and 16.3° (Figure 4-7 

A, blue curve) with the smaller angle being slightly more favorable. However, the inclusion of 

the membrane deformation with the DHDGB model clearly affects the tilt angle distribution 

(Figure 4-7 A the red curve). The first peak of the distribution occurs at 9.2°, similar to the first 

peak with HDGB, but the second peak is shifted to much larger tilt angles of 26.4°. In Figure 4-7 

B the population distribution of membrane variation from DHDGB model is depicted. Closer 

look at the membrane variation reveals that conformations in the first peak do not coincide with 

significant variations in membrane thickness (-0.8 Å), while more significantly tilted 

conformations are concomitant with more significant membrane deformations (-2.4 Å). The 

dominant structures with different insertion angles are also depicted in Figure 4-7 C with green 

(insertion angle of 8°) and cyan (insertion angle of 26°). Aligning of these two dominant 

structures (Fig. 7C right pannel) shows that the orientation of the Trp side chain (shown in the 

black box) varies in the structures with different insertion angles. This observation suggests that 

the orientation in the green structure is favored in the perpendicular insertion while the 
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orientation in the cyan structure favors the tilted orientation which results in the membrane 

deformation. 

 

Figure  4-7: (A) Probability distribution of the membrane insertion angle of WALP23 in implicit 

membrane environment using HDGB (blue line) and DHDGB (red line) (B) Probability 

distribution of membrane deformation for insertion angles smaller than 15° (solid line with circle 
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Figure 4-7(cont’d) 

 marks) and insertion angles between 20° and 45° (dotted line with triangle marks) (C) The 

dominant structures of WALP23 with different insertion angles: green, insertion angle of 8° and 

cyan, insertion angle of 26°. The gray line shows the z axis (membrane normal). The right panel 

shows the aligned structures Trp with different side chain orientations are shown in a box. The 

structures are rendered in pymol[148]. 

 

 The overall average insertion angle obtained for WALP23 using the DHDGB model is 17.6° 

± 1.2°. This angle is larger than the value of 14.9° observed in explicit solvent simulations of the 

peptide in a palmitoyloleoyolphosphatidylcholine (POPC) bilayer with a comparable thickness to 

DPPC, the membrane modeled here with DHDGB [206]. The larger value with DHDGB is a 

result of sampling both smaller and much larger insertion angles. Interestingly, much larger 

insertion angles have also been observed in MD simulation of WALP23 in DMPC where angles 

between 28° and 33° were reported [203, 206]. The sampling of small angles for an undeformed 

membrane while larger angles are preferred for a deformed membrane with DHDGB is therefore 

in good qualitative agreement with the explicit solvent simulation results. Interestingly, 

experimental studies also report values that appear to cluster either around 15° or 30° depending 

on the membrane and experimental technique that has been used [207-209]. The comparison 

with the experimental data is hindered, though, by apparent difficulties in unambiguously 

deriving insertion angles from the experimental measurements [203].  

The suggestion of a two-state equilibrium between undeformed membrane, small peptide 

insertion angle and deformed membrane, large insertion angle states by our simulation results is 
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not supported by other simulations. However, this may be due to significant kinetic barriers due 

to the presence of explicit lipids that prevent a transition from an undeformed membrane to a 

deformed membrane in the limited simulation time scales. Alternatively, it is possible that the 

elastic membrane model used here slightly underestimates the cost for deforming the membrane, 

hence allowing such a state to be sampled with a significant population. Finally, it should be 

noted that the elasticity model used in this work is parameterized for cylindrical inclusions 

whose main axis is parallel to the membrane normal. Such a model is assumed to work well for 

small insertion angles but may become problematic as insertion angles become larger.  

Further tests should be carried out in the future to examine this system more closely and 

possibly fine-tune the DHDGB model if necessary.    

4.5.4 MD simulation of gramicidin A in a membrane bilayer 

Finally, we applied the DHDGB model to gramicidin A (gA), a short dimeric peptide with 15 

amino acids per monomer and an alternating L-D sequence. GA forms a small channel that is 

shorter than most membrane thicknesses and it is, therefore, a good model for studying protein-

induced membrane deformations [82, 86, 87, 180-183, 210]. In recent MD simulations of gA in 

different membrane bilayers with various thicknesses, it has been observed that the tilt angle of 

the dimer is a function of the thickness, apparently to maximize protein-membrane interactions; 

in particular, the peptide adopts larger insertion angles in membranes with thinner hydrophobic 

core. Furthermore, it was also reported that the peptide can induce an overall 4 to 5 Å 

compression of the membrane in different bilayers [211]. A comparison between WALP23 

peptides and gA channels suggests that gA responds to hydrophobic mismatch by inducing 

membrane deformations rather than tilting of the peptide, while the WALP23 peptide 
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predominantly uses tilting to adapt to membrane environments with different thickness [206, 

211-213].  

From simulations of the gA channel with the DHDGB model we obtained the tilt angle and 

membrane deformation shown in Figure 4-8. The insertion angle and membrane deformation 

were calculated using the same definitions as were applied for WALP23.  

We found an average insertion angle of 7.4 ± 0.2° which is in good agreement with the 

insertion angles that were previously obtained for gA in DOPC (~9.1°) and POPC[211] (~8.9°). 

Furthermore, we observe a significant membrane deformation of -13.9 Å ± 0.1 Å. While these 

values are larger than the 4 to 5 Å that have been reported from explicit solvent simulations[211] 

they support at least qualitatively the hypothesis that gA tilts less than WALP23 but deforms the 

membrane more significantly.  

The discrepancy between the membrane deformation observed in our simulation and the 

values in explicit solvent[211] may be explained in part by different references for measuring 

deformation. In the analysis of the explicit solvent simulations, the membrane thickness was 

measured as the average distance between the C2 atoms of acyl chains in both leaflets which 

amounts to a unperturbed thickness of ~29 Å [211]. However our definition of membrane 

thickness refers to the top of the head-group[73] region which is ~10Å away from the 

hydrophobic core [73]. Considering the difference between the thickness definitions and 

assuming that the membrane deformation would be distributed along the entire membrane the 

deformation observed in DHDGB may be scaled by 29/50 to estimate a value of ~8.2 Å for the 

deformation of just the hydrophobic layer. This value compares more favorably with the 5 Å 

deformation observed in the explicit simulations [211]. An additional factor may be that 
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membrane deformation is kinetically inhibited in explicit lipid simulations and may not have 

been fully realized due to limited simulation lengths. In the DHDGB model, the response of the 

environment is much more rapid and exhibits no kinetic barriers. Hence, the optimal 

deformation, within the limits of the model used here, is readily achieved within relatively short 

simulation times. 

 

Figure  4-8: (A) Probability distribution of the membrane insertion angle for the gA dimer in the 

membrane bilayer. (B) Probability distribution of the average membrane deformation. 

 

4.6 Conclusions 

We describe the DHDGB implicit membrane model that incorporates change of the local 

membrane thickness in response to macromolecules embedded into the membrane. DHDGB 

couples the previously developed HDGB implicit membrane model to elasticity theory in a 
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framework that is suitable for molecular dynamics simulations. DHDGB correctly predicts 

membrane deformations in response to the insertion of charged residues and as a result of 

hydrophobic mismatch. DHDGB significantly improves the agreement for the insertion energy 

of amino acid side chain analogs between the implicit membrane model and results from all-

atom explicit solvent simulations [77]. The same is found for the insertion of Arg(+) as part of a 

long TM helix where the inclusion of membrane deformation decreases the insertion free energy 

by ~21.5 kcal/mol, close to the value obtained by explicit lipid simulations.  

We have also tested our model with TM peptides such as WALP23 and gA dimer using MD 

simulation. In the case of WALP23, we observed significant tilting of the peptide in the response 

to the hydrophobic mismatch with tilt angles that are in close agreement with the corresponding 

values from explicit solvent simulations and experiments. For gA, tilting is less pronounced and 

instead significant membrane deformations are found. Therefore, DHDGB captures the well-

known tendency of WALP23 to tilt in favor of significant membrane deformations vs. gA, which 

favors significant membrane deformations over tilting.  

While the DHDGB method represents significant progress over fixed membrane implicit 

membrane models, there are still a number of limitations in the current implementation. Our 

method of calculating the dielectric and surface tension modulation is based on a cylindrical 

approximation of a solute inserted into the membrane. This model fails for peptides that have 

very large tilt angles, systems that interact only interfacially with the membrane, or peptides that 

induce pore formation.In principle, such cases can be addressed by improving the calculation of 

the profiles and possibly along the MDPs to vary in x and y as well as in the z direction. Drastic 

changes of the membrane, such as pore formation, would also require a better estimate of 

membrane deformation energies than what is provided by the mattress model used here.   
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Despite its remaining limitations, the DHDGB is a significant advance over the HDGB 

model and leads the way to wider applications of implicit membrane models in the study of 

membrane-bound systems.  
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5 CONCLUSIONS AND PRESPECTIVES 



124 

 

5.1 Study of the membrane fusion process and the role of fusion peptides 

A large body of the work discussed in this dissertation is dedicated to the study of fusion 

peptides in the context of membrane bilayers and their conformational sampling under different 

conditions such as protonation state of the titratable residues, termini and flanking residues. The 

ultimate purpose of investigating the structure of the fusion peptides is to obtain deeper 

understanding of the fusion process, which is a critical step in initiating viral infection. The 

structure of many fusion proteins are composed of two sub-domains: the globular domain that 

attaches to the cell receptors and the helical bundle, which is a homotrimer that hides the fusion 

peptides until the proper conditions for their activity are provided [101, 103, 105]. For the 

influenza fusion protein, hemagglutinin (HA), the decrease in the pH of the endosome triggers 

the fusion process and causes the helical bundle to undergo a large structural reorientation that 

exposes the fusion peptides to the bundle exterior and allows them to interact with the host cell 

membrane[103]. Unfortunately, the structure of the fusion peptide in the fusogenic state of the 

protein is not known because the peptide had to be cleaved to increase the fusion protein 

solubility[103].  

In chapter 2, the conformational sampling of the influenza fusion peptide (IFP) in a 

membrane bilayer has been investigated. Application of the temperature replica exchange 

(TRMD)[99, 100] as an enhanced sampling technique along with the implicit membrane model 

enabled us to achieve sub-microsecond timescale with minimal computational cost. We have 

observed that in our simulations the peptide tends to form a tight break in the middle region. This 

structure was later confirmed by NMR spectroscopy[124]. We also observed that the effect of 

the pH on the secondary structure of the peptide is minimal which was found to be in good 

agreement with 13C chemical shifts measured in solid state NMR spectroscopy studies[123]. The 
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parallel configuration of IFP relative to the membrane bilayer observed in our simulation also 

matched the orientation and the interfacial insertion that was obtained from peptide-lipids NOE 

measurements in the liquid state NMR spectroscopy of IFP in micelles[124]. Similar insertion 

angle was later observed in MD simulations of IFP in explicit POPC bilayers[214].  

The same technique was applied to investigate the conformational sampling of the Ebola 

fusion peptide in the membrane bilayer and water[79]. In chapter 3 the details of the simulations 

and the results are presented and discussed. We observed that in the membrane bilayer, the 

peptide adopts a short helical structure in the middle region while the N and C termini are mostly 

extended. The structure remained stable during the course of the simulation while it adopted a 

more extended configuration in water environment. The same behavior was previously observed 

in the NMR structure of EFP in SDS micelles and water[130].  

Although recent experimental and theoretical studies have broadened our knowledge about 

the structure and dynamics of the fusion peptides and their role in membrane fusion [96, 98, 115, 

119, 123, 124, 130, 214], several aspects of the fusion process have remained unexplored.  

Molecular dynamic simulation of the Ebola fusion peptide(EFP) [79] and NMR structures of 

the influenza fusion peptide (IFP)[124] clearly show that the residues in the vicinity of the fusion 

peptide can affect its secondary structure. Therefore, the structural findings about the isolated 

fusion peptide without including the nearby residues, although valuable, may not provide a 

complete model to study the overall fusion mechanism. To address this issue it might be 

necessary to include the neighboring residues in the fusion peptides constructs.  

Another possible phenomenon that has been considered important in fusion process is the 

oligomerization of the peptide. The conformational sampling of the dimeric form of the IFP was 



126 

 

studied using the HDGB model. The simulation details along with the results are discussed in the 

appendix. The dominant structure of the inserted dimeric form is helix-break-helix with a tight 

bend in the middle which is structurally close to the recent NMR findings of the monomeric 

form[124]. However, the non-inserted dimers adopt more extended structure in the C terminal 

region. Although the inserted structures obtained from these simulations are in agreement with 

the monomeric form[124], the diversity of the sampled configurations in the simulations that 

have different initial structures, suggests that the simulations are far from convergence and the 

results are not conclusive. Perhaps using umbrella sampling molecular dynamic simulations 

which start from a non-inserted dimer and gradually dragging the dimer into the membrane 

bilayer can lead to a more converged map and avoid trapping in local minima.  

5.2 Study of membrane deformation 

In the current implicit membrane models[40, 42, 62, 73] pioneered by Parsegian[38], the bilayer 

is described as a static slab of low dielectric surrounded by high dielectric solvent. In these 

simplified models, the thickness fluctuations and local and global bending and curvature 

variations of the membrane are ignored. However, membrane fluctuations have been observed in 

many biologically relevant phenomena such as cellular motility[215] as well as explicit solvent 

MD simulations of membrane bilayers using all atom or coarse grain models [178, 216-218]. It 

has also been noticed that the membrane undergoes substantial deformation as a response to the 

insertion of charges [77, 93, 178, 179, 219-222]. For instance, when a single charged particle 

such as a cation or an anion is inserted into the bilayer, several water molecules and lipid head 

groups are allowed to penetrate the bilayer along with the ion to keep it partially solvated in the 

membrane hydrophobic core [77, 93, 178, 179, 219-222]. However, these favorable interactions 

are obtained at the expense of imposing strains on the membrane. In the current implicit 
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membranes the total loss of the hydration shell of the ion, which is the result of ignoring 

membrane perturbations mentioned above, leads to overestimation of the insertion energy[93].  

In order to allow membrane perturbations around proteins and couple the effect of variations 

in membrane geometry and proteins structure, it is critical to estimate the membrane fluctuation 

energy and the changes in the local environment of the protein due to these perturbations[88].  

In chapter 4 of this dissertation, a new technique was introduced to estimate the membrane 

perturbation energy and couple its effect on the solvation free energy via variation in local 

apparent dielectric constants and surface tension modulations. In this model the heterogeneous 

dielectric generalized Born (HDGB) theory, which estimates the solvation free energy [73, 76], 

was merged with the mattress model that calculates the membrane deformation term[82, 86, 87]. 

This is the first application of the mattress model in the GB theory. The modified membrane 

model, called dynamic heterogeneous generalized Born (DHDGB), improves the agreement 

between the calculated insertion free energy of amino acid side chain analogs using the implicit 

membrane model and explicit lipid/solvent. The performance is especially enhanced for charged 

analogs such as Arg(+), Lys(+), Glu(-) and Asp(-). This is due to the formation of water defect 

that shields the charge and prevents its exposure to the hydrophobic core of the membrane. The 

new model can also predict hydrophobic mismatch very well. For WALP23 for instance, the 

membrane deformation and the insertion angle of the peptide are coupled i.e. the peptide adopts 

more tilted conformation when the bilayer thickness is decreased. The DHDGB model, 

outperforms the current implicit membrane model in terms of charge insertion and hydrophobic 

mismatch but it cannot be employed to study complicated systems such as ion channels where 

the geometry of the channel requires water penetration throughout the whole membrane spanning 

region[223]. In order to include the effect of water spanning region perhaps the presence of a 
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high dielectric region of water that spans through the membrane has to be considered in the 

dielectric and surface tension modulation profiles. In other words the current profiles have to be 

generalized for the cases where water spans through the whole range of the membrane interior.  

Another important feature that is missing in the DHDGB model is the dependency of the 

membrane deformation energy and membrane profiles on the variation of the inclusion radius. 

For relatively dynamic systems such as fusion peptides, the radius of the part of the peptide that 

is in contact with the membrane is constantly changing. Therefore, although considering a fix 

inclusion radius for trans-membrane proteins might not be far from reality it may not work for 

flexible systems such as fusion peptides. At this point addition of another dimension to the 

tabulated deformation energies and interpolation is not computationally favorable. But more 

efficient interpolation algorithm can provide the opportunity of expanding the tabulated values. 

Another approach that has been considered in our group to improve the current implicit 

membrane model [73, 76] is to modify the current non-polar energy contribution. In this 

approach the non-polar energy is divided into two parts: the cost of cavity formation in the 

membrane bilayer and water, and the proteins interactions with the membrane and water as the 

new additional feature. The results show that including a more realistic van der Waals 

interactions improve the amino acid insertion profiles and the helix-helix association in the 

membrane bilayer. However, this method is developed for a flat static membrane without 

considering the membrane fluctuation[224]. Ultimately, merging the two current methods, i.e. 

the improved non-polar calculation and membrane deformation, would lead to a model that can 

very closely represent the explicit solvent and lipid medium. 
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The DHDGB model can be applied to study single pass trans-membrane peptides and 

proteins. The close agreement between the DHDGB model and explicit solvent data suggests that 

this model can provide a computationally affordable alternative for explicit solvent and lipid 

simulations while offering a more realistic representation of the membrane environment. 
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6 SUPPLEMENTAL CHAPTER: CONFORMATIONAL SAMPLING OF 

THE DIMERIC FORM OF THE INFLUENZA FUSION PEPTIDE IN 

THE CONTEXT OF THE MEMBRANE BILAYER 
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6.1  Introduction 

Conformational sampling of the influenza fusion peptide (IFP) has been extensively studied with 

several experimental [115, 123, 124] and theoretical methods [78, 98, 136, 214]. These studies 

always have targeted the monomeric form of the fusion peptide. However, the trimeric structure 

of the helical stem of the fusion proteins and some fluorescence quenching experiments on the 

IFP support the formation of peptide complexes in membrane bilayers [101, 103, 105, 225]. 

Circular dichroism, and infrared spectroscopy studies of the IFPs in lipid bilayers also suggest 

that fusion peptides associate with one another at the surface of the membrane [226]. Fourier 

transform infrared spectroscopy also reveals that the secondary structure of the inserted peptide 

is severely affected by the association process. In low pHs, IFPs tend to stay as monomers in the 

membrane-water interface while increasing the ionic strength of the solution shifts the population 

towards oligomers with mostly anti-parallel β sheet structures [226]. While several experiments 

have been conducted on the secondary structure of the monomeric form of the fusion peptides 

[115, 123, 124, 130], little is known about its oligomeric structure. Theoretical studies on the 

trimers of the IFP suggest that the oligomerization does not alter the secondary structure of the 

peptide. However, it can change its orientation in membrane bilayers [136]. But perhaps the size 

of the system and its flexibility require longer simulation time to draw any conclusion about the 

globally stable conformation of the trimer in membrane bilayers[136]. In addition, the simple 

representation of the membrane bilayer used in this study can be a source of error as well[136].  

In order to study the effect of oligomerization on the structure and dynamics of the IFP, we 

conducted temperature replica exchange [99, 100] simulations of dimeric form of the peptide 

using HDGB implicit membrane model [73, 76]. In the following, the computational 

methodology is presented before the results are discussed. 
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6.2  Computational methodology 

CHARMM program [159] version 36a1 along with the MMTSB tool set[138] were used to 

perform TRMD simulation of the dimeric forms of the IFP. In all of the simulations, the 

CHARMM22[139] force field including the CMAP correction[24] was used to describe the 

peptide interactions.   

 

Figure  6-1: initial monomeric structures of IFP at pH=5.0(1ibn) and pH=7.4(1ibo)[115]. The 

acidic residues (Glue 11, Glue 15 and Asp 19) are shown in red while the hydrophobic residues 

and Glys are shown in gray and green respectively. The N terminus is marked with a blue sphere. 

The picture is rendered using pymol[148]. 

 

The dimers were constructed from the monomeric structures of the IFPs at different pHs 

[115]. For each simulation, the initial monomer structure was downloaded from Protein Data 

Bank (PDB code: 1ibn at pH=5.0 and 1ibo at pH=7.4[115]). The initial structures of the 

monomers are shown in Figure 6-1. Both N termini were positively charged and C termini were 

amidated (see ref. [78]). The second monomer which was the exact replica of the first chain was 

positioned in the xy plane of the first monomer with 30Å distance from its center of mass and the 

center of mass of the  system was positioned at z=17Å relative to the center of the bilayer. Each 

monomer of the dimer was rotated around its z axis with 45° increment which resulted in an 
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ensemble of 16 structures. All structures were minimized using 50 steps of the steepest descent 

and 500 steps of the adapted-basis Newton-Raphson methods. The minimized ensemble was 

used as the initial structures for temperature replica exchange (TRMD) [99, 100] using 16 

replicas spaced between 300 and 500K.  The time step of the simulation was chosen to be 1.5 

fs[143] and the exchange was attempted every 200 steps. The other simulation parameters can be 

found in ref [78]. However, the periodic membrane was not applied in this study to avoid 

unrealistic interactions of the peptide chains with one another. The two monomers were 

considered dimers if the distance between at least two Cαs of the two chains was less than or 

equal to 7Å. Each simulation was 22ns long from which the first 9ns was discarded for 

equilibration. For each simulation an ensemble of dimeric fusion peptides at 300K was extracted 

from the overall sampling and used for analysis. For each dimer ensemble, the inter-chain angle 

was calculated as the angle between the first 10 residues of each chain and the center of mass 

was obtained as the projection of the center of mass of the dimer on the z axis.  The two- 

dimensional potential of mean force (PMF) was obtained at 300 K along the center of mass of 

the dimer vs. inter-chain angle. The most populated structures of each ensemble were obtained 

using a modified clustering method (the details can be found in ref [78]). 

6.3 Results and discussion 

TRMD was performed on systems composed of two monomers of the IFP with different 

orientation with respect to each other and with starting structures obtained from NMR study of 

monomeic form of the IFP at different pHs in DPC micelles [115].  

In Figure 6-2 (top panel) the 2D PMF for the dimer ensemble obtained from TRMD of 

monomers of 1ibn is plotted.  
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Figure  6-2: Top panel: 2D PMF of dimers obtained form TRMD of 1ibn monomers. Bottom 

panel: the most visited structures in the ensemble of dimers of 1ibn. Relative population of each 

structure is written in parentheses. The color coding is the same as Figure 6-1 and the membrane 

position relative to the dimer for the inserted structures is shown with a black line while the 

membrane normal (z axis) is shown with a blue arrow. The structures are rendered using 

pymol[148]. 
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The PMF clearly reveals that the dimers formed from 1ibn monomers tend to insert in to the 

membrane and the most dominant structure (A1) does not show large structural deformations due 

to the dimerization (compare with 1ibn in Figure 6-1). The tight break that was previously 

observed in the monomeric form[78] and confirmed by NMR data[124]. The final orientation of 

the dominant structure of the dimers in the membrane bilayer is also the same as monomer, 

which was earlier observed to adopt a parallel interfacial orientation [78]. In addition to the 

parallel structure, some oblique orientations are also observed with more severe structural 

deformation with respect to the monomer but their populations are comparatively small(A2-A4).  

A2 shows a long helical structure that lays flat on the membrane parallel to the membrane 

surface while the other chain is partly inserted and its secondary structure is almost intact. In A3 

and A4 the N terminal helical structure is severely disrupted in both chains while the C terminal 

helix is occasionally elongated. 

The TRMD of dimers formed form 1ibo monomers show different structures and orientations 

(see Figure 6-3). The minimum of the PMF shifts towards higher center of mass values which 

implies that the insertion affinity of the dimer is significantly reduced. This might be due to the 

formation of stable dimer structures in which the two monomers conceal each other’s 

hydrophobic side chains from water by forming a hydrophobic network (Figure 6-3 B1-B3). This 

stable conformation allows the peptides to expose their charged amino acids (Figure 6-3 bottom 

panel) while keeping the hydrophobic side chains covered. The inserted structures are mostly 

helical in N terminal region while the C terminal is extended with no specific secondary structure 

(Figure 6-3 B4). 
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Figure  6-3: Top panel: 2D PMF of dimers obtained form TRMD of 1ibo monomers. Bottom 

panel: the most visited structures in the ensemble of dimers of 1ibo. Relative population of each 

structure is written in parantheses. The color coding is the same as Figure 6-1 and the membrane 

position relative to the dimer for the inserted structures is shown with a black line while the 

membrane normal (z axis) is shown with a blue arrow. The structures are rendered using 

pymol[148]. 
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6.4 Conclusions 

Our preliminary results suggest that insertion is more favorable for the dimeric form of 1ibn 

compared to 1ibo. However, none of the structures sampled in one simulation is visited by the 

other one and the large difference between the two PMFs implies that the simulations are trapped 

in their local minima and far from convergence.  

One alternative approach to tackle this problem could be to use periodic boundary condition 

where the interaction of the peptides with their images and the image of the membrane may 

prevent the diffusion of the dimers in to water and formation of the stable hydrophobic network. 

The periodic boundary is recently implemented in HDGB by our group and can be applied to 

study the oligomerization problem. Another alternative path could be employing umbrella 

sampling technique to drag the dimer into the membrane and study its structural change. This 

approach will guarantee that the simulations will not be trapped in local minima and different 

insertion depths for various initial structures will be visited. 

Ultimately, although our simulations are the first attempt of studying IFP dimers, they are far 

from convergence and longer simulation time or different sampling techniques might be required 

to converge.  
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