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ABSTRACT

THE EFFECT OF SAD MOOD ON PAIN PERCEPTION: IMAGINBJNCTIONAL BRAIN
NETWORKS

By
Lan Yang

People with chronic pain are often afflicted witkyphiatric depressive disorders. Even the
commonplace, everday experience of pain can befieddy ordinary emotion. However, the
neural mechanisms underlying these phenomenaibnenstear. Investigating the effects of sad
mood on pain perception at the behavioral and #weah levels helps to understand the co-
morbidity of depression and pain problems. Thiselitation focuses on: (1) examining the
effects of sad mood on perception of painful stimahd (2) identifying the functional brain
networks that could provide the neural substratg@&in perception altered by sadness.

In Chapter 2, a task-evoked functional magnetiomaace imaging (fMRI) method has been
used to investigate which brain areas are activaétgdainful and emotional stimuli. The
hypotheses are that the subjective perception iof ipgensity would be greater during sadness
compared to neutral mood, and significantly inceglaseural activation would be observed in the
primary cortical areas for pain perception. To teese hypotheses, the fMRI study has recruited
sixteen healthy female subjects. The experimentdstinclude the delivery of painful electrical
shocks concurrent with or without sad mood indubgdhe presentation of pictures from the
International Affective Picture System (IAPS). Tsiridy identifies widely-distributed cortical
and subcortical areas involved in the processingah and the altered pain perception by
sadness. The cortical areas for pain processingnaialy located in the primary/secondary

somatosensory, insular and cingulate cortices. ifigadly, the posterior insular and the adjacent



secondary somatosensory cortices (pIn/Sll) haveifgigntly increased neural activation, when
sadness intensifies subjective perception of pain.

In Chapter 3, using the resting-state fMRI and pattalysis, it further examines the
functional networks of pain processing and altgraith perception by sadness. The pain-relevant
brain areas, such as primary somatosensory catggrior cingulate cortex and thalamus, are
intrinsically correlated with pIn/SIl during resthe path coefficients in the pain processing
functional brain network increase during painfuinstli. The path analysis has also revealed a
functional network in which the pIn/SIl connectstlwiemotion-relevant areas, such as the
subgenual cingulate cortex, anterior insula andgalala. These findings provided evidence of
specific neural pathways that may be relevant tdetstanding the comorbidity of depression

and pain problems.
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Chapter 1
Introduction
1.1 Pain and its Co-morbidity with Depression

In the United States, pain is one of the largestioa health problems and results in high
societal costs. For example, low back pain aloneaky costs $90 billion dollars in physician
services, hospital costs and pharmacy expenditagesyell $7 billion dollars indirect costs in
sick leave, early retirement, and lost househatdipetivity (Dagenais et al., 2008).

Depression is frequently co-morbid with chronicrpalFor example, patients with complaints
of persistent pain are four times more likely to diagnosed with an anxious or depressive
disorder than those who are pain-free (Gureje.e2@01). In primary care practice, up to 80%
of depressed patients present with physical symgtbiat include headache, abdominal pain and
musculoskeletal pain (Stahl, 2002). Furtermoreyethis evidence that both depression and
chronic pain increase the risk for a subsequest éinset of the other. For example, in a cohort
study examining the relationship between migrame major depression during a 2-year period,
researchers found that the risk of first-onset migg in persons with pre-existing major
depression was threefold higher than in persons mathistory of major depression. In addition,
the risk of first-onset major depression in perswith pre-existing migraine was more than
fivefold higher than in persons with no historyhefadaches (Breslau et al., 2003).

The neural mechanisms underlying the co-morbiditpain and depression remain unclear.
Cognitive-behavioral training techniques and amrdsesant medicine (e.g. selective serotonin
reuptake inhibitors (SSRIs)) have been used tactffdy treat individuals with either chronic
pain or depression (Blanchard et al., 1985; Ga#tagh al., 1999). Examples such as this suggest

that pain and depression may share some commoal pathways.



1.2 The Phenomenon of Pain

Pain sensation, including pricking, burning, achisiinging and soreness, is a sub-modality
of somatic sensation and serves an important gregeftinction to organisms by helping them to
avoid injury and permanent damage. Unlike other afmmsensations, pain has a primitive
quality intimately associated with emotional expades. Moreover, the intensity of perceived
pain can be influenced by emotional context so thatvery same noxious stimulus may be
perceived differently under different conditiongddor different individuals. In this way, pain is
a subjective perception. According to the Intewra Association for the Study of Pain (IASP),
pain is an “unpleasant sensory and emotional esipeei associated with actual or potential
tissue damage, or described in terms of such daniigrskey and Bogduk 1994; p. 210). To
better describe the necessary and sufficient essmes among experiences of unpleasantness,
sensation and tissue damage, a revised definitiqgmaim was proposed by Price (1999) who
suggested that pain is “a somatic perception commigi(1) bodily sensation with qualities like
those reported during tissue-damaging stimulatihan experienced threat associated with this
sensation, and (3) a feeling of unpleasantness tloer onegative emotion based on this
experienced threat.” In other words, a painful eigmee consists of both bodily sensation and
negative feelings. Further, it is not necessamytjectively demonstrate actual or potential tissue
damage: pain can occur without peripheral nocioeptif a person describes his/her experience
as pain, it is defined as pain regardless of adissle damage. This definition of pain highlights
the importance of investigating the relationshipan pain sensation and emotions.
1.2.1 Multi-dimensional Characteristics of Pain

In 1968, Melzack and Casey proposed a conceptudehad pain that explicitly formulated

how the various dimensions of pain could be tratteahiin the nervous system. Their model of



pain included sensory, affective and cognitive disens (Melzack and Casey, 1968).
According to this model, theensory dimension consists of a bottom-up sensory-discrétive
system that provides information about the locatiotensity and duration of painful stimuli, as
well as the type of pain (e.g. burning or stinginghe affective dimension consists of a
behavioral motivational system that is responsiee the aversive drive and affective
characteristics of pain. This behavioral motivasibisystem provides information about the
unpleasantness of the painful sensation and dtivesmotivation to escape. Thmgnitive
dimension consists of a cognitive control systeat tiegulates the intensity of activation in the
discriminative and motivational systems, shapesudtés and beliefs towards pain, and drives
decisions and strategies to modulate it. The intema of sensory, affective and cognitive
domains of pain thus determines our perception péiaful stimulus. The model is generally
accepted in the field of pain research and its iegipbn will be described in the following
sections, focusing on the sensory and affectiveedsions of pain.
1.2.1.1 The Sensory Dimension of Pain

The sensory qualities of pain are diverse. Wheipperal tissues are intensively stimulated,
sensory receptors (nociceptors) are activated. @mguing nociceptive sensations can be
described according to their intensity, locatiod daration. For example, some types of pain are
experienced as pressure, and described in suchsvasrtpinching”, “cramping” or “pricking”.
In terms of duration, pain can be acute or tonmr. €&ample, if one touches a hot stove and
immediately removes his or her hand, the pain & sland hot. If one’s hand is not removed
immediately, resulting in deep tissue injury, pgiesit pain can arise from accompanying
inflammation.

1.2.1.2 The Affective Dimension of Pain



Pain is an unpleasant sensory and emotional experiélociception only contributes part to
the total pain experience, mainly because of tiiecave qualities of pain. For example, if a
person suddenly receives an electrical shock, tipdeasant sensation can also be accompanied
by visual attention to the electrical plug, automonmesponses, memories of past experiences, and
emotions such as annoyance. All these responsds irethe experience of, for instance, intense
threat and subsequent fear. Importantly, it is iptsgo experience paiwithout nociceptive
inputs. For example, we can experience anotheop@arpain. This empathy for pain primarily
involves the affective pain dimension (Singer et2004).

1.3 The Neural Mechanisms of Pain Processing

In 1664, the reflex theory of Descartes proposediract-line pain pathway from pain
receptors in the body to a pain center in the bfs#e reviews in Deleo, 2006). This theory was
the beginning of the modern doctrine of reflexed e first documented attempt to understand
pain transmission. Descartes’s view of the human ggstem directed pain treatment for more
than 330 years. Studies during this same perioéstiyated physiological mechanisms at every
level of the direct pathway, from receptors to teeebral cortex. The theory implied that the
simple cutting of this pathway should alleviaterpailowever, clinical evidence has shown that
this manipulation does not always alleviate paianmage to nerves, instead of alleviating pain,
can cause serious neuropathic pain at some pompufees often have the illusion that their
missing limbs are still present and most experigi@ntom pain: a tingling or burning sensation
in their missing limbs (Melzack, 1989). This phemmn suggests that neural mechanisms of
the pain experience are more complex than thoseided by the direct-line pain pathway.

A major reinterpretation of how pain is transmitted¢he nervous system and how the neural

architecture controls pain intensity came in 196 Wlelzack’s and Wall's gate control theory



of pain (Melzack and Wall, 1965). The gate conth@ory postulates that the perception of pain
is not simply the direct result of the activatioh mociceptive receptors, but involves the
interaction of different sets of neurons in thengpicord. The idea is that pain results from the
balance of activity of nociceptive and non-nocioeptafferents in the spinal cord. Neurons in
lamina V and | receive convergent excitatory indudsn both nociceptive &C fibers and non-
nociceptive A fibers. It was proposed thaf3Aibers activated inhibitory interneurons in lamina
II, which could then inhibit the firing of neuronslamina V. In contrast, &and C fibers inhibit
interneurons in lamina Il. In the spinal cord, &eg® the central transmission of noxious input is
therefore “closed” by non-nociceptive afferents @ntbpened” by nociceptive afferents. Neural
gates in the spinal cord can be opened or closegisory stimuli ascending from the body.
1.3.1 Primary Ascending Pathways of Nociceptive PaiTransmission

To generate nociceptive pain sensation, informagioout tissue damage is transferred from
the spinal cord to the brain through five majorhpatys: the spinothalamic, spinomesencephalic,
spinoreticular, cervicothalamic, and spinohypothatapathways (Price, 1999). Within the brain,
the destinations of the different pain-related adogg pathways have bearing on differential
processing of separate pain components. The spilaotic and spinamesencephalic pathways
(Figure 1.1) are the major pathways important Bnwsery and affective dimensions of pain that
are described in the following sections. The spmtioular pathway originates from the spinal
cord and terminates in both the reticular formatamd the thalamus. This pathway is likely
related to pain-related arousal and motor respor{¥étis and Westlund, 1997). The
cervicothalamic pathway arises from the lateralvicat nucleus and ascends to the
ventroposterior lateral nuclei of the thalamus.d&ts in both humans and rats demonstrate that

this pathway signals pelvic visceral pain (Hirslgoet al., 1996). Finally, the spinohypothalamic



pathway projects directly to the hypothalamus dmel supraspinal autonomic control centers,
and is considered to contribute to autonomic artberine responses to painful stimuli (Bernard

et al., 1996).
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Figure 1.1 Two major ascending pathways for nodigepprocessing: the spinothalamic
pathway is shown on the left, and the spinomesdvatiep pathway is shown on the right
(Adapted from The perception of pain. In Kandelhartz & Jessell (Ed.), Principles of Neural
Science).
1.3.1.1 Spinothalamic and Spinomesencephalic Pathys

The spinothalamic pathway primarily carries nociceptive information abouttensity,
location and temperature, and is considered tdheartajor ascending central pathway for pain

perception (Dennis and Melzack, 1977; Willis ef #885). Electrical stimulation of this tract at

the level of the spinal cord or thalamus often @#kain sensation in humans (Mayer et al.,



1975). The primary origin of the spinothalamocatipathway is the dorsal horn of the spinal
gray matter. Two types of neurons reside in laminaed V-VII and receive information from
peripheral nociceptive neurons. The first typagi ceptive-specific neurons, respond exclusively
to stimuli that are potentially tissue-damaging.eT¢econd typewide-dynamic-range (WDR)
neurons, respond to weak mechanical stimuli sudiglstouch or movements of a single hair,
and to noxious stimuli. Axons of both these typési@urons in the dorsal horn ascend in the
dorsal column-medial lemniscal tract, where thayapge on neurons in the dorsal column nuclei
in the medulla before decussating and ascendinghé anterolateral white matter, and
terminating in the ventral posterior lateral anditca lateral nuclei of the thalamus. From the
thalamus, projections finally reach the somatossnsortex. In addition, some nociceptive-
specific and WDR neurons of the dorsal horn projectvarious ventrolateral and medial
thalamic nuclei, as well as multiple levels of thkainstem and midbrain, including reticular
formation nuclei, the superior colliculus, the peueductal gray, parabrachial nuclei and
hypothalamus. These projections reflect the divéusetional consequences of the nociceptive
input.

The spinomesencephalic pathway, another major pain pathway, is thought to contab
primarily to the affective component of pain. Thiact contains axons of neurons in laminae |
and V of the spinal cord. In fact many of the samearons that give rise to the spinothalamic
tract are also the origin of the spinomesencephedict. Axons of these neurons in the dorsal
horn cross to the contralateral side of the spowb, ascend in the dorsal column-medial
lemniscal tract, where they synape on neuronsdrddrsal column nuclei in the medulla before
ascending in the anterolateral white matter andhiteating in the mesencephalic reticular

formation and periaqueductal gray matter of thebmdoh. From there, some neurons continue as



the spinoparabrachial tract and project from thieutar formation to the parabrachial nucleus,
and finally to the amygdala and hypothalamus. Téstidation of this tract suggests that it is
likely to contribute to the affective dimensiongin. In addition, the tract may be related to the
mechanism of autonomic responses and arousaldbatrgpany pain experience.

1.3.1.2 Parallel Systems Associated with SensorydhAffective Dimensions of Pain

Projections from the thalamus to the cortex arermonly segregated into lateral and medial
pain systems (Albe-Fessard et al., 1985). [Heral pain system, overlapping with parts of the
spinothalamic tract, consists of projections frdm ventral posterior lateral and central lateral
nuclei of the thalamus to both primary and secondamatosensory cortices (Vogt and Sikes,
2000). Themedial pain system consists of projections from medial (midline amtéralaminar)
thalamic nuclei to the anterior cingulate cortexi @mygdala; neurons from these latter areas
project to nociception-regulating centers suchhasperiaqueductal gray (Vogt and Sikes, 2000;
Sewards and Sewards, 2002).

The lateral pain system is considered to be inglganvolved in processing the sensory-
discriminative dimension of pain sensation. Evidenfor this comes from single-unit
electrophysiological studies of the physiologicadponse characteristics of neurons in monkey
primary somatosensory cortex (Sl). Kenshalo andskse (1983) discovered different types of
nocicepetive neurons in S| with similar receptiveelds and physiological response
characteristics to neurons in the spinothalamichway. The Sl neurons, which receive
excitatory input from thalamic nuclei including tlventral posterior lateral nucleus (VPLc),
respond to graded nociceptive temperatures anddaq@recise information about nocicepetive
intensity (Price et al., 1992). The secondary sos&tsory cortex (Sll) also contains nociceptive

neurons and can encode the intensity of nocicepiad stimulation (Dong et al., 1989). Human



studies have shed further light on the functioé of lateral pain system. For example, in one
PET study, Hofbauer et al. (2001) demonstrated kyginotic modulation of the perceived
intensity of a noxious heat stimulus significantthanged pain-evoked activity within S,
suggesting that the sensory dimension of painésaed in Sl.

In contrast to the lateral pain system, the megain system includes a number of
interconnected areas within the limbic systems lthiese limbic regions which are thare thought
to process the affective dimension of the pain ggpee. It is known, for example, that ablations
of anterior cingualte cortex (ACC) abolish affeetiresponses of noxious stimuli, while sensory
localization remains intact (Vogt and Sikes, 2009dciceptive neurons in ACC have large
receptive fields that usually include the whole y@ohd exhibit the capability to monitor the
overall state of the body. Human neuroimaging ssidiave found that pain unpleasantness is
mainly encoded in the posterior portion of ACC. Foxrample, hypnotic modulation of the
unpleasantness of experimental heat pain altersation in ACC but not in Sl (Rainville et al.,
1997).

The lateral and medial pain systems, however, danctude all the brain regions that appear
to be involved in the multi-dimensional processaigain. Besides somatosensory and anterior
cingulate cortical areas, there are insular, pmst@arietal, medial and dorsal lateral prefrontal
cortices also activated in neuroimaging studiepah (Peyron et al., 2000; Symonds et al.,
2006).

1.3.2 The Neuromatrix Theory of Pain

The gate control theory highlights the role of 8mnal cord in pain transmission and its

modulation. The neural signals in the dorsal hdvat tarry information about peripheral input

can increase or decrease the flow of impulses ¢beni levels of pain processing centers.



However, pain is a multidimensional experience tandnderstand its neural basis, it needs to go
beyond the level of the spinal cord and into thairbiwhere supraspinal regions play very
important roles in pain processing. Recent neurginta studies on empathy report that
perceiving pain of others leads to personal disteesl activates many brain regions known to be
associated with processing nociceptive stimulihsag anterior insula, anterior cingulate cortex
and periaqueductal gray (Singer et al., 2004; Chreingl., 2007). Such findings highlight the
importance of supraspinal mechanisms in generatiignodulating pain experience. In addition,
the gate control theory cannot fully explain su¢teqomena as chronic pain, or phantom limb
pain.

The neuromatrix theory of pain proposed by Melzak (1990) suggests that the
multidimensional experience of pain is producedchgracteristic “neurosignature” patterns of
nerve impulses generated by a widely distributedl iatrinsically interactive neural network in
the brain. The conceptual model that has emerged this theory includes four main precepts.
First, the widely distributed neural network, timeuromatrix, includes the neural circuits
between the thalamus and cortex as well as bet#eenortex and limbic system. Second, the
spatial distribution and synaptic connections oé theuromatrix are initially determined
genetically and are modified by sensory inputs.rd;hthe neural circuits in the neuromatrix
allow parallel processing of cognitive, sensory anabtional components of pain. The outputs
of parallel processing then converge in the neutomaParallel processing and synthesis of
nerve impulses generates a characteristic patterngurosignature, of the neuromatrix. Finally,
the neurosignature projects to the brain areassetiteent neural hub, which convert the flow of

neurosignature into the continually-changed flowagfareness (e.g. pain perception), stress-
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regulation programs (e.g. cortisol level and immuwaystem activity) or the experience of
movements.

The neuromatrix pain theory helps to account fan @s a multidimensional experience
influenced by multiple stressors. The theory pr@sabat the neurosignature of pain experience
is determined by the synaptic structure of the omatrix and is modulated by sensory inputs.
Thus, the pain experience must be generated ibrdie and influenced by the interaction of an
array of neural circuits such as emotion-relatedrbareas and sensory signaling systems.

1.3.3 Brain Regions of Pain Processing

The neuromatrix pain theory predicts that theretrbesmany different brain areas involved
in pain experience. Because our pain experienckidas sensory discriminations, arousal,
cognitive evaluation, affect and motor responsesnakes sense that extensive networks of
cortical and subcortical areas participates in pagtessing.

With the development of neuroimaging techniquebag become increasingly clear that widely-
distributed and highly-interconnected brain regiomhumans are invovled in generatitite
subjective pain experience. In a meta-analysisystediewing functional imaging of brain
responsive to pain, Peyron et al. (2000) describectased brain activity in a number of brain
areas, including primary and secondary somatosgr(§&rand Sll), anterior cingulate (ACC),
insular, posterior parietal and medial prefrontattices and thalamus. Several of the studies in
the meta-analysis also observed increased activaiio the cerebellum, striatum, and
periaqueductal grey. Commonly, SlI, insula, ACCd d@nalamus are sufficient to generate the
perception of pain to noxious stimuli (Peyron et 2000; Apkarian et al., 2005).

1.3.3.1 Brain Regions Associated with the SensoryrBension of Pain
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Cortical areas Sl and SlI contain nociceptive-dpeaieurons and wide-dynamic-range
(WDR) neurons with similar physiological characséds to the neurons in the thalamus and the
dorsal horn of the spinal cord. Electrophysiolagistudies of Sl cortical neurons in the
anesthetized macaque monkey have characterizedred@onses to a series of noxious
mechanical and thermal stimuli. Response charatteziof Sl nociceptive neurons reveal that
these neurons have either restricted contralatecaptive fields or very large receptive fields
covering most of the body’s surface (Kenshalo ssahsee, 1983). The restricted contralateral
nociceptive neurons provide information about thealization, intensity and temporal attributes
of a noxious stimulus. This is true in humans a#: \ AT studies have found that increases in
regional cerebral blood flow (rCBF) in Sl to paihheat stimuli are correlated with the intensity
(temperature) of stimuli (Coghill et al., 1993). Broad region comprising the secondary
somatosensory cortex (Sll), neighboring area irgragal 7b and the restroinsular cortex also
contain nociceptive neurons that encode the intemsinociceptive heat stimuli (Dong et al.,
1989). The most consistant location of pain-relaaetvity across PET and fMRI studies is
located in this broad cortical region (Peyron et 2000). In a number of imaging studies, pain-
related activations are reported as a focus otasad cortical blood flow (CBF), which overlaps
on both posterior insular and SlI cortices. In &ddi the distribution of increased CBF in the
posterior insular/SlI cortices is bilateral duripginful stimuli (Treede et al., 1999; Symonds et
al., 2006).
1.3.3.2 Brain Regions Associated with the AffectivBimension of Pain

The anterior cingulate (ACC) and the anterior iaswdortices are generally considered to
encode the affective dimension of pain processieyion et al., 2000). The ACC is part of the

medial pain system and the nociceptive neuroneenAICC have large receptive fields covering
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the whole body’s surface. The characteristics es¢hneurons may reflect the general functions
of the medial pain system in the cortex: to monite overall state of the body and to process
the affective components of pain. The role of AQCthe affective dimension of pain is
supported by imaging studies. For example, hyprmatidulation of pain unpleasantness (but not
intensity) altered activation in ACC, but not in ainville et al., 1997). Tolle et al. (1999)
extended the results of this PET study, using eessgpn analysis to analyze the relationship of
noxious heat-related regional blood flow (rCBF)remses and experimental pain parameters,
including detection of pain, encoding of pain irgi#yy and pain unpleasantness. They found that
rCBF in the posterior portion of ACC was positivadgrrelated with pain unpleasantness. A
recent fMRI study showed that even without direcixious stimulation, imaginary pain
sensation can lead to ACC activation increasesn@et al., 2007). In this study, subjects were
instructed to imagine pain in their own body wtilley were shown pictures of painful events, or
were presented with pictures inducing emotions edr.f Comparing cerebral hemodynamic
responses during the imagination of pain with thimsemotions of fear, the researchers found
that most pain-relevant brain areas were activatedyding the ACC, right anterior insula,
cerebellum, posterior parietal cortex, and secondamatosensory cortex region. The ACC is
activated during both imaginary pain and when wigpnimages evoking emotions of fear. This
suggests that the ACC is likely engaged in both pad emotional experiences.

The insular cortex receives direct projections friird medial thalamic nuclei and from the
ventral and posterior medial thalamic nucleus. ddion, the anterior portion of the insular
cortex is reciprocally connected with the amygdalaegion associated with emotions). Neurons
in the insular cortex process information on théenmal state of the body (Craig, 2003).

Specificcaly, the anterior insular cortex respomdsintrospective awareness and subjective
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feeling states (Critchley et al., 2004). Patienithvlesions of anterior insular cortex do not
display corresponding emotional responses to tirg pdoen perceiving noxious painful stimuli
(Greenspan et al., 1999). This suggests that thelviement of the anterior insula in pain
processing is related to the affective dimensiopao.
1.3.3.3 Supraspinal Modulation of Pain Transmission

Investigation of pain-modulation pathways beganhwite 1969 observation that direct
stimulation of the periaquductal grey (PAG) in thecould powerfully suppress pain perception
(Reynolds, 1969). The brain regions to which th&R#nnects, including the anterior cingualte
cortex (ACC), insula, amygdala, and rostral ventdial medulla (RVM), form the descending
pain modulation pathways. The RVM receives infoioratfrom the PAG and serves as an
integral relay in descending modulation of nocigaptprojecting to the origin of ascending pain
pathways in the dorsal horn of the spinal cord. RMM has two classes of pain-modulating
neurons: on-cells and off-cells. On-cells are diyemhibited by endogenous opioids and they
facilitate pain transmission. In contrast, off-sedire inhibited by on-cells and they inhibit pain
transmission (Porreca et al., 2002). The existeh@n- and off-cells within the RVM raises the
possibility that pain can be modulated by variowychological conditions. For example,
descending pathways from cortical areas could efdwlitate or inhibit nociception transmitted
from the spinal cord. Recent fMRI studies do, ictfandicate that cingulate and frontal cortices
have an effect on the PAG and possibly modulate garing distraction (Valet et al., 2004). A
particularly compelling fMRI study in which subjscivere given in real-time biofeedback data
based on fMRI signal changes showed that bothhegltividuals and chronic pain patients can

be trained to control their own activity in the traé ACC and to modulate their pain experience
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(deCharms et al., 2005). These studies clearlygraze the role of the cortical regions and PAG
in modulating pain perception.
1.4 The Neural Mechanisms of Emotions

Charles Darwin’s view that many of the differentatimns were similar across species laid
the groundwork for the modern field of affectiveungscience. He compared countless sketches
of animals and people in different emotional stated proposed that emotional expressions in
humans are “patterns of action” and that thereadimited set of basic emotions across species
and cultures. These ideas prompted the use of &imaesearch on human emotions. Later, in
1884 the James-Lange theory proposed that ematienthe experiences of sets of body changes
that occur in response to emotive stimuli, and thiéiérent patterns of body changes determine
different emotions (see reviews in Dalgleish, 2004)e most obvious sign of emotional arousal
in animals, including humans, is activity in thetanomic system; e.g. increased or decreased
heart rate, cutaneous transduction and gastramaéshotility. The James-Lange theory is still
influential in contemporary affective neuroscienespecially in arguments that bodily feedback
modulates emotional experience and that emoti@sglanses can be at least partly distinguished
on the basis of autonomic activity.
1.4.1 Neuroanatomical Theories of Emotions

The first substantive theory of the brain mechasishemotions was proposed by Cannon
and Bard in 1931. They investigated the effectrafrblesions on the emotional behavior of cats
and found that removal of the neocortex caused twatmake sudden and ill-directed anger
attacks (Bard, 1937). They argued that the hypathas is involved in the emotional responses
and that removal of the neocortex breaks the hygbathic circuit from top-down control. Their

work suggested that the hypothalamus is a criteater for coordinating emotional behaviors.
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Around the same time, James Papez (1937) propbaéethe central neural circuits, now known
as the ‘Papez circuit’, were responsible for emmlobehaviors. He included both the
hypothalamus and cingulate cortex in his proposedti®nal circuits, and demonstrated that the
hypothalamus and cingulate cortex were intercomtecdtia projections from the anterior
thalamus and the hippocampus. Papez proposed thatiogal information arrived at the
thalamus and diverged into two streams, one of tbgactted to the cortex (upstream), and the
other directed to the hypothalamus (downstream)e Tupstream pathway transmitted
information to the sensory cortices, especialljtite cingulate region. Through this pathway,
emotional information was converted into percemjothoughts and memories. The pathway
extended from the cingulate cortex to the hippoassmgnd, via the fornix, to the mammillary
bodies of the hypothalamus. The downstream pathweapected from the thalamus directly to
the mammillary bodies of the hypothalamus, comptethe circuit and integrating the work of
Bard (1937). The ‘Papez circuit’ accounted both deneration of emotions and the top-down
control of emotional responses.

Over time, the neural circuits for the regulatidremotional responses have come to include
more brain regions. Kluver and Bucy (1939) showed bilateral lesions of the medial temporal
lobe in rhesus monkeys led to a set of abnormaltiemad behaviors (Kluver-Bucy syndrome),
including bizarre oral behaviors, hyperactivity ahglpersexuality. It was later shown by
Weiskrantz (1956) that bilateral lesions of the gdafa were sufficient to induce the emotional
disturbance of Kluver-Bucy syndrome. A decade |akdaclLean proposed the limbic system
model based on Papez’s and Bard’s ideas and it¢gigifeem with the findings from the work of
Kluver and Bucy (MacLean, 1949). This model inclddeany of the components of the ‘Papez

circuit’, such as the thalamus, hypothalamus, hippgpus and cingulate cortex, as well as other
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important structures such as orbital and mediafrgméal cortex and amygdala. McLean
separated the emotional brain into two parts: lig)ancient reptilian brain (striatal complex and
basal ganglia), which he proposed is the basisiofifve emotions such as fear and aggression;
and (2) the old mammalian brain (limbic system),iclhin his view enhances primitive
emotional responses and elaborates social emotkinally, in McLean’s model, the new
mammalian brain (neocortex) allows for emotiondnierface with cognition and in addition
exerts top-down regulation of emotional responses.

1.4.2 Brain Regions Associated with Emotions

In the past ten years, assumptions regarding tlheoapatomical structures involved in
emotions have been tested using neuroimaging tgebsiin humans. PET and fMRI studies
have begun to describe the key emotion-relatech lme&gions, such as the anterior cingulate,
insular and medial prefrontal cortices, and the gaaja (Phan et al., 2002; 2004).

The anterior cingulate cortex (ACC) is important fotegrating attention and emotional
information, and for regulating emotional behavidrsparticular, the ACC may mediate arousal
responses accompanying emotional behaviors. Tlsesvidence that rostral ACC projects to
autonomic areas such as hypothalamus and brain atehwith orbitofrontal, insular and medial
temporal regions that also project to these horma#ostenters (Barbas et al., 2003). Direct
stimulation of rostral ACC in animals and humanske&s autonomic responses. PET and fMRI
studies have reported abnormalities in ACC activain psychiatric patients with obsessive-
compulsive disorders, post-traumatic stress, amtedsion, compared to healthy individuals
(Devinsky et al., 1995; Rauch et al., 1994; Senaplal., 2000; Drevets, 2001). The subgenual
cingulate cortex (SACC) appears to be associatéldl seidness. Approximately 46% of studies

that induced sadness in the experimental protaqmbrted that SACC is activated (Phan et al.,
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2002), and it appears that this region is activetiwr sadness is induced using either recall-
generated sadness or autobiographical scripts @eg@nal., 1997; Lane et al., 1997; Liotti et al.,
2000). In PET imaging studies, Mayberg et al. ()988dressed the potential mechanism
mediating top-down regulation of mood disorders dndnd that sadness was not only
accompanied with increased activation in SACC dmdanterior insula, but also with decreased
activation in the right dorsolateral prefrontal amaferior parietal cortices. These same
investigators also discovered that recovery frorpregsion involved the same regions in a
reversed activation pattern, with decreased limiétabolism and increased cortical metabolism.

The insular cortex projects to brain regions suckha amygdala and hypothalamus that play
critical roles in regulating autonomic activity (Bustine, 1996). Activation in the insular cortex
has been reported in many neuroimaging studieshithwemotions have been manipulated,
including when emotional recall is used and wheroteans are induced by viewing pictures
(Phan et al., 2002; Lane et al., 1997). Therede almpirical evidence that right anterior insula
activity reflects introspective representation ofdity responses which is crucial to subjective
emotional states arising from autonomic viscergpomses (Critchely et al., 2004).

The amygdala also appears to be critical for psingsemotions. Neuroimaging studies have
shown that the amygdala responds to fearful fa¥esirfg et al., 1995; Morris et al., 1996;
Philips et al., 1997) and is important for recogmyzfearful facial expressions. In addition,
recordings of neurons in the amygdala of the monkeggal that a population of neurons located
in the basal accessory nucleus of the amygdalanespto human or monkey faces (Leonard et
al., 1985). It has been suggested that the damiatieese neurons would cause the deficits in
emotional response (Leonard et al., 1985). Actiuitthe amygdala is susceptible to the top-

down control. For example, it has been shown tlt@inton can modulate amygdala activity
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(Pessoa et al., 2005). Amygdala activation has eend in response to stimuli other than
fearful faces, including aversive pictures (Tayral., 1998), sad faces (Blair et al., 1999), and
even recall of pleasant pictures (Hamann et aB919Thus, it is possible that the amygdala may
respond to general emotional stimulus saliencegrobgss of emotional valence.

The relationship between the frontal lobe and eomstiis perhaps best illustrated by the
classic case of Phineas Gage. In 1848, Gage, raadiworker, survived an explosion which
caused a large iron rod to be completely propdahedugh his head, destroying large regions of
his frontal lobes. The injury dramatically affectieid personality and behavior. It is now known
that the prefrontal cortex, especially medial pyefal cortex (mPFC), has an important role in
emotional processing (Phan et al., 2002). The ambm of mPFC is engaged in processing
emotions induced by emotional films, pictures aechil (Lane et al., 1997; Reiman et al., 1997).
Positive and negative emotions, such as happiseskiess and disgust, and the mixture of
emotions all can activate the mPFC.

1.5 The Interaction of Pain and Emotions
1.5.1 Emotions Influence the Perception of Pain

Numerous behavioral experiments have reported flaén experiences are altered by
emotional states. In general, negative emotionse@se the perception of pain intensity and
decrease tolerance to pain, while positive emotaitenuate pain intensity, raise pain thresholds,
and increase tolerance. For example, a positivedmaduced by humorous film clips increased
cold-pressor pain tolerance, while a negative mowtliced by film clips of the holocaust
decreased it (Weisenberg et al., 1998). Meaghexl.e2001) found that male subjects who

viewed slides that provoked feelings of fear ogds& were more sensitive to cold pain, but less
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sensitive to pain when they watched erotic slidiebas also been reported that perceived pain
intensity is enhanced by pain-relevant anxiety gRéus et al., 2001).
1.5.2 Neural Substrate Correlated with the Interadbn between Pain and Emotions

Both emotion and pain are multidimensional congukat contain motor, valence, sensory
and physiological components. They are considesduet parts of a large motivational system
that promotes survival (Mollet and Harrison, 2008). the motivational system, there are
appetitive and defensive sub-systems guiding iddiais toward survival-needed stimuli (e.g.
food and water) and warning individuals away froanrhful stimuli (e.g. injuries). Emotions are
often described in terms of their place on a raafjgwo main components: valence (from
negative to positive) and arousal (from calm toitexi}. Positive emotions can be thought of as
the result of appetitive system activity, and negaemotions as a result of defensive system
activity. The level of arousal can be thought oftlas degree of activity of the motivational
system. Because pain comprises emotional, sensatycagnitive components, emotion is
inherently part of pain. Pain sensation can beidensd to be generated in the defensive system
which motivates organisms to avoid noxious stimtihe integration of pain and emotion may
account for a wide range of behavioral and physgiocll changes. It would therefore not be
surprising if a wide range of brain regions wereoimed in the interaction between pain and
emotion. Further, there should be either some apéri the neurocircuits of these two states, or
a close association between them. Several limbictsires are potentially associated with the
interaction between pain and emotion.

The cingulate cortex: The medial pain system includes projections fribv@ midline and
intralaminar thalamic nuclei to the anterior ciragel cortex (Vogt and Sikes, 1999). Recently,

Vogt reviewed the linkages between pain and emadtiaie cingulate cortex by analyzing the
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results of 40 human imaging studies in which nogistimuli were presented, and results of 23
studies in which simple emotions were experiencédg{, 2005). His findings include the
following: (1) both noxious thermal stimulation thle skin and fear induced by events, objects or
memories with negative valence activate the antemial-cingulate cortex (MACC/BA24); (2)
both happiness and pain induced by balldistention of the distal esophagus activate a regio
within the posterior anterior cingulate cortex (P& (3) hypnotic amplification of
unpleasantness during noxious stimulation enhaactgty in the caudal part of pACC. These
findings suggest that during some painful stateghich both pain and emotion are experienced,
a portion of the cingulate cortex including the pd@nd the mACC may be involved in their
integration. Mu-opioid receptors are found in a bemof regions in the brain, including both the
ACC and the amygdala, which are shown to releaseganous opioids that bind {eopioid
receptors under sustained pain stimuli (Zubieta.e2001).

The Insular cortex: Insular cortex plays a role in diverse functiosisch as emotions,
homeostasis, and self-awareness (Craig, 2002;h&ytceet al., 2004). Both pain and emotion
represent important changes in the internal ste#ftaa organism. Therefore, it is possible that the
link between emotion and pain may be associatel thé activity in the insular cortex. Damasio
et al. (2000) reported in a PET study that proogssimotion activated regions of the insular
cortex. In their experiments, 41 normal subjectsalted and re-experienced personal life
episodes marked by sadness, happiness, anger rorTiea results indicated bilateral, but
asymmetric, activations in anterior/middle insutartex during either sadness or anger, as well
as positive activations in right anterior/middleuhar cortex during either happiness or fear. In
another study, the activity in the bilateral ardernsular cortex of a neuropathic pain patient was

increased by unpleasant odors (Villemure et alQ620This identified activation pattern in
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anterior insula was close to the activation pattdrsadness found in the experiment of Damasio
et al. (2000). Evidence from these studies sugdhat the insular cortex may be an important
region involved in both emotional and painful expece.

The amygdala: The amygdala may also integrate neural activiiyoaiated with negative
emotions and pain. In a PET study, Zubieta andeaglies (2001) examined the function of the
opioid system in healthy human subjects undergangtained muscle pain. Significant
activation of theu-opioid receptor system was detected in selectédmas of interest in the
amygdala ipsilateral to the painful stimulus, iradiog a regional release of endogenous opioids
during sustained pain. In another PET study, Zaleetal. (2003) reported that sustained sadness
was associated with significant deactivationpebpioid neurotransmission in the amygdala.
These lines of evidence suggest that in additioth&o amygdala’s well-documented role in
affective processing, it is involved in theopioid-mediated sensory responses.

The frontal lobe: The medial prefrontal cortex (MPFC) also may beoaiated with the
interaction between emotion and pain. An fMRI studyheumatoid arthritis patients found that
applying pressure to arthritic joints provoked jopain and led to increased activation in the
bilateral MPFC (Schweinhardt et al., 2008). Moreotee increased activation in the MPFC was
significantly positively correlated with the pattshBeck Depressive Inventory (BDI) scores.
The right ventrolateral prefrontal cortex (VLPFCaynbe involved in emotional regulation of
pain by driving top-down pain inhibitory pathwaykhis region, for example, was identified in
an fMRI study in which religious beliefs decreagpaih perception. Among practicing Catholics,
an image of the Virgin Mary induced context-depemidanalgesia during acute electrical pain
stimuli, concurrent with increased activation ie tight VLPFC (Wiech et al., 2008).

1.6 Background to the Methodology
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Until twenty year ago, pain was investigated priigat the peripheral and spinal cord levels.
Studies mainly relied on animal models, in whichladbn methods, pharmacological
manipulation and electrophysiological methods wemgployed. Functional neuroimaging has
fundamentally changed our knowledge about painagemsand led to the identification of brain
regions linked to pain sensation in humans. Becg@ase is a subjective experience and can
change under different circumstances, non-invaseghniques such as functional magnetic
resonance imaging (fMRI) allow us to investigate brain activity of conscious subjects and to
record functional activity across the entire braimultaneously. The experiments in the
dissertation employ fMRI methods to investigatectional networks for altered pain experience
by sad mood. First, task-driven fMRI methods aseduto identify brain activation patterns
when pain is affected by sadness. Second, resiang-#RI methods are used to investigate the
intrinsic connectivity within brain networks for ipaand emotion. Third, path analysis is applied
to the fMRI datasets to investigate the functioo@hnectivity of brain networks that underlie
altered pain perception during sadness.

1.6.1 Task-driven fMRI and Data Analysis

Most fMRI experiments examine brain activity by reeang the blood-oxygenation-level
dependent (BOLD) signal, which relies on the défgrmagnetic properties of oxygenated and
deoxygenated hemoglobin (Ogawa et al., 1990). TB&DB signal is correlated with neuronal
activity, as local neuronal activity increases rhet requirements. Logothetis et al. (2001)
presented empirical evidence that local field ptéds in the visual cortex of monkeys were
significantly correlated with the BOLD hemodynamiesponse. In that landmark study,
intracortical electrophysiological recordings warede while simultaneously recording the

BOLD signals with fMRI.
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Task-driven fMRI experiments detect regional changethe BOLD signal as neurons in
specific brain areas respond to the designed taséisexample, in this dissertation study, a task-
driven fMRI study was designed to deliver painheitalone, or accompanied with visual stimuli
to investigate how sadness influences pain pemep&ood experimental design is necessary in
functional MRI studies and several issues needeacdnsidered including: (1) the specific
dependent variables to be measured (e.g. braimasioth under different tasks); (2) whether a
between-subject or within-subject design is morerayriate; (3) the implementation of
adequate control conditions; (4) control of confding factors (e.g. induced emotions other than
sadness); and (5) the signal-to-noise ratio nepgssatatistically detect the BOLD signal. Task-
driven fMRI studies do not “draw pictures” of alhsi@ BOLD signals, but analyze the percent
change in the signal by comparing task periodsitarhitrary baseline of non-task periods. Brain
regions that are active and that potentially pgdite in performing the task are identified on the
basis of a statistically-significant differencefMRI signal intensity during the task compared to
the baseline. In this dissertation study, therefaee different tasks: (1) painful electrical sksic
(2) mood induction with emotionally-evocative picts; (3) painful electrical shock
accompanied by emotional pictures. Non-emotionetupes are used during the baseline periods
to control for activation associated with merelyteteng and paying attention to colorful
pictures.To evaluate brain activation in a task conditiompared to a baseline condition, most
fMRI experiments use either an event-related desrga block design, or a mixture of the two.
Block designs are most useful for discovering tregnitude of neural activity in one condition
versus another, especially if the response toasle is slow, as in responses to electrical shocks

and presentation of affective pictures. Block desigre powerful for detecting significant fMRI
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activity, and minimizing low-frequency noise, anbetdesign and analysis are relatively
straightforward.

The procedure of a task-drive fMRI experiment iswgh in the following chart (Figure 1.2).
Functional brain imaging data is collected on imdlinal participants. The experimental design is
based on the number of experimental trials, thebaurof blocks in each run, the length of each
block and the number/duration of stimuli during leddock. Once the experimental design is
finalized, participants are recruited to collechdtional and anatomical datasets in MRI. The
functional datasets of each individual are prepeed to convert 2D images into 3D datasets,
align separate slices to the same temporal orgirrect head movements, and eliminate outliers.
Assuming the hemodynamic response function (HRE) adixed shape in any active brain
region regardless of stimulus type, we can focugherdifferences of the magnitude of the HRF
in active brain regions. Regression analysis islieggpto an individual subject's dataset to
identify the significant brain activation duringfférent tasks. Group analysis such as ANOVA
can then be used to identify significantly activabeain regions across subjects. Finally, regions

of interest analysis or connectivity analysis carubed in post-processing.
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Figure 1.2 Flow charts of a task-driven fMRI expental procedure.

1.6.2 Resting-State fMRI and Data Analysis

Traditional task-driven

experimental tasks. The signal that is analyzethsk-driven fMRI studies only accounts for a
small amount of body metabolism, approximately 5%ess. The resting brain consumes 20%

of the body’s energy. This raises the question loy #the brain consumes so much energy in the

resting state. One explan

support ongoing neuronal signaling (Fox et al., 900 hus, the spontaneous BOLD signals,

which indirectly measure neuronal activity basedtwa brain metabolism, in the resting human

brain could be meaningf

fMRI studies detect increddrain activity in response to specific

ation comes from the whsen that most of the energy is used to

ul. It has been found thatntaneous BOLD activity in the left
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somatomotor cortex is specifically correlated wspontaneous fluctuations in the right
somatomotor cortex and with medial motor areadheabsence of motor behavior (Fox et al.,
2005). This empirical observation suggests thatsghontaneous BOLD activity is not random
noise, but reflects the functionality of the regtbirain. Detecting brain activation patterns during
resting states could provide insights into theimsic functions of the brain.

Based on the assumption that the components airalngetwork are functionally connected,
the BOLD signal fluctuations of these componentsloareasonably assumed to be correlated in
the resting state. This assumption is the basresiing-state fMRI. Functional imaging studies
of the resting brain have been conducted for maanlsystems, including somatomotor, visual,
auditory, episode memory and attention systemsrgaews in Fox and Raichle, 2007). These
studies have shown that brain regions with simflanctionality tend to have correlated
spontaneous BOLD activity. Many resting-state fMiRldies have found that a particular set of
brains regions is typically more excited at reantkluring cognitive task performance (Raichle et
al., 2001; Greicius et al., 2003). This patternaoctivity is called the “default mode” brain
network, and includes both positive and negativeetations of activity among separate brain
regions. The task-negative regions are distributethe medial prefrontal, lateral parietal, and
posterior cingulate/precuneus cortices. Task-p@sitegions are distributed in the intraparietal
sulcus, the frontal eye field region and the middlaporal region.

Resting state fMRI methods have been used to iigedst the neural mechanisms that
underlie pain. Baliki and colleagues (2008) invgastied how chronic back pain disrupts the
default mode network during the resting state. Ydime brain regions of the default mode
network as the seed regions in a correlation aiglireey found that correlation maps of healthy

controls were very close to the default mode netwaescribed by Raichle et al. (2001) and
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Greicius et al. (2003). However, chronic pain paseshowed much smaller cortical areas with
negative correlations and larger areas with pasiterrelations than healthy controls. The
reduction in the total brain area exhibiting antietation suggests a disruption of the balance of
the positive and negative correlations in the defanode network and impairment of cortical
functional connectivity in chronic pain patientdierdisruption of the default mode network in
the chronic pain patients may underlie the cogaitimd behavioral impairments that accompany
chronic pain. In another study, Cauda and colleagi2909) explored the thalamocortical
connectivity in a group of patients suffering frggaripheral neuropathic pain by using a resting
state fMRI paradigm and predefined regions of gger(i.e., primary somatosensory cortex,
ventral posterior lateral thalamic nucleus, and ialetbrsal thalamic nucleus). Compared with a
group of healthy subjects, the patients showed edesed temporal correlations between
predefined regions of interest, indicating a desedaresting state functional connectivity
between the thalamus and the cortex. These dafodupe authors’ interpretation that chronic
pain can disrupt thalamic feedback during the mgsttate.

Both the scanning protocol and pre-processing nasthesed in resting fMRI studies are
similar to those in task-driven fMRI studies. Commriechniques used to identify spatial patterns
of spontaneous BOLD activity include simple cortiela analysis and independent component
analysis (ICA). Simple correlation analysis is tdract the BOLD signal from a defined seed
region and determine the temporal correlation betwthe extracted signal and signals from
other brain regions. This technique is straightBmdvand the results are easy to interpret. In
contrast, ICA does not require defining a seedoregirhe algorithm of ICA decomposes the
entire BOLD dataset into independent componentshvaie maximally independent statistically.

Each component represents either a meaningfuladpatitern of spontaneous brain activation or
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noise. Noise components are automatically separéigidresearchers must determine which
components reflect noise and which reflect fun@l@natomical networks.
1.6.3 Functional Connectivity of the Pain Network
1.6.3.1 Path Analysis

Interregional Pearson product-moment correlatiogffanents historically have been used to
determine which brain regions are functionally etated during a specific experimental task.
However, interpretations based on pair-wise coticgla are complicated when multiple
neuroanatomical systems are involved. Path analyais therefore proposed as a method to
guantify the interaction among many brain regioMgl(tosh et al., 1992). Path analysis uses
information about the anatomical connections andetation coefficients among brain regions
to determine the functional connectivity in a giverperiment. It attempts to find causal
relationships among brain regions. The applicatibpath analysis to fMRI datasets is based on
the assumption that correlation patterns betweenlvain regions are due to either common
influence on both regions or to direct anatomicairections between them. If two regions are
functionally linked in a specific task, the cortga coefficient of their activity will be large.
The correlation between two brain regions is exggdsas the sum of the compound paths
connecting the two regions. Mathematically, thel gdgpath analysis is to obtain a set of path
equations to minimize the difference between theeoked covariances and those implied in the
solution of equations. The analysis uses a sefissiazessive “guesses” to find the best-fitting
model of the observed fMRI dataset. Increased pagifficients from region A to region B under
different experimental conditions will indicate meased strength of functional connectivity
between those regions. In other words, activatiomeigion A would predict more increased

activation in region B while holding all other reémt regional connections constant.
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1.6.3.2 Anatomical Connections of Brain Networks foPain and Emotion

To apply functional connectivity techniques, iniscessary to construct hypothetical models
of functional connectivity based on what is knowrpoat the anatomical connections among
target brain regions. Fortunately, the ascendingogipalamocortical pathway has been
extensively investigated in both animal lesion msdand electrophysiological and neural
imaging studies for humans (see reviews in Pri@9). In this dissertation, we proposed a
hypothetical model for pain processing based omknconnections in the pain network (Figure
1.3). Projections originating from the dorsal hofrthe spinal cord reach the central targets in
brain stem sites, including the periaqueductal rRA&G), continue to the ventrocaudal part of
the medial dorsal nucleus (MDvc) and the ventrogrist lateral (VPL) nucleus of thalamus, and
finally terminate in the cortical somatosensoryaar@.e., Sl and Sll). Sl and SlI are reciprocally
connected, and projections from these two areagintento the cortical limbic structures
including insular and cingulate cortices (Manzonhiak, 1986; Conti et al., 1988). Anatomical
evidence from monkey studies suggests that re@prmannections exist between Sl and the
parietal lobe/ BA7b (PPC), and that there are ptamas from the parietal lobe to the cingulate
gyrus/BA 23 (PCC) as well as the insular cortexaNet al., 1987). The insula also receives
direct afferents from Sll (Mesulam and Mufson, 1P8Rithin the cingulate cortex, the posterior
subdivision/BA23 (PCC) has reciprocal connectioiith whe anterior subdivision/BA 24 (ACC),
and both subdivisions have widespread connectidgtisnwthe cortex including the insular region
(Pandya et al., 1981). In addition, the anteriogaiate and the anterior insular cortices receive
direct projections from the ventromedial part o€ thosterior nuclear complex (VMpo) and

ventrocaudal part of the medial dorsal nucleus (B)f the thalamus (Zhang and Craig, 1997).
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Figure 1.3 Cerebral cortical pathways involvedha pain processing (Price, 2000).

To construct a functional connectivity model of théeraction between pain and emotion,
connections of the pain network mentioned in thevious paragraph are included. In addition,
several other areas and their connections thapareof the brain’s emotional circuitry are
included in the model. Subgenual cingulate cortexQC/BA25) is one of the important nodes
for processing sadness; this area has reciprogatections with other subdivisions of the
cingulate cortex, including anterior cingulate ear{ ACC/BA24) and posterior cingulate cortex

(PCC/BA23) (Pandaya et al., 1981; Cavada and GaldRekic, 1989). Therefore, reciprocal
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connections between ACC/BA 24 and PCC/BA23, as waslreciprocal connections between
ACC/BA24 and sACC/BA25 are included in the hypoitedt model to analyze functional
connectivity of pain and emotion networks. The adalg/hippocampal complex is another
important node involved in emotional experience hasl widespread reciprocal projections with
the cingulate cortex and the periaqueductal gr&G)P The direct projection from the amygdala
to the PAG has an important role in opioid analggginnegan et al., 2004). It is therefore
necessary to include the reciprocal connectionsvdert amygdala and PAG, as well as
connections between amygdala and cingulate corteké same model. The insular cortex is
another important brain region involved in procegsemotions and homeostasis. The insular
cortex has reciprocal connections with the amygd&éufson et al., 1981). It also has
connections with wide-spread brain regions suclthassecondary somatosensory, prefrontal,
temporal, and parietal cortices as well as the PFAGgustine, 1996). Finally, the medial
prefrontal cortex projects to the anterior cingelabrtex and from there to posterior cortical
regions, as well as to subcortical regions andatmggdala (Price, 2000; Miller and Cohen,
2001). This projection originating in the prefrahtcortex may be involved in top-down
modulation of pain sensation.
1.7 Research Questions of This Dissertation

Pain research has dramatically advanced in the4fagears. In the 1970s, we knew almost
nothing about the cortical representation of paumrently, we know that widely-distributed
cortical regions are involved in pain processinge Tntegration of pain and emotions has been
addressed in several brain regions including theream cingulate, the amygdala and the insular
cortex. However, to our knowledge, few studies esgplhe effect of negative emotions on pain

perception in a functional brain network. This digation focuses on the interaction between
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pain perception and sadness at the cortical andostital level in humans. The first research
aim explores how sadness affects subjective pdineiorain. The second research aim identifies
the functional network in which pain-relevant andation-relevant brain regions interconnect
when pain experience is altered by sad mood. Kragdef these funcitonal networks will help
to understand the mechanisms underlying subjeptue experiences and identify neural circuits

that may be important to understanding the comdaybad pain and emotional disorders.
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Chapter 2
An fMRI Study of Pain Perception Modulated by Sad Mbod
2.1 Introduction

Pain is both an objective sensory experience tlrabora the intensity of noxious stimuli, and
a subjective one that can range from mildly un@aagdo excruciatingly noxious. Emotional
state can profoundly influence pain perception.dratory studies have shown that emotions
induced by self-reflective statements, music, peguor film-clips with emotional content can
alter pain experience (Willoughby et al., 2002; gaet al., 2008; Meagher et al., 2001;
Weisenberg et al., 1998). For example, inducing epressed mood using self-reflective
statements can significantly shorten the time adividual can tolerate keeping a hand
submerged in ice-cold water (Willoughby et al., 200 Among chronic back pain patients,
experimentally induced depressed mood increasésepelrted pain and decreases tolerance of
pain elicited by holding a heavy bag (Tang et2008).

Neuroimaging techniques such as positron emisstonography (PET) and functional
magnetic resonance imaging (fMRI) are increasingyng used to study brain activation in
humans using experimental protocols in which paisfunuli are delivered to participants who
can simultaneously report their subjective pain egigmce. In such experiments, neural
activation during painful stimulation is distribdtevidely throughout cortical and subcortical
regions of the brain, including somatosensory,rpreél, insular and anterior cingulate cortices,
areas that are included in the so-called “pain indafiPeyron et al., 2000; Melzack, 1990). There
is now evidence that some of these brain regioasaly overlap those associated with emotion
(Vogt, 2005). For example, regions in cingulate arsilar cortices that process pain sensation

are also likely to be involved in both mood disesdand ordinary emotion (Apkarian, 2005;
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Ressler and Mayberg, 2007; Damasio et al., 200Burthermore, neuroimaging data from
patients with either depressive or chronic painditions suggest that the neural substrates of
pain and depression are at least partially oventapg-or example, when painful thermal stimuli
are administered to the right arm, prefrontal angular cortices show hyper-activation in
patients with major depression, compared with hgatibjects (Bér et al., 2007). When pressure
is applied to a painful joint of rheumatoid artlwripatients, the neural activity in an area of the
medial prefrontal cortex that is often active dgrithe experience of pain is significantly
correlated with their scores on the Beck Depressimuentory (Schweinhardt et al., 2008).
Studies such as these suggest that brain regidesang to pain and to depression may be
functionally associated with one another. At th@np we do not know how neural activity
related to an emotional state could affect actiintyprain regions responsive to pain, or whether
such a relationship helps to explain why chronio @ad depression are so often co-morbid.

In this study, we used emotionally evocative piesuto induce a sad mood in healthy female
subjects and compared neural activity in respoaseatnful electric shocks in both emotional
and non-emotional conditions. Our hypotheses whe#: t(1) subjective perception of pain
intensity would increase during sadness; and, (®reased pain perception would be
accompanied by significantly altered neural acioratin some regions of the pain matrix,
particularly the somatosensory and insular cortices
2.2 Methods
2.2.1 Subjects

Sixteen right-handed, healthy women (ages 19-22¢ wecruited from the Department of
Psychology Human Subject Pool at Michigan Statevehsity. None of the participants had a

history of chronic pain, substance abuse, hospitdin for psychiatric disorders or brain injury.
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Handedness was evaluated using the Edinburgh Haaggednventory (Oldfield, 1971) and an
MRI safety questionnaire was administrated to endoat participants met inclusion criteria for
imaging. Participants provided written informed sent, and they were free to withdraw from
the experiment at any time. All procedures werereygd by Michigan State University’s

institutional review board.

Upon arrival, participants completed two self-répgquiestionnaires to screen for symptoms
of psychiatric disturbance or medical disorderst thauld affect pain perception: the Beck
Depression Inventory (BDI) (Beck et al., 1996) dhd Brief Symptom Index (BSI) (Derogatis,
1992). Cutoff scores for excluding participants evgreater than 19 for the BDI and greater than
63 for the BSI. In addition, participants were adistered the Affective Intensity Measure (AIM)
(Larsen, 1984) to ensure that they were likely @sppond emotionally to the picture stimuli.
Cutoff scores for excluding participants was léent80 for the AIM.

2.2.2 Experimental Procedure
Painful Stimuli: Acutely painful stimuli were delivered through Idglated electrodes

applied to the lateral surfaces of the second pigalaof the right index finger using a 9-V

battery-powered Neurome%adapted for the MRI environment (Neurotron, Battrey MD).

To maximally stimulate small-diameter C fibers, € current was set at 5 Hz (Katims et al.,
1997; Symonds et al., 2006).

Pain thresholds and current intensity settings wedividualized for each participant using a
standard procedure developed in the laboratory (Bws et al., 2006). Briefly, the procedure
was as follows. For each participant we first afedi theCurrent Perception Threshold (CPT)
and Nociceptive Threshold (N-CPT) following the standard procedure describethe manual

for the Neurometer. Pain ratings (5 to 100) of 84selses delivered at 0.05 mA increments were
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then collected from each subject. These pain ratfog multiple stimulus intensities were used
to establish a linear stimulus-response function. efjualize subjective pain intensity across
participants, the current intensity correspondiagatnumerical rating of 35 was selected for
painful stimulation during imaging. All participantwere informed that the painful stimulus
during imaging would be at an intensity somewhes®vben their ratings of 5 and 60. In reality,
it remained constant throughout all experimentahditions, set for each participant at the
intensity that had been given a rating of 35. Savaulses of painful stimuli of varying intensity

were tested briefly when participants were placed the scanner to familiarize them with the
experimental environment and to reduce anxiety.

Mood Induction and Ratings. Pictures selected from the International Affeetiicture
System (IAPS) (Lang et al., 1993) were presentechrorLCD screen in the scanning room.
Thirty pictures with negative valence were speaificused to induce sadness. All pictures had
low-to-moderate arousal ratings (< 6.5). Previaduslies in our laboratory have established that
these pictures specifically induce sadness andtoduce other negative emotions such as fear,
disgust or anxiety, which have been reported ttu@mice pain perception (Sudheimer et al.,
2001). Thirty non-emotional neutral pictures (meatence = 4.85; mean arousal = 3.26) were
used during the control condition. Participantgdaboth their level of pain perception and their
emotional states on a numerical scale (0 = ‘no paiall’/ ‘least possible’; 100 = ‘worst pain
imaginable’/ ‘most possible’). Ratings for intenysf both pain and emotions were obtained
before and after each imaging trial to obtain basednd post-trial measurements.

Imaging Protocol: Participants were placed in the scanner, andi@a aft tape was secured
across the forehead to minimize head movement. aoilirize subjects with the fMRI

environment, a 2.5-min practice imaging trial was.rAfter the practice run, three separate 4.5-
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min trials were run for each participant (see FegRrl). Each trial was divided into alternating
30-sec periods of rest and task. Rest periodsliftiirae trials consisted of presenting a sequence
of five non-emotional (neutral) IAPS pictures (&/&ach). Stimuli for task periods for each of
the three trials were as follows: Trial Ra{n Only) six electrical shocks (3-sec on, 2-sec off);
Trial 2 (Sad Only) five sad pictures presented sequentially, eaclté feeconds; Trial 35a4d and

Pain), electrical shocks as in Trial 1 and sad pictaes Trial 2 administrated simultaneously.

Trial 1: Pain Only
Trial 2;: Sad Only SadPic SadPic SadPic
Trial 3: Sad and Pain SadPic SadPic SadPic

Figure 2.1 Block design of fMRI trialg?ain Only, Sad Only, andSad and Pain. Dotted black
line in Trial 1 and Trial 3 indicates delivery ofpéilses of electrical shock, each presented for 3
seconds with 2 seconds between pulses.

2.2.3 Image Acquisition

Imaging was performed on a GE 3.0 Tesla scannepeeg with an eight-channel head coil,

allowing for whole brain imaging. Each functionalas continually collected T2weighted

images of 74 whole brain volumes (matrix size =x684). The first 4 volumes were excluded to

allow the scanner to reach a steady state. Fumattiorages were acquired using gradient echo-

planar pulse sequences (TE = 25 ms; TR = 3000 lipsarigle = 98; FOV = 240 mm,; voxel

size = 3.75 x 3.75 x 4 mm). The whole brain volumas covered by 38 contiguous 4 mm thick

axial slices. An anatomical scan following functammaging collected 128 T1-weighted axial

images (TE = 5bms; TR = 24 ms; flip angle :OQGOV = 240 mm; matrix size = 256 x 256;
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voxel size = 0.938 x 0.938 x1.5 mm). These higleltg®n Spoiled Gradient-recalled Echo
(SPGR) images were used as an underlay for furadtamtivity maps.
2.2.4 Image Analysis

All images were analyzed using the Analysis of Fiemal Neurolmages (AFNI) software
package (Cox, 1996). Analysis of fMRI data followeshventional procedures for processing
single subject data, conversion to standard sw@@xeotcoordinates (Talairach and Tournoux,
1988), group analysis, and region of interest (R&iplysis. These procedures are briefly
described below.

For each subject, raw functional and anatomicalgenfiles (two-dimensional slices) were
converted to three-dimensional AFNI datasets. Eoctional images, Echo Planar Imaging (EPI)
time series were corrected for inter-slice timdtsdmd in-plane motion artifact. EPI time series
were then processed using spatial smoothing witlB aam FWHM Gaussion filter to reduce
random low-frequency noise. EPI time series werenatized as percent signal changes, relative
to the mean BOLD signal in each voxel. A referefwrection was selected as an ideal predictor
of the hemodynamic response function (HRF) basetth@timing of the experimental protocol’s
block design (Figure 2.1). In a multiple regressamalyses, the amplitude of the normalized
Blood-Oxygen-Level-Dependent (BOLD) signal was thpadicted on a voxel-by-voxel basis
with multiple predictors, including the gamma wawh that best predicted the HRF, a constant
to represent the baseline, the degree of the polialan the baseline model, and the motion
correction parameters. General linear tests wee gbplied to each voxel to generate F-statistic
and t-statistic maps representing changes in BOalirast, and pair-wise comparisons for all

experimental conditions were performed. Imagesfith anatomical and functional time-series

. . . 3 .
were linearly interpolated to volumes with 1-mwoxels, then co-registered and converted to

39



standard stereotaxic coordinates to allow averagorgss subjects. The percent signal changes
of each dataset (i.e., participant) were used @ ifor group analysis, a voxel-by-voxel analysis
of variance (ANOVA).

For whole brain group analysis, ANOVA was used rteestigate significant activation in
brain regions during the three trialRa{n Only, Sad Only, andSad and Pain) with a mixed-effect
two-factor model. Experimental trial (3 levels) whe first factor (fixed effect) and subject (15
levels) was the second factor (random effect). @ataset from the 16 subjects was discarded
from the imaging dataset, because she did not shdiference in pain perception ratings during
the experimentabad and Pain trial compared with th@ain Only trial. Monte Carlo simulations
were applied to obtain the corrected type | errex,(alpha level) and cluster size for the group

analysis of the whole brain. For example, basetherMonte Carlo Simulations at an individual

voxel-detection probability of g 2 x 165, the corrected alpha level for the whole brain was

determined to be 0.001, and the clusters considerdd active would have to be at least 125

mm3. Cluster volumes had to be at least 553naha more relaxed alpha value of 0.005. In this

study, alpha value less conservative than 0.00%0isused, so that it is possible to separate
adjacent clusters (e.g. amygdala/hippocampus acigitad/fusiform gyri). A mask was created
using a corrected alpha level threshold and a fselusters was obtained to use as regions of
interest (ROIs). Average z-scores across fiftednjests for each experimental condition or
contrast condition were then obtained for eacthefROIs. In addition, the contrast analysis of
(Sad and Pain — Pain Only — Sad Only) was performed to detect significantly increaseairb
activation for the condition in which painful anddsstimuli were presented simultaneously
compared to conditions in which they were preseraiedhe. In this contrast analysis, many

potentially meaningful ROIs (e.g., subgenual ciaggilcortex, periaqueductal grey, and right
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amygdala/hippocampal complex) did not survive atahoha level of 0.001, so a more liberal
alpha level of 0.005 was applied in order to explirese potentially relevant regions.

2.3 Results

2.3.1 Behavioral Data

All sixteen participants completed the experimeptatocol and were included in the initial
analysis of behavioral data. Beck Depression litgssores and Brief Symptom Index scores,
which were all below the exclusion cutoff, were 3.8.4 SD and 23.5 + 17.5 SD respectively.
Affect Intensity Measure scores were all highenthige cutoff (mean of AIM: 136.4 + 15.1 SD).
The sad emotion induction protocol successfullyusetl sadness in the group of sixteen
participants: mean numerical ratings of sadnesshie&ad Only trial were 7.0 £ 3.2 before and
47.4 + 7.1 after (paired t (15) = 5.98, P < 0.000hese ratings were not significantly different
from those during th&ad and Pain condition (paired t (15) = 1.07, P = 0.2, see Fegu?2).

In further analyses, data from one participant wasluded because she did not show
increased pain perception in t8ad and Pain trial. For the remaining 15 participants, the mean
rating of perceived pain intensity during tRain Only trial was 37.9 + 5.6. As expected, during
both thePain Only and theSad and Pain trials, pain intensity was rated significantly ey for
the task periods (pain stimulation) compared tceelaes (paired t (14) = 5.8, P < 0.001; paired t
(14) = 6.5, P < 0.001, respectively). Finally, paias rated as more intense when painful stimuli
were administered while participants were viewigl pictures and experiencing a sad mood
than when they were viewing neutral pictures, etleough the intensity of the painful
stimululation was identical in both conditions (megain rating forSad and Pain was
51.4146.67 and mean rating fBain Only was 37.89 + 5.63; paired t (14) = 2.6, P = 0.@2 s

Figure 2.3).
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Figure 2.2 Mean ratings of sadness before and a#fteh experimental task. The * indicates
significant difference in the paired t-test (P @dD1)
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Figure 2.3 Mean ratings of pain intensity beforal after each experimental trial. The *
indicates that pain was rated significantly motemse for thésad and Pain trial thanPain Only
in the paired t-test (p < 0.001).
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2.3.2 Neuroimaging Data
2.3.2.1 Brain Regions Activated During Experimentall asks

Location of brain activation in response to acudeful shocks was consistent with previous
findings from both our own lab (Symonds et al., @08nd other groups (see reviews in Peyron
et al., 2000). During th@ain Only condition, significant brain activation was obsatvn the
contralateral (left) primary somatosensory (Sl),lateral posterior insular/secondary
somatosensory (pIn/Sll) and contralateral (leffleanr cingulate (BA 32) cortices (Figure 2.4;
see Table 2.1 for coordinates, volumes of clusterd,mean z scores). These three brain regions
are main components of the brain network activdigthg acute pain conditions, as summarized
in the meta-analysis of Apkarian (2005). During el Only condition, significantly active
regions were bilateral medial prefrontal cortex @Aipsilateral (right) inferior frontal cortex
(BA 45, 44), bilateral amygdala/hippocampal complexd bilateral occipital/fusiform gyri
(Figure 2.5 and Table 2.1). Finally, during tBeel and Pain condition significant activation was
located in bilateral pIn/SIl and contralateral fjefnterior cingulate (BA 32) cortices. These two
regions of activation were also observed dufagn Only. Significant activation durin§ad and
Pain was also observed in the ipsilateral (right) meedpefrontal cortex, bilateral
amygdala/hippocampal complex, bilateral occipitediiorm gyri and ipsilateral (right) anterior
insular cortex. Except for the insular cortex, thesgions also contained significant activation
during Sad Only. Subcortically, duringsad and Pain, significant activation was observed in the
contralateral (left) thalamus and contralaterait)lperiaqueductal grey (Figure 2.6, Figure 2.7

and Table 2.1).
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Figure 2.4 Brain activation during tiirain Only condition. Images in all three rows left to right:
axial, coronal and parasagittal. Left hemisphe@shon left in axial and coronal views. Green
crosshairs centered on region of interest. Rowefi:drimary somatosensory cortex (Sl); Row B:
bilateral posterior insular/secondary somatosensangices (pIn/Sll); Row C: left anterior
cingulate gyrus (BA 32). Alpha value, corrected Wdrole brain, is 0.001. (For interpretation of
the references to color in this and all other fegJrthe reader is referred to the electronic versio
of this dissertation.)
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Figure 2.5 Brain activation during ti8ad Only condition. Images in all three rows left to right:
axial, coronal and parasagittal. Left hemisphe@wshon left in axial and coronal views. Green
crosshairs centered on region of interest. Rowilatdyal medial prefrontal gyrus (BA 9); Row
B: right inferior frontal gyrus (BA 45/44); Row Qiilateral amygdala/hippocampal complex.
Circles in the axial image indicate bilateral odeifffusiform gyri. Alpha value, corrected for the
whole brain, is 0.001.
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Figure 2.6 Brain activation during tiad and Pain condition. All images are in the coronal
plane. Green crosshairs centered on region ofesitelLeft hemisphere shown on left. A:
bilateral posterior insular/secondary somatosensortices (pIn/Sll); B: left anterior cingulate
gyrus (BA 32). C: right medial prefrontal cortex; Dilateral amygdala/hippocampal complex.

Alpha value, corrected for the whole brain, is Q.00
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Figure 2.7 Brain activation during tt#ad and Pain condition. Images in all three rows left to
right: axial, coronal and parasagittal. Left herhisge shown on left in axial and coronal views.
Green crosshairs centered on region of interest. Radeft periaqueductal grey (PAG); Row B:

left thalamus; Row C: right anterior insular corté&¥pha value, corrected for the whole brain, is
0.001.
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Condition Cluster location Active Mean z Max z Center location
volume value value (x,y,2)
(mn’)
Left SI 479 3.44+0.01 3.72 (-44, -25, 47)
Pain Only |eft posterior insula/SIl 2516 359+0.01 4.33  44--25,17)
(P< Right posterior insula/SIl 2164 3.47+0.01 3.86 7,(49, 20)
0.001) Left anterior cingulate 162 3.3+0.01 3.44 (-10, 7, 39)
(BA 32)
Bilateral medial 550 405+0.01 4.39 (0, 48, 26)
prefrontal (BA 9)
Right inferior frontal (BA 1979 422 +0.01 4.92 (46, 15, 19)
Sad Only  44/45)
(P< Left 2555 440+£0.01 5.46 (-26, -24, -10)
0.001) amygdala/hippocampus
Right 2033 423+0.01 5.95 (26, -18, -7)
amygdala/hippocampus
Left occipital /fusiform 22191 432+0.00 6.10 (-35, -79, -4)
gyn
Right occipital 22916 4.48+0.00 5.35 (41, -70, -3)
gyri/fusiform gyri
Left posterior insula/SlI 3155 3.89+0.01 5.23 (-28,18)
Right posterior insula/SII 2871 3.42+£0.00 3.83 ,(85,23)
Sad and | eft anterior cingulate 157 3.15:0.00  3.29 (-6, 4, 39)
Pain (BA 32)
(P<0.001) Right medial prefrontal 308 3.43:t0.01  3.84 (5, 45, 30)
(BA9)
Left 1349 4.07+0.01 4.73 (-18, -29, -2)
amygdala/hippocampus
Right 901 3.98+0.00 4.28 (15, -29, -3)
amygdala/hippocampus
Left  occipital/fusiform 26964 4.89+0.00 6.50 (-41, -70, -10)
gyri
Right occipital/fusiform 20382 4.23+0.00 5.29 (41, -69, -7)
gyri
Right anterior insula 1948 3.38+0.00 3.57 (34,11
Left thalamus 149 3.43+£0.08 3.43 (-17, -18,8)
Left PAG 171 400+£0.01 4.19 (-5, -28, -8)

Table 2.1 Brain regions activated during three expental trials.
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2.3.2.2. The Interaction of Sadness and Pain

Brain regions associated with the interaction afngss and pain were revealed by a group-
wise whole brain t-test contrast analystad and Pain — Sad Only — Pain Only). Positive values
in the active clusters revealed by this contrastlyems indicated significantly greater brain
activation in response to painful stimuli presentgth sad pictures than to either painful stimuli
or sad pictures presented alone. At an alpha lef/é€.005, corrected for the whole brain,
significant activation was observed in bilaterabgenual cingulate cortex (SACC), contralateral
(left) posterior insula/secondary somatosensory tegor (pIn/Sll), contralateral (left)
periaqueductal grey (PAG), bilateral amygdala/hggopal complex and bilateral
occipital/fusiform gyri (Figure 2.8 and Table 2.2he contrast analysi$4d and Pain — Sad
Only) revealed that, as in thain Only condition, bilateral pIn/SIl and contralateral {JeACC

were preferentially active during acute painfulstli (Figure 2.9 and Table 2.2).
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Figure 2.8 Brain activation as a result of the casttanalysisSad and Pain — Sad Only — Pain
Only). All images are in the axial plane. Green crossheentered on region of interest. Left
hemisphere shown on left. A: bilateral subgenudkr@r cingulate cortex; B: left posterior
insular/secondary somatosensory cortices (pIn/SIL);left periaqueductal grey (PAG); D:
bilateral amygdala/hippocampal complex. Alpha vatuerected for the whole brain, is 0.005.

Figure 2.9 Brain activation as a result of the casttanalysis ofSad and Pain — Sad Only).
Images are in the parasaggital plane. Green criosstentered on region of interest. A: left
anterior cingulate cortex (BA 32); B: left posterimsular/secondary somatosensory cortices
(pIn/Sll); C: right pIn/SIl. Alpha value, correctéar the whole brain, is 0.001.
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Condition Cluster location Active Mean z Max z Center location

volume value value (x,y,2)
(mm)
Sad and Left posterior 666 3.52+£0.01 3.97 (-38, -22, 19)
Pain—Sad  insula/SlI
Only —Pain Left/Right subgenual 94 294+0.01 3.14 (-6, 25, -8)
Only anterior cingulate
(P<0.005) cortex
Left amygdala/ 106 3.37+0.01 352 (-19, -12, -14)
hippocampal complex
Right amygdala/ 476 3.41+0.01 364 (19, -17, -11)
hippocampal complex
Left periaqueductal 414 3.03+£0.01 349 (-6, -30, -11)
grey
Left occipital/fusiform 13191 3.62+£0.01 4.10 (-40, -71, -4)
gyr
Right occipital/ 13916 3.48+0.00 3.85 (41, -70, -3)
fusiform gyri
Left posterior 2516 3.6+0.005 4.34 (-40, -23, 18)
gztl?lnaf%ad in_sula/SII _
only _R|ght posterior 835 3.5+0.006 3.87 (38, -15, 13)
(P<0.001) insula/Sll
- Left anterior cingulate 162 3.35+0.005 3.44 (-11, 2, 39)
cortex

Table 2.2 Brain activation as results of contrastlgses of $ad and Pain — Sad Only — Pain
Only) and Gad and Pain — Sad Only).
2.4 Discussion

Previous behavioral studies have reported that iemadtstates can alter the perception of
pain, but the neural mechanisms that account ferphenomenon have not yet been elucidated.
In this study, we replicated this finding, obseryithat a sad state induced by showing
emotionally evocative pictures significantly incsea subjective pain intensity. Further, we
found that neural activation associated with inseelapain perception is significantly increased
in a region of the contralateral parietal opercultimt includes posterior insular/secondary
somatosensory cortex (pIn/Sll). This region is knde be an important area in the complex of

brain regions commonly found to be activated dutheyexperience of pain, often referred to as
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the “pain matrix” (Peyron et al., 2000; Apkarianagt 2005). In addition to pIn/Sll, three other
brain areas showed significant activation assotiatéh increased pain perception during
sadness: the subgenual anterior cingulate cortaygdala/hippocampal complex, the occipital
gyri. These cortical areas are likely to be asgediavith emotional processing of sad pictures,
and it is possible that activation in these bragions reflects increased sadness during the
presentation of sad pictures and pain stimulatidbowever, the behavioral data do not show
significant differences in the ratings of sadnessngd) Sad Only and Sad and Pain conditions.
We therefore suggest that the activation in subglenanterior cingulate cortex and
amygdala/hippocampal complex, together with thatha midbrain periaqueductal grey (PAG),
may be involved in the modulation of pain perceptibrough the descending pain transmission
pathway.
2.4.1 Increased Activation in Posterior Insular andSomatosensory Cortices

The secondary somatosensory cortex occupies a éaegein the parietal operculum. The
exact anatomical border between the granular catexe inner part of the operculum and that
of the posterior insular cortex cannot be delirdatising MRI, and the majority of pain
neuroimaging studies do not differentiate the sdaon somatosensory area from the
anatomically contiguous posterior insular cortery@®n et al., 2000; Apkarian et al., 2005).
Thus, as in other fMRI reports, to describe thévatibn evoked in this cortical region by acute
painful stimuli, this study uses a term that in@dsdooth regions, here called the “posterior
insular/secondary somatosensory cortex” (pIn/Sll).

The pIn/Sll is thought to be important for procegsihe sensory-discriminative dimension of
pain (Treede et al., 1999). Evidence for this isdolaprimarily on PET studies in which

perceived pain intensity is correlated with regiacexrebral blood flow in the pIn/SII (Coghill et
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al.,, 1999), and fMRI studies in which participantgitings of the sensory-discriminative
dimension of mechanical pain are correlated with_BGignal in this region (Maihofner et al.,
2006). In the present study, we found bilateralvatibn in pIn/Sll when painful shocks were
administered to the right index finger. In additi@activation in the left pIn/Sll, contralateral to
the stimulation site, was significantly greater both BOLD signal intensity and area of
activation when painful shocks were administeregcoorent with sad stimuli compared to when
painful shocks were administered alone, even thdhghntensity of pain stimuli was identical
in the two conditions. We suggest that the incréasstivation in the left pIn/Sll reflected the
increased behavioral ratings of subjective paiansity. Further, based on what is known about
the anatomical circuitry of this region, we believas likely that the increased activation is
primarily due to the posterior insular cortex. metOld World macaque monkey, axons of
neurons in nociceptive specific lamina | of thengicord project to the posterior part of the
ventral medial thalamic nucleus which in turn potgeto the dorsal margin of posterior insular
cortex (Craig, 1995). In this study painful stimwiere applied to the right side of the body, and
it is therefore not possible to separate the p@iynunique roles of contralateral and ipsilateral
pIn/Sll. It may be that left pIn/Sll is involved mitered pain perception regardless of whether it
is ispilateral or contralateral to the stimulatste.
2.4.2 Role of Anterior Cingulate Cortex

The anterior cingulate cortex (ACC) is an importardin region for processing the affective
component of pain (Rainville et al., 1997; Hsiehakt 1999; Tolle et al., 1999). A 1997 PET
study in which hypnotic suggestions were used ter ahe unpleasantness of noxious heat
stimuli without changing the perceived intensityraastrated that regional cerebral blood flow

changes within the ACC were positively correlatathwatings of pain unpleasantness (Rainville
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et al., 1997). Further evidence for the role of A&@C in processing the affective dimension of
pain is seen is a recent fMRI study examining BOtd3ponses to electrical pain-inducing
stimuli while participants viewed randomly presehtgctures of sad, happy or neutral faces.
Although neither pain nor emotional ratings werdeobed until after the scanning session, the
researchers reported that postscan pain ratings lwgher during presentation of sad faces than
during happy or neutral faces. Analysis of the imgglata in that study found that activation of
ACC was significantly greater during presentatidisad faces (Yoshino et al., 2010). Consistent
with other fMRI studies of pain processing (seeie@g in Peyron et al., 2000; Apkarian et al.,
2005), the present study observed activation in Af@Btralateral to the body site of painful
stimulation. However, we did not find that actiwati of ACC during the concurrent
administration of painful stimuli and sad picturess significantly increased compared to
administration of painful stimuli alone. This difence in results between our study and that of
Yoshino et al. is perhaps best explained by a diffee in experimental design. Unlike Yoshino
et al., we did not use emotional facial expressiomduce sadness, but instead chose stimuli that
were more general and had been shown in pilot eduti reliably induce a sad feeling state.
Several fMRI studies have demonstrated that emdathyain involves affective components of
pain and is correlated with activation of ACC (Sngt al., 2004; Jackson et al., 2006). Perhaps
presentation of sad faces in the Yoshino et atlystaduced empathy in the participants, thereby
tapping into the affective dimension of pain andistag increased activation of ACC. The
activation pattern in the current study most likdlyectly influenced the sensory dimension of
pain processing and increased activation in théSplinwithout exacerbating the affective

dimension or activation in the ACC. This neuralivation pattern is consistent with our
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behavioral findings that the ratings of sadnessnduthe presentation of sad pictures were not
significantly different between conditions with awithout painful stimuli.
2.4.3 Sadness and the Descending Pain Pathway

In addition to pIn/Sll, brain areas located in seitmggl anterior cingulate cortex, amygdala,
and the occipital gyri showed significant activatia the contrast analysis using the equation of
Sad and Pain — Sad Only — Pain Only, indicating more activity during th&d and Pain
condition compared to either tiad Only or thePain Only conditions. Each of these three areas
has been reported to be associated with emotionakpsing. In a meta-analysis of 55 PET and
fMRI studies on emotional activatiom6% of sad induction studies consistently reported
activation of the subgenual anterior cingulate eor(sACC) (Phan et al., 2002). Although
Reiman and colleagues (1997) found sACC activitydcall-generated but not film-induced
sadness, Phan et al. (2002) found that sadnessaddhy recall or auditory or visual stimuli was
associated with the activation of SACC. ActivatminsACC may not always be observed when
the targeted emotional state (i.e., sadness) duteschieve a desired intensity. This can happen,
for example, when mood induction is acoompaniechdigitional cognitive tasks. Interestingly,
in resting state studies, hypometabolism has beendf in the sACC of patients with clinical
depression, and activation of SACC increases wiagiernis respond to pharmacologic treatment
(Mayberg et al., 1999; Mayberg et al., 2000). Fertbvidence of an association between sACC
activation and sadness is supplied by Liotti e{2000) who note increased sACC activation if
subjects are scanned after achieving a predetednienel of emotion intensity.

Many studies have found an association between dafggactivation and fear-related
emotions, including 30 of the 55 neuroimaging stadanalyzed by Phan et al. (2002). In

addition, PET studies have found enhanced activaticamygdala with increasing intensity of
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sad facial expression (Blair et al., 1999), andeisponse to viewing both pleasant and aversive
pictures (Hamann et al., 1999). Thus, the humangdisdg may play a general role in processing
salient emotional stimuli, regardless of the vaéenc

Finally, the occipital cortex is commonly activatieg a wide range of visual emotion tasks,
including viewing emotionally-evocative pictures darfilms, and faces with emotional
expressions (Lang et al., 1998; Lane et al., 1888ris et al., 1996; Beauregard et al., 1998).
Although it is possible that increased activationhie occipital cortex as well as in the sACC and
amygdala reflects increased sadness when pain Istmu delivered to participants in a sad
emotional state, the behavioral data do not shaweased ratings of sadness during3$he and
Pain condition compared to th&d Only condition. Instead, we suggest that, at least & th
SACC and amygdala, increased activation may ingicadulation of pain perception through
known pain transmission pathways. The medial (mé&lland intralaminar) thalamic nuclei
project directly to both the anterior cingulatetegrand amygdala, which in turn each project to
the nociception-regulating center of periaquedugtal (PAG)(Vogt and Sikes, 2000; Sewards
and Sewards, 2002). Thus, the projections fromPR& to the thalamus, and from the PAG to
the insular/somatosensory cortices, provide patswayintegrate sad and painful information
within the brain regions of the “pain matrix”.

In this study, the PAG, like the sACC and amygdadas significantly more active during the
Sad and Pain condition compared to either tisad Only or Pain Only condition. The PAG can
either inhibit or facilitate pain processing (Paaeet al., 2002). In the present study, the PAG
was likely involved in the facilitation of pain pressing, since increased BOLD signal in the
PAG occurred during conditions in which particigamated painful shocks accompanied with

sadness as more intense than painful stimuli deldvalone. Top-down pain facilitation has been

56



examined in numerous animal studies. For exampkmecal or electrical stimuli, applied to the
rat anterior cingulate cortex (ACC) (which sendsjgetions to the PAG), enhances the tail-flick
reflex (Calejesan et al., 2000). As in humans,RI& in rats sends projections to the rostral
ventral medulla (RVM). The ON-cells in the rat PAt&rease their firing rates just before a tail-
flick response to radiation heat (Fields et alQ®0 Thus, the ACC can indirectly communicate
with the RVM. The descending facilitation mediatgdthe ACC can be blocked by intra-RVM
microinjection of an antagonist of AMPA and kainageeptors (Calejesan et al., 2000), further
indicating the central role played by the PAG ia tlescending facilitation of noxious stimuli.
The amygdala also likely contributes to descendaglitation of pain processing. The
primate amygdala sends projections to the PAG awgdives substantial input from temporal
visual-association areas (Aggleton et al., 1980er& are also robust anatomical connections
between the SACC and amygdala (Anand et al., 20@bascher et al., 2009; Johansen-Berg et
al., 2008). Visual information with negative valernmuld heighten activity in the amygdala, and
thereby indirectly influence the activation of PA&imal studies suggest that activation in the
pain facilitation pathway appears to depend on raact amygdala. Lesions of the central
amygdala in rats eliminate shock-induced hyper#gaes measured by a decrease in vocalization
thresholds to shock (Crown et al., 2000). In thespnt study, the bilateral amygdala showed
significant activation during presentation of sadtyres, both alone and concurrent with pain
stimulation. Thus, it is possible that activationboth the amygdala and the PAG could reflect
the influence of sadness on pain processing. Thtarical projection from occipital lobe to the
amygdala, and from amygdala to PAG provide a paghbsa which emotional information
processed in the occipital lobe and amygdala conddiulate nociceptive signals, possibly

enabling the processing of salient stimuli.
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2.4.4 Conclusion

In conclusion, sadness enhanced subjective paicepiéon, which was accompanied by
increased activation within posterior insular/setany somatosensory cortices (pIn/Sll).
Moreover, brain regions, including sACC and amygddbgether with the PAG, showed
increased activation when painful stimuli were aaistered to study participants experiencing a
sad emotional state. Based on these results, ggesuthat increased activation in the pIn/Sli
could be part of a top-down facilitation of pairopessing via neural circuits that include the
ACC, amygdala, occipital lobe and PAG. These figdimay be relevant to the comorbidity of
pain and depression, potentially providing cluewkhy pain-free persons with pre-existing major
depression are at increased risk for developingpsyms of chronic pain conditions (Breslau et

al., 2003).
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Chapter 3
Functional Connectivity of Brain Networks for Pain Processing and for Interaction of Pain
and Sadness

3.1 Introduction

Pain perception can be dramatically affected bysoemotional state. For example, negative
emotions, such as unpleasant or depressive moncrdaance pain intensity and decrease pain
tolerance (Meagher et al., 2001; Tang et al., 20B®wever, the neural networks underlying
interaction of pain and emotional state are not wetlerstood. Functional imaging techniques,
such as positron emission tomography (PET) andifum magnetic resonance imaging (fMRI),
have been used to investigate human brain activaliming either pain processing or emotional
experience (see reviews in Apkarian et al., 2008 Balgleish, 2004). These neuroimaging
studies consistently identify a set of brain regidhat are active during pain processing,
including primary/secondary somatosensory, inswdaterior cingulate and prefrontal cortices,
and the thalamus. Brain regions associated withtiemal experience include the anterior
cingulate and prefrontal cortices, and the amygdafanote, the prefrontal, insular and cingulate
cortices, are activated by either pain stimuli @f-generated emotions (Apkarian, 2005; Ressler
and Mayberg, 2007; Damasio et al., 2000). In aoldjtsome studies suggest that these brain
regions may be involved in the interaction of pamid emotional processing. For example, when
painful thermal stimuli are administered to thehtigarm of major depressive patients, the
prefrontal and insular cortical regions show insezhactivation, compared to healthy subjects
(Bér et al., 2007). In another study, participantsemmiore sensitive to painful stimuli when they

viewed pictures of sad faces than neutral or hafagees. In these individuals, the anterior
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cingulate cortex and amygdala showed increasestimaion during increased pain sensitivity
(Yoshino et al., 2010).

In Chapter 2, we reported that subjective percaptd pain intensity increases when
individuals experience a sad mood as a consequehegewing sad pictures, and that this
behavior is accompanied by increased activation tle posterior insular/secondary
somatosensory cortex (pIn/Sll). In addition, werfduncreased activation in some emotion-
related brain regions such as the subgenual citgg@artex and the amygdala/hippocampal
complex. These observations led us to wonder haerelie brain regions work together in a
network to increase the perception of pain duringngss. To answer this question, it was
important to identify the functional connectivitynang brain regions that are active during the
processing of either pain or emotion. We therefoctuded the insular cortex, cingulate cortex,
somatosensory cortex, and amygdala in our invesiigaf the network that could underlie the
altered pain perception during emotional states.

Traditional task-driven fMRI studies detect incre@segional cerebral blood flow (rCBF) in
response to specific experimental tasks. For exampl the fMRI study of Chapter 2, we
designed three trials to investigate the brainvatibn patterns associated with painful and sad
stimuli. In recent years, researchers have becammeasingly interested in investigating the
brain activity during rest. The resting-state fM@dtects the spontaneous blood-oxygen-level-
dependent (BOLD) signal which is usually minimizgdaveraging in the traditional task-driven
fMRI studies. It is assumed that if brain regiorestigipate in a particular common function,
their spontaneous BOLD signals during rest shooldetate with one another (see reviews in

Fox and Raichle, 2007).
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The aim of this study was to use resting-state fMRéxamine the functional connectivity
within neural networks implicated in the interactiof pain and sadness. We used brain regions
identified in Chapter 2 as the seed regions toagphe intrinsic activation patterns in the brain
network associated with pain at rest. These regithesinsular cortex, anterior cingulate cortex,
somatosensory cortex, and amygdala, were alsoassedndidates in a path analysis to identify
functional connectivity maps of brain networks. \pedicted that these four candidate brain
regions would be functionally correlated at resiq #hat their functional connectivity would be
altered when painful conditions were accompaniedrxyemotion-inducing stimuli.

3.2 Methods
3.2.1 Subjects

Sixteen healthy, right-handed women ages 18 — 2Bsyémean 21.9) participated in the
study after providing written informed consent apmd by Michigan State University's
institutional review board.

3.2.2 Image Acquisition

Images were acquired on a GE 3T S%IHDX MR scanner (GE Healthcare, Waukesha, WI)

with an 8-channel head coil. A high-order shimmimgcedure was conducted to improve

magnetic field homogeneity (Kim et al., 2002). Dwgrithe 7-minute resting-state scan, subjects
were instructed to relax, stay awake, and to kéep eyes closed. %Meighted echo planar
images were collected continuously with the follogviparameters: 36 interleaved 3-mm axial
slices, TR = 2.5 s, TE = 27.7 ms, flip angel =°,8{DV = 22 cm, matrix size = 64 x 64. The first

four time points were discarded during data analysi ensure that analyzed images were

collected after the magnet had reached a steath: Jta aid in spatially locating resting-state
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fMRI data, high-resolution T1-weighted inversiorcaogery fast spoiled gradient recalled echo

(IR FSPGR) images were acquired with the followpagameters: 180 sagittal 1-mm slices, TE
= 3.8 ms, TR = 8.6 ms, flip angle =, &0V =25.6 mm and matrix size = 256 x 256.

3.2.3 fMRI Data Preprocessing and Analysis
All images were analyzed using the Analysis of Fiomal Neurolmages (AFNI) software

package (Cox, 1996). Using the last functional ienag a reference, images for each subject
were corrected for head movements in three traoskdtand three rotational directions. Images
were then smoothed with a 4-mm FWHM Gaussian kemegduce spatial noise. The effects of
head movements, baseline, and system drifting wer®ved from the original signal through
multiple linear regression analysis. The cleandtbgaanar imaging (EPI) signals in each time
series were then resampled to a voxel size of 3x33mm and converted to the Talairach and

Tournoux stereotaxic coordinates (Talairach andfl@ux, 1988) for further analysis.
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Figure 3.1 Schematic of ascending pathways, suimadristructures and cortical structures
involved in processing pain (Price, 2000). It issame as Figure 1.3 in Chapter 1.

Based upon the known anatomical connections ofastibal and cortical pain processing
regions (Figure 3.1, Price, 2000) and our findifrgsn Chapter 2, a hypothetical model for pain
processing was constructed. The following area® werluded in the model, because they were
observed to be significantly active during paingassing: (1) left primary somatosensory cortex

(S1), (2) left posterior insula/secondary somatssey cortex (pIn/Sll), (3) left anterior cingulate
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gyrus/BA 24 (ACC), (4) left posterior cingulate ggr(PCC), (5) left thalamus (Tha) and (6) left
periaqueductal gyrus (PAG).

In addition, a hypothetical model for the interantiof sadness and pain was constructed
based upon the significant activation observedhim lirain regions when pain perception was
altered by sadness. The model included all of taalkareas in the pain processing model as well
as: (1) bilateral medial prefrontal cortex (mPFQ), right inferior frontal gyrus (IFG), (3) right
anterior insula (aln), (4) bilateral amygdala/hippmpal complex (AMY/Hip), (5) left subgenual
cingulate gyrus/BA 25 (sACC), (6) left parietal W0e/BA7 (PPC) and (7) Dbilateral
occipital/fusiform gyri (OCP). The ROIs of postaricingulate gyrus and parietal lobule/BA7
were generated by using atlases in the AFNI so@wAll other ROIs were adopted from the

imaging results of Chapter 2 (See Talairach coattédm of the centers of these ROIs in Table

3.1).
Central coordinates of ROIs 3

ROls (Right+/Left-, Anterior+/Posterior-, Superior+/Imfer-)  size (mm)
Sl (-44, -25, 47) 479
pin/Sll (-45, -28, 18) 3155
ACC (-10, 7, 39) 162

PCC (-5, -50, 18) 6998
Tha (-17, -18, 8) 149

PAG (-5, -28, -8) 171
mPFC (O, 48, 26) 550

IFG (46, 15, 19) 1979

aln (34, 21, 14) 1948
AMY/Hip (-26, -24, -10) 2555
SACC (-6, 25, -8) 94

PPC (-27, -58, 49) 15255
OCP (-35, -79, -4) 22191

Table 3.1 Regions of Interest (ROIS)
3.2.4 Simple Correlation analysis and group ICA anlgsis
Simple correlation analysis used pre-defined semglons (see below) to detect spatial

patterns of spontaneous fluctuations in the patwowk during the resting state. Correlation
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coefficients were calculated between a given segim and each voxel in the entire brain (Fox
et al., 2005; Greicius et al., 2003). A separatiependent component analysis (ICA) was used to
analyze the resting-state fMRI data without prardef seed regions. ICA assumes that the
BOLD signal is composed of linearly-additive indegdent components. Statistically, these
components are maximally independent from one @&nathd each component is associated with
a spatial brain activity map. The group-level ineleglent maps can be generated using group
independent component analysis (gICA) algorithnti@an et al., 2004).

See regions for the correlation analysis were th&gpior insular/secondary somatosensory
cortex (pIn/Sll), anterior cingulate cortex (ACQ)damedial prefrontal cortex (mPFC) (see Table
3.1). These three seed regions were important tim ppain and emotion networks. In Chapter 2,
we observed that the pIn/Sll responds to painfolckl and has significantly increased BOLD
signals when sad pictures were presented concdmitgh painful shock. The ACC was
activated by either pain or sad stimuli. The mPF&svactivated by the presentation of sad
pictures. To obtain a correlation map, averaged BQlignals of a seed region during the
resting-state scan were first extracted. The cboes between the average time course at a seed
region and the time courses of all voxels in thearbwere then performed. In group analyses,
normalize the distributionthe R values were first converted to Z values ugloFisher's Z
transformationT tests were then performed on the Z values ageamdom chance. A statistical
threshold of P < 0.001 (uncorrected for the whaokert) was used to determine which brain areas
were significantly correlated with the seed reginoss subjects.

We also used group ICA (Calhoun, 2001) to exampetial patterns during rest. In this
analysis, the fMRI dataset for each subject wasppoeessed to remove head movement and

global system trend described earlier (e.g., timéisg of slices, motion correction, smoothing
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and normalizing BOLD signals). We then applied pple component analysis (PCA) on
individual cleaned datasets to represent most ef véiriance of the fMRI within a lower
dimensionality (McKeown et al., 1998). The datdseteach subject had fewer than 25 sources
of variance; therefore, the software packag8&dpc in AFNI (Cox, 1996) was used to perform
PCA with a dimensionality reduction of 25. Becatlsresults were insensitive to the reduction
parameter, the dimension of 25 is likely to be adyohoice for decreasing computational load in.
Preprocessed datasets for all sixteen subjects wemeatenated into one dataset and the
dimensionality of the aggregated data was thencestito 20 by usin8dpc. Because there were
fewer than 20 ROIs, we chose 20 to estimate thebeumf sources present from the dataset to
provide a tradeoff between preserving much of mfmion in the dataset and making the
calculation and interpretation less intensive. Aftee dimensionality reduction, the software
package  3dICA.R in  AFNI  was used to run  the ICA Igsia

(http://afni.nimh.nih.gov/sscc/gangc/ica.hymlhe analysis produced representative time csurse

of 20 independent components and mixing coeffisieagsociated with these time courses. For
each component, the mixing coefficient of an indinal voxel showed the weight of
corresponding time course component in the origB@LD signal. The group maps of 20
independent components generated from ICA wereslioided by using a Z-threshold criterion
(P <0.001, Z = 2.36); ICA components were treai®dandom variables, and a one-sample t-test
was performed with the null hypothesis of zero niagie.
3.2.5 Functional Connectivity Models

Simple correlation analyses demonstrate how one sgon functionally connects to other
brain regions at rest. If we want to know corrielad among multiple brain regions, the

simultaneous functional connectivity among them banrevealed using path analysis. Path
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analysis is a causal modeling method to explorestaifons within a defined network. However,
path coefficients generated from path analysiswateorrelation coefficients. Theoretically, path
coefficients are standardized versions of linegregsion weights which are used to determine
the relationship among variables in a mulitivariggstem.

Model construction: Two hypothetical models were constructed to itigase brain networks
for pain processing and the interaction of pain aadness (see Figures 3.2 and 3.3). The
hypothetical model in Figure 3.3 was simplifieditelude only ROIs significantly correlated
with others (see Table 3.3, the inter-regional 8&@s correlations). For example, the brain
activation pattern during rest (Figure 3.5, 3.6 &nd B) suggested strong correlations between
the anterior and posterior portions of cingulatetexq as well as between the anterior insular
cortex and anterior cingulate cortex. Thus, the RGIACC, PCC and aln, and the anatomical
connections of these ROIs (Figure 3.1) were incude the hypothetical model. Uncertain
directionality of effect between two regions in thgpothetical model was taken care by: (1)
trying alternative models with different directiditias; (2) including reciprocal effects; or (3)
including all possible paths.

Model analysis: Path analysis was used to explore correlatiotisinvihe defined networks
during both resting and task-driven states. Fohesubject's dataset, masks of ROIs were
created. Within each mask, preprocessing steps werlmrmed across all brain voxels as
detailed in section 3.2.3 to remove head movem@hisgstem drift. Preprocessed BOLD signals
were normalized by dividing the value of each vdxgthe mean value of the whole brain. The
normalized time series of each mask were then gedrand extracted. The extracted time series

were used as inputs for path analysis using thgrano Amos 17.0 (SPSS Inc.).
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Path analysis was applied as a confirmatory testxfore the correlations among ROIs
within the hypothetical models. All variables repeating BOLD signals of ROIs were
observable (endogenous) variables; the analysiadtithvolve any latent (exogenous) variables.
The analysis estimated parameters of path coeffi@nd the goodness of fit which was used to
reject, modify or accept the model. Modificationtbé model was made one path at a time until
the overall goodness of fit was acceptable for wwle model. To achieve an acceptable
goodness of fit, a measure of discrepancy is miechibetween the observed interregional
correlation matrix and the correlation matrix potedd by the model. The measures of this
discrepancy are asymptotically distributed as CiuaBe. If observed discrepancy has a small
probability under this distribution, we can faidure that the model adequately fits the observed
data. If a small change in a path leads to a lelhgage in other connections, this path would be
rejected because of co-linearity.

Model interpretation: Path analysis was based on the hypothesis that b¥gions involved
in a functional brain network should have stronghgr-correlated activity patterns. For example,
if the path coefficient connecting region A to @giB indicates that region A increases by one
standard deviation from its mean, then region B ldidne expected to change by the amount of
the path coefficient standard deviation from itsame while all other relevant regional
connections were held constant. A positive patHfiodent would indicate increased activation

in region A, leading to proportionately increasethaty in region B.
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ACC pIn/Sll

PCC

Tha

PAG

Figure 3.2 A hypothetical model used to investightefunctional connectivity in the supraspinal
network involved in pain processing. Sl, primaymatosensory cortex; piIn/Sll, posterior
insular/secondary somatosensory cortex; PCC, posteéngulate cortex (BA 30); ACC, anterior
cingulate cortex (BA 24); Tha, ventral lateral mosir nucleus of thalamus; PAG,

periaqueductal gyrus.
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Figure 3.3 A hypothetical model used to investigaie interaction of pain and emotion. This
model combines the brain regions involved in batin@nd emotional processing. Sl, piIn/Sll,
PPC, Tha, and PAG are brain regions mainly assmtwmith pain processing. IFG, mPFC, and
OCP are involved in processing emotional infornratibhe ACC, aln and AMY/Hip ROIs (bold)
are the probable key nodes modulating the painreequee by emotional states.

3.3 Results
3.3.1 Resting-state Maps

During the resting state, the spontaneous BOLDadsgnf the seed region placed at the
posterior insular/secondary somatosensory cortéx/p) were significantly correlated with
signals in the following bilateral brain regionsi area in the inferior frontal junction which
included the anterior insular cortex; anterior cilage cortex (BA24); primary sensory cortex
extending to the parietal lobule; and the thalaffigure 3.4). Another seed region was placed
in the anterior cingulate cortex (ACC), an areacihihinay be important in integrating emotion

and pain. This ACC seed region was significantlyr&ated with the anterior insular cortex and
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the thalamus (Figure 3.5). There was also a stconglation between regions in the anterior and
posterior portions of the brain. A seed region gth the medial prefrontal cortex (mMPFC) was
positively correlated with anterior regions (andetinsular and anterior cingulate cortices) and a
posterior region (posterior cingulate cortex) (F&8.6).

Independent Components Analysis (ICA) was also usecbnfirm functional connectivity
without a priori definition of seed regions. Twé the 20 component maps obtained in this
analysis were potentially relevant to pain and éomat networks (Figure 3.7). Each independent

map represented the weight of a component in th@alzed time series during the resting state.

The 1dh component map (IC 10) included large areas withénsomatomotor cortex, extending

to the posterior insular cortex. This suggests ngir@ositive correlations between the

somatomotor system and the insular cortex in hubram. The 1?1 component map (IC 17)

indicated high levels of activity during rest inldberal cingulate cortex and medial prefrontal
cortex. This spatial pattern suggests strong pesitdrrelations between the anterior portion of
the cortex (including medial prefrontal and antedmgulate cortices) and the posterior portion
(including posterior cingulate cortex), consistesith the well-known activation pattern at rest in

humans (Greicius et al., 2003).
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Figure 3.4 Coronal views in standard Talairachestiarctic space of whole-brain interregional
functional connectivity during the resting state aaigroup-level correlation analysis. A pre-
defined seed ROI was placed in the posterior in&geondary somatosensory cortex, P < 0.001,
correlation coefficient r > 0.2. Positive corretaits of spontaneous fluctuations between the
brain voxels and the ROI voxels are shown in yellomange and red. These regions included: 1,
inferior frontal junction/anterior insular cortef; anterior cingulate gyrus (BA 24); 3, inferior
frontal and superior temporal gyri, anterior/middisular cortex; 4, posterior insular/secondary
somatosensory cortices; 5. primary somatosensonexdparietal lobule; 6. thalamus; 7.
secondary somatosensory cortex/parietal lobule.
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Figure 3.5 Coronal views in standard Talairachestictic space of whole-brain inter-regional
functional connectivity during the resting state aaigroup-level correlation analysis. A pre-
defined seed ROI was placed in the anterior cirtgudartex, P < 0.001, correlation coefficient r
> 0.2. Positive correlations of spontaneous fluibbna between the brain voxels and the ROI
voxels are shown in yellow, orange and red. Theggons included: 1. insular cortex; 2.

thalamus.
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Figure 3.6 Sagittal views in standard Talairachrestiactic space of whole-brain interegional
functional connectivity during the resting state aagroup-level correlation analysis. A pre-
defined seed ROI was placed in the medial preffaudex, P < 0.001, correlation coefficient r
> 0.2. Positive correlations of spontaneous fluibbna between the brain voxels and the ROI
voxels are shown in yellow, orange and red. Theg®ns included: 1. anterior insular cortex; 2.
prefrontal and anterior cingulate cortices; 3. poet cingulate cortex.
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Figure 3.7 A. The 1t8 independent component map and B. thtg hdependent component map

(P<0.001, z = 2.06). The temporal patterns of negjio yellow/orange have positive component
weights.
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3.3.2 Connectivity Model of Pain Network

Pearson correlation coefficiewnts among the regmhmterest (ROIS) in the hypothetical
model (Figure 3.2) were calculated for both theimgsstate and during painful stimulation. The
six ROIs in the model of Figure 3.2 were signifitgicorrelated with one another (Table 3.2 and
Table 3.3). Next, the path analysis calculatedctngsal relationships among these ROIs during

painful stimuliation. The model illustrated in Figu3.2 was modified to reach acceptable

goodness-of-fit (Figure 3.8X2(11) = 35.45, p < 0.001; Figure 3.,9.2(11) =54.71, p < 0.001).
The paths included in the final result all had esgron weights that were significantly greater
than zero at a p level of 0.001. The pain netwanknd) the resting state is depicted in Figure 3.8
with eight statistically significant paths: PAG—Tha; Tha — SI; Tha — ACC; Tha — plIn/SII;
SI— pIn/SII; pIn/SII— ACC; ACC — PCC; PCC— ACC. During painful stimulation, the level
of functional connectivity increased in four of the paths: Tha —SI; Tha — pIn/SII; SI — pIn/SII;
and pIn/SII—-ACC (See Figure 3.9, bold arrows). Interestinghe path coefficient between
PAG and Tha changes from a postive value to aglyoregative value, suggesting that the PAG
has an inhibitory effect on the pain-perceptiorwmek.
3.3.3 Connectivity Model for Interaction of Pain ard Sadness

Path analysis was also used to analyze the hypraheatodel depicted in Figure 3.3 during

the interaction of pain and sadness. The modelmadified to reach acceptable goodness-of-

fitness (Figure 3.10;)(2 (35) = 126, p < 0.001). The final model presenited=igure 3.10

contains three sub-networks, one each for paintiemoand the interaction of the two. The
significant paths during painful stimulation (Figu8.9) were also preserved in the emotion/pain
model (Figure 3.10): i.e., (1) Tha SI— pIn/SIl -ACC and (2) Tha— pIn/SIl. Moreover, the

ACC node integrated efferent and afferent infororatfrom other subdivisions of cingulate
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cortex, and the insular cortex, PAG, and amygdalotm several functional circuits: i.e., (1)
pIn/Sll — aln — ACC — PCC, (2) ACC— sACC— Tha—plIn/Sll, (3) ACC— AMY/Hip,
and (4) ACC— PAG —plIn/SIl. These functional circuits reveal that tA€C is in a key
functional postion to influence activity in braiegions that process pain perception. Recall from
Chapter 2 that the pIn/Sll shows increased actimatthen painful stimuli are adminsterd when a
subject is in a sad mood, resulting in increased parception (Figure 2.8 in Chapter 2). In the
path analysis described here, this pIn/Sll ROl ixesepositive inputs from Sl, Tha and PAG, as
well as negative input from PPC. Through the nodPRC, there is a combination of positive
and negative path coefficients: (1) AMY/Hip — PCC —PPC; (2) ACC — PCC — PPC; and, (3)
SACC — PCC— PPC. Thus, the combined effect of these pathgbstive influence in the
path of PPC— pIn/Sll. It suggests the increased activatioAMY/Hip, ACC and sACC leads
to the increased activation. Similarly, the positieedback loop from the pIn/SH aln— ACC

— PCC— pIn/Sll results in an increased activation in pie/Sll. Finally, the subpath PAG>
pIn/Sll, which also integrates the inputs from A@a AMY/Hip, resulted in additional positive

influences on pin/Sill.

ACC PAG PCC _ pin/Sll_ S| Tha
ACC 1
PAG 220 1

k%

PCC 411 203 1

pIn/SIl 549" 0.057 573" 1

S 545 0115 543 57 1

k% *%* *%

Tha 499 250 509  .335 .368 1

Table 3.2 Input data for analyzing the functionahmectivity of the pain processing network
(Figure 3.2) during rest. Pearson correlations betwthe ROIs (** p < 0.01)
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ACC PAG PCC plIn/SIl Sl Tha
ACC 1

PAG _g5pg 1

PCC 151 -248 1

pin/SIl 750" _787 382 1

S 783  -712 305 .91 1

Tha 564 -747 172 776 717 1

Table 3.3 Input data for analyzing the functionahmectivity of the pain processing network
(Figure 3.2) during painful stimulation. Pearsomretations between the ROIs (** p < 0.01)

AMY/H

ACC sACC aln ip pIn/SIl Sl Tha
ACC 1
SACC .661** 1
aln 453 347 1
AMY/Hip 579 592 319 1
pin/SIl 761 515 402 791 1
Sl 658 534 0245  5oo 704 1
Tha 704 730 286 822 754 673 1
PAG 755  .558 458 615 788 520 567
PCC 775  .676 341 615 660 542 730
PPC -492 -.305 277 -441 -.658 -470 -.420

Table 3.4 (A) Input data for analyzing functionahaectivity of Figure 3.3 when painful stimuli
were administered during sad mood. Pearson caoetabetween the ROIs (** p < 0.01)

PAG

PCC

PPC

ACC
SACC
aln
AMY/Hip
pIn/Sli
Sl

Tha
PAG
PCC

PPC

1
.665

*%

-.552

1

-0.253 1

Table 3.4 (B) Input data for analyzing functionahoectivity of Figure 3.3 when painful stimuli
were administered during sad mood. Pearson caoetabetween the ROIs (** p < 0.01)
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Si

0.353 0.687
pIn/sli 0.368
ACC 437
-0.535 PCC

0.394 0.166

Tha

0.25
PAG

Figure 3.8 Functional connectivity for the pain wetk during rest. Standardized path
coefficients, computed from data in Table 3.2, espnt the combined effect of all connections
included in the path analysis. The final model isdified based on the hypothetical model in
Figure 3.2.

Sl
0.717
/—\ 0.916
0.717
pin/Sli
ACC 0.438
0.471

Figure 3.9 Functional connectivity for the pain etk during acute painful stimulation.
Standardized path coefficients, computed from dafBable 3.3, represent the combined effect
of all connections included in the path analysisldBarrows indicate increased path coefficients
of functional connectivity during painful stimulati compared to resting state.
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Figure 3.10 Functional connectivity for interactidsetween painful and sad conditions.
Standardized path coefficients, computed from dafBable 3.4, represent the combined effect
of all connections included in the path analysitie TROIs primarily associated with the
processing of pain perception, including Sl, plh/8IPC and Tha, are indicated by the dashed
double line boxes. The ROIs primarily associatethwie processing of sad pictures, such as
ACC, sACC, aln, PCC and AMY/Hip, are indicated hg tashed line boxes. PAG is a node that
receives inputs from emotional brain regions anih ia position to directly influence activation
in the somotosensory cortex. This final model idels statistically significant paths and is
modified based on the hypothetical model in FigkiB

3.4 Discussion

To our knowledge, this is the first study to demaate functional connectivity among brain
regions within the pain matrix in which activity modulated by sadness. The functional
connectivity of these brain regions during theirgsaind task-driven states provides insights into
understanding the altered pain experience influbycgadness.

3.4.1 Functional Network for Pain Perception
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We set out to determine if correlations between thesterior insular/secondary
somatosensory cortex (pIn/Sll) and other brainamegicould be used to better understand the
brain activation pattern associated with pain psetcey, and, in the process, constructed a
hypothetical model of functional connectivity. Thesult of the study described in Chapter 2 is
that the posterior insular/secondary somatosergmtgx is significantly more active in response
to electrical pain shock than during a control gbad. This is consistent with the discovery that
the SlI, neighboring areas BA7b, and the postenisula contain nociceptive neurons (Robinson
and Burton, 1980). These brain regions have camglgtbeen found to encode the intensity of
nociceptive stimulation in both PET and fMRI neunaging studies (Peyron et al., 2002; Frot et
al., 2007). In the resting-state fMRI study desedibin this chapter, a correlation analysis
revealed that in both hemispheres the primary corapis of the acute pain processing network
(i.e., the anterior cingulate cortex (BA 24), Sisular cortex and thalamus; see reviews in
Apkarain 2005) were positively correlated with qure-defined seed region, the pIn/Sll. An
independent component analysis conducted withatptle-defined seed region confirmed the
same pattern. Because the correlation patternsdfouning the resting state were also found
during task performance, these analyses demonshateeven in absence of external stimuli,
brain regions within the pain matrix maintain adewof functional connectivity. Comparing the
pattern of BOLD activity during rest with those ohg stimulus presentation, it is then possible
to quantitatively describe how external stimuli mtade the functional networks (Fox and
Raichle, 2007; Dhond et al., 2008).

We used the resting state activation pattern tastcoct a hypothetical neural network for
pain processing, so that we could employ path aigly identify functional connections for

pain processing during both rest (Figure 3.8) antesponse to acute pain (Figure 3.9). During
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rest, significant functional connectivity was obs=t in a circuit beginning with the thalamus
and continuing to Sl, Sll, and the posterior insuéad anterior cingulate cortices. The
anatomical connections of this functional pathwayeh been characterized in great detail in
several animal species, including humans (Pric@91L9Compared with the resting state, we
observed that path coefficients in this pathwayreased during acute painful stimuli, seen
especially in the large path coefficient increases thalamus to Sl and to pIn/Sll. The strong
positive interaction most likely means that incexhsictivity in the thalamus directly leads to
increased activity in SI and pIn/SII.

We also observed increased functional connectifrityn the posterior insular/secondary
somatosensory cortex to the anterior cingulateezoduring the response to pain. The ACC is
known to be an important region for processingdfiective dimension of pain (Rainville, 1997).
The functional connection from insula to ACC sudgéehat the sensory dimension of pain may
be integrated with emotional and cognitive factarthe proposed network. This interpretation is
consistent with the elctrophysiological propertigsnociceptive neurons in the ACC which
appear to monitor the overall state of the bodywihole-body receptive fields (Vogt and Sikes,
2000).

3.4.2 Functional Network for Interaction of Pain ard Sadness

We hypothesized that the pain network would diyettteract with brain regions associated
with emotional processing. Previous reports hadeated that the ACC, amygdala, and anterior
insular cortex play important roles in processitghbpain and emotion (Vogt, 2005; Rainville,
1997; Neugebauer et al., 2004; Craig, 2003). Is #tudy, intrinsic connections between the
ACC and several brain regions, including the inswdartex, thalamus, and amygdala were

observed during rest. Using pre-established knogdeaf the anatomical connnections among
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those areas, as well as those with the PAG andoptaf lobe, we created a model of functional
connectivity (Figure 3.10). In this proposed modehin regions that process pain perception
primarily interact with subdivisions of cingulatertex and the amygdala-hippocampal complex.
It is possible to decduce how these regions intet@cproduce a response to pain that is
influenced by emotional state.

The Periagueductal Gray (PAG)

The model includes a direct functional connectiamf the ACC to the PAG. This is likely
to be the substrate through which the ACC can natdudctivity in the PAG to either facilitate
or inhibit pain perception. The model also includedirect connection from the amygdala to the
PAG. Studies have shown that the amygdala is detivavhen a person views unpleasant
pictures (Phan et al., 2002). In addition, indigluwho have sustained sclerotic damage to the
amygdala do not show enhanced responses to emlotienal stimuli in visual cortex in fMRI
experiments (Vuilleumier et al., 2004). The patiidam the amygdala to the PAG, then, may
provide another substrate for the emotional contéxhe pain stimulus to subsequently affect
the PAG’s pain-gating function. Finally, the dirgithway from the PAG to the piIn/Sll in the
model suggests that increased activity in the PAGlead to increased activation in the pIn/Sill.
It is possible that the PAG node integrates infaromafrom the ACC and amygdala, and
intensifies activation in the ascending pain pathwa

The Anterior and Posterior Cingulate Cortices

In our model shown in Figure 3.10, the amygdala amigrior cingulate cortex (BA24) are
functionally connected to the subgenual (SACC). SAEC is also functionally connected to
brain areas of the pain matrix through the thalanfiee sACC is known to be involved in

sadness and depression (Mayberg et al., 1999;i labtal., 2000). The model suggests that
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information about the emotional context of pain rbayintegrated in the sACC. The sACC also
projects to the posterior cingulate cortex (PC@hsistent with our resting-state results showing
connections from the ACC, sACC and amygdala toRG8€, and may also integrate emotional
context with noxious information in PCC. A previostsidy from our laboratory showed that the
PCC is often activated by acute pain stimuli (Sydsoet al., 2006). The bilateral connection
between the PCC and the parietal lobule/BA7 (PR@pssts that information may be relayed
from the PCC to the pIn/Sll, where it may influereivity in this primary node of the pain
matrix.

The Anterior Insular Cortex

In our model the anterior insular cortex (aln) reee input from the pIn/Sll, and projects to
the ACC. The aln is thought to be involved in pssirg introspective feelings, including
sensory coding, body state assessment and automeguifation (Craig, 2009). Therefore, like
the sACC, it may also integrate information abacaihpwith its emotional context.

The Prefrontal Cortex

The model in Figure 3.10 does not include prefromégions even though they were
originally proposed in the hypothetical model seekigure 3.3. This is because the inclusion of
prefrontal regions did not contribute to the vdiiola of the functional connectivity model. It is
possible that there were few cognitive factors ined in the emotional modulation of pain
experience in the current study and/or that ematiomodulation of pain processing is mainly
dependent upon activation in the cingulate cortekamygdala.

3.4.3 Conclusion
The study described in Chapter 2 demonstratedstthiess can increase pain perception, and

that this is accompanied by significantly increasbrhin activation in the posterior
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insular/secondary somatosensory cortices. The stlebcribed in this chapter reveals the
intrinsic functional connectivity among the mairaior regions associated with pain perception at
rest. Specifically, the resting state connectiogisvben the thalamus and somatosensory cortices
show increased path coeffcients in response to gt@muli. In addition, the results of a path
analysis revealed the direct interaction of paid aadness in regions that process pain and
emotional information. Emotional context appears itdluence pain perception through
functional connectivity among somatosensory, insyasterior parietal and cingulate cortices,
amygdala and periaqueductal gray. Finally, thel teff@ct of emotional context on pain matrix
areas through the projections to the posteriorl@mssecondary somatosensory cortices is likely
to be communicated directly through the periaquedwgray. These outcomes of path analysis
provide specific explanations for the interactidrpain perception and sadness and can now be

explicitly tested empirically.
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Chapter 4
General Discussion

Emotion and pain are both complicated physiological psychological constructs, and have
received extensive attention in neuropsychologicedearch. Both are considered to be
multidimensional, comprising valence and sensommanents. Clinical and laboratory studies
indicate that negative emotion, particularly sadnesan either increase pain perception or
decrease pain tolerance (Meagher et al., 2001; €amd), 2008). Depression and chronic pain
are often comorbid, providing a clinical impetusutaderstand the interaction between emotion
and pain at the neural level (Breslau et al., 2003)

A number of brain regions that respond to eithan mat emotion have been identified in
recent years by neuroimaging studies (see reviewgyron et al., 2000; Dalgleish, 2004). Some
of these studies suggest that because the antenigulate cortex (ACC) is activated by both
pain and negative affect (Rainville et al., 2002,g¥/ 2005), it may be an important component
in the modulation of pain perception during differemotional states. However, it is not clear by
which neural circuits the ACC could be involvediwe interaction between pain and sadness.

The aim of this dissertation is to test the hypsithéhat sadness can influence subjective pain
perception, and to explore the functional conndgtief brain networks that are involved in
processing both pain perception and sadness. &dlgifthe experiments described in Chapters
2 and 3: (1) identify human brain activation durpeyception of acute pain and how that activity
is modified during sadness; and, (2) constructftheetional connectivity of neural networks
associated with pain processing as well as theactien between pain and sadness.

4.1 Brain Regions Encoding both Pain and Emotions
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Cortical and subcortical regions that process pp#@rception have been intensively
investigated in both healthy subjects and patievits clinical pain conditions. Across a variety
of experimental manipulations, researchers find fhen is not encoded in a singular “pain
center” of the brain, but is instead located witlimetwork of somatosensory, limbic and
associative brain areas that receive parallel iffout multiple nociceptive pathways (Peyron et
al., 2000; Apkarian et al., 2005). The main compsén this brain network for pain processing
include primary and secondary somatosensory (3J/8isular, anterior cingulate (ACC) and
prefrontal cortices and thalamus. Increased regjibload flow changes to noxious stimuli are
consistently observed in SI/SII, insular and ACGtices. The SI/SII and insular cortices are
thought to be related to the sensory-discriminatgpects of pain perception such as the
intensity or location of a painful stimulus (Codtet al., 1999; Bushnell et al., 1999). The ACC
is observed to be activated in the majority of P& TIMRI studies, but does not seem to be
involved in encoding either stimulus intensity ocation, and instead has been implicated in

affective aspects of pain processing (Rainvill@let1997; Dlle et al., 1999). For example, the

ACC is particularly active when a painful stimuiggperceived as more distressing, regardless of
its intensity (Rainville, et al., 1997). Consistevith current neuroimaging, in this study we also
find significantly increased BOLD activity in respge to acute painful electrical shocks in the
contralateral primary somatosensory (Sl), bilatgraterior insular/secondary somatosensory
(pIn/Sll), contralateral anterior cingulate (BA 32pd in the thalamus.

The neuroanatomy of emotion in the human brain &la® been the focus of recent
neuroimaging studies. The prefrontal cortex, amjggdand anterior cingulate cortex appear to
be key brain regions involved in the emotional eipee (Dalgleish, 2004). In a meta-analysis

of emotion activation studies in PET and fMRI, Phetnal. (2002) observe: (1) the medial
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prefrontal cortex generally is engaged in the regméation of elementary emotional states such
as happiness, sadness, disgust and the mixturkesé temotions; (2) the amygdala plays a
crucial role in both the perception of emotionaés@and the production and emotional responses,
with some evidence suggesting that it is speclficassociated with fear-related emotions; (3)
the subgenual anterior cingulate (BA 25) cortegighificantly associated with sadness; (4) the
anterior cingulate and insular cortices are invdlireemotions either with cognitive demand or
induced by emotional recall/imagery; and, (5) btite occipital cortex and the amygdala are
activated by emotions induced by visual stimuli.

In this study, subjective sadness was successhdlyced by visual stimuli selected from the
International Affective Picture System (IAPS). Qasults, consistent with observations of Phan
et al. (2002), show that watching sad picturesiBaamtly activates the brain regions located in
the medial frontal cortex (BA9), the right inferidrontal cortex (BA 45/44), the bilateral
amygdala/hippocampus, and the bilateral occipitsiférm gyri.

Not surprising, when we simultaneously present fphiand emotional stimuli, significant
activation in brain networks for both pain and eimmt was found. In addition, significant
activation was observed in the periagueductal RAG). This midbrain region was activate
most likely reflects the pain modulation in the exsding pathway. As the PAG also receives
direct inputs from emotion-related brain regionshsas the ACC and the amygdala, top-down
influences of emotion from the ACC and amygdalald¢ddoe exerted on the PAG, thereby
modulating transmission of pain from PAG to thddhaus or to the pin/Sil.

4.2 Secondary Somatosensory and Posterior Insularoftices
In Chapter 2, we report that in healthy right-hahfiemale participants, pain perception is

altered by subjective emotion. Participants ratesirtpain perception significantly higher when
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they received pain stimuli while concurrently watah sad pictures, compared to receiving
painful stimulation while watching neutral picturésterestingly, we also found that activation

in the contralateral posterior insular/secondamaosensory cortex, a part of the brain network
for pain processing, was significantly greater wipainful shocks were accompanied by sad
pictures than when painful stimuli were presentéti motionally neutral pictures.

The border of secondary somatosensory and insoldices has not so far been clearly
delineated anatomically on MRI slices. Thus, thsults reported in our fMRI study do not
separate the two regions, and instead consider thdm one functional region. The pIn/Sll is
most likely associated with the sensory-discrimiugataspects of pain processing, as these
regions contain nociceptive neurons. Many previea3/fMRI studies have found reliable pain-
related activity in this brain region (see reviewApkarian et al., 2005). For example, the pIn/SlI
is functionally implicated in the discrimination witensity of thermal stimuli (Craig et al., 2000;
Peyron et al.,, 1999). With electrodes implantedhwwitSIl and posterior insula in patients
referred for presurgical evaluation of epilepsygtfat al., (2007) reported that increasing thermal
intensities of CO2 laser stimulation enhanced esigketentials in both insular and secondary
somatosensory cortices.

When pain is accompanied by sadness, we also @deat increased activation in other
brain regions such as dorsal anterior cingulateegfACC), subgenual anterior cingulate cortex
(sACC), amygdala/hippocampal complex (AMY/Hip) aperiaqueductal gray (PAG). Several
studies have shown that the activation of antesiogulate cortex and amygdala/hippocampal
complex is associated with emotional processing.dxample, subgenual cingulate cortex has
reduced metabolic during rest in patients with ichh depression (Mayberg et al., 1994). The

dorsal anterior cingulate cortex is involved in th#ective dimension of pain processing
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(Rainville et al., 1997). The amygdala is knownptocess emotional stimuli, including facial
expression (Phan et al., 2004). Interestinglyhim functional connectivity analysis described in
Chapter 3 we observed that the pIn/Sll is functigneonnected with these emotion-related

brain regions through one or multiple nodes.

When pain perception is increased by sadnessptingections between the pIn/Sll and brain
regions that process emotions may lead to increastdty in the plIn/Sll. The pIn/Sll receives
projections from the ventroposterior lateral nudéithalamus and the PAG in the nociceptive
pathways, and this is one of the first corticahyestations in the central processing of painful
stimuli (Treede et al., 2000). The active areahalamus and the PAG during pain also interact
with brain regions that process emotions. For exangur functional connectivity model shows
that the thalamus receives positive functional ispguom subgenual anterior cingulate cortex
(sACC) and amygdala. The PAG also receives dirguitifrom the anterior cingulate cortex and
amygdala. These functional connections suggesthikatltered activation in the pIn/Sll could be
due to activity in the thalamus and PAG nodes enghin ascending pathway, which themselves
receive functional inputs from cortical regions asated with emotions, including the sACC,

ACC, and amygdala.

We also find that the pIn/Sll receives positive dtional inputs from two other nodes: the
posterior cingulate cortex (PCC), and the pariletalile/BA 7 (PPC). The parietal lobule/BA 7
contains nociceptive neurons and activation ingimSIl as a result of painful stimulation can
extend into this brain region (Peryon et al., 2000)previous fMRI study in our laboratory
shows that the posterior cingulate cortex is atstvated by acute painful stimulation (Symonds
et al., 2006). In our model presented in Chapteth®, posterior cingulate cortex receives

functional input from the sACC, ACC and amygdal&u3, the posterior cingulate cortex is
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possibly involved in integrating emotional conteatsd noxious information. The effect of the
path from the posterior cingulate cortex (PCC)he parietal lobule/BA 7 (PPC) would be to
increase activation in the pIn/Sll.

4.3 Functional Connectivity Analysis of Pain-Emotio Interaction

To our knowledge, this is the first study demoristgpaltered functional connectivity among
brain when pain perception is increased by a chamgeood. Functional connectivity analysis
provides information not available using traditibrf8RI contrast analysis methods. For
example, fMRI contrast analysis methods cannoindjsish between excitatory and inhibitory
activity, but instead rely upon regional changesthie oxygenation of hemoglobin due to
increased synaptic activity (Logothetis et al., 20@n the other hand, functional connectivity
analysis is a promising strategy for determiningethler rCBF changes are due to excitation or
inhibition. This analysis investigates statisticalrrelation of dynamic flow changes between
interconnected regions. Positive or negative patfficients help to explain the activation of
excitation or inhibitation in a downstream braigios.

In Chapter 3, resting state fMRI reveals intrinsarrelations among brain regions that are
functionally connected. Based on the observed lmegion activation in the task-driven fMRI
described in our experiments in Chapter 2, we plé&med regions’ in the posterior
insular/secondary somatosensory and dorsal anteiiggulate cortices to investigate the
interregional correlation patterns in the brainwweks for pain and emotions, respectively,
during the resting state. The resulting restingestaap of simple correlation analysis indicates
that brain regions, including somatosensory, ins@aterior cingulate, and parietal cortices, are
intrinsically correlated. Without predefined seeegions, we also used the independent

component analysis (ICA) to determine the activagattern of the pain network at rest. The
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correlation map of ICA confirms the intrinsic cdetons among somatosensory, insular,
cingulate and parietal cortices. These brain regimay therefore have similar functionality in
response to external stimuli.

Once the resting state maps was created, pathsséhegn showed that these regions are, in
fact, functionally connected with one another. The following funcéibpaths was observed
during the rest: (1) projections from the thalartmshe primary somatosensory, dorsal anterior
cingulate and posterior insular/secondary somasmsgncortices; (2) a feedback loop starting
with primary somatosensory cortex, and going fromeré to posterior insular/secondary
somatosensory cortices, dorsal anterior cingulatéex, posterior cingulate cortex, and finally
back to posterior insular/secondary somatosensonyices; (3) bi-directional connections
between the dorsal anterior cingulate cortex arstegpimr cingulate cortex; and (4) a projection
from the preaqueductal gray to the thalamus. Istergly, the path coeffcients of some paths
increased when painful electrical shocks are adit@red. Specifically, the path projecting from
the thalamus to the primary somatosensory cor@axjrauing to the posterior insular/ secondary
somatosensory cortices (pIn/Sll), and reaching twsal anterior cingulate cortex is
significantly increased. Similarly, the direct cection from the thalamus to the pIn/Sll is also
significantly increased. These functional pathdieatimportant relays and connections related
to pain processing. In the pain processing netwaitkigher positive path coefficient in the path
from the thalamus to the pIn/SIl most likely meahat increased activity in the thalamus
directly leads to increased activity in the pIn/Sli

In Chapter 3, we presented a model to explain bmin regions that are parts of the pain
matrix could directly interact with brain regionsasiated with emotional processing. The

functional connectivity results described in ChaBereveal that the dorsal anterior cingulate
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cortex receives inputs from brain regions assodiat¢h sad emotions, including the amygdala,
subgenual cingulate cortex, and anterior insulateo Information about sad emotions can then
be relayed to pain processing areas via connectigtisn the cingulate cortex, as well as
connections between the cingulate cortex and thlartius, periaqueductal gray, parietal cortex,
and finally to the posterior insular/secondary sms@nsory cortices (pIn/Sll). Thus the
functional connections among these sadness- angppatessing regions can lead to modulated
activity in the pIn/Sll during sadness. This modetl the functional connectivity among the pain
and emotional networks explains the observatioénChapter 2 that increased pain perception
during sadness is accompanied by the increased &ctvation in the pin/Sill.

4.4 Conclusions

In this study, we identified brain regions assamatwith either pain or sadness and
confirmed results from previous neuroimaging stad@e then demonstrated that sadness can
increase pain perception and that this behaviesallt is accompanied by significantly increased
brain activation in the secondary somatosensory @osterior insular cortices. Finally, we
employed resting-state fMRI and functional connattianalyses to reveal for the first time the
neural underpinnings of altered pain perceptionndusadness.

The connectivity analyses in this study reveal ititeinsic functional connectivity at rest
among brain regions associated with pain perceplibie functional connections between the
thalamus and somatosensory cortex are significantgeased during painful stimulation. In
addition, the results of path analysis reveal hadngss can influence pain perception via
connectivity among somatosensory, insular, parietadl cingulate cortices, amygdala and
periaqueductal gray. The combined effect of agtivit emotion-processing areas can then

influence the posterior insular/ secondary somasse cortices directly through the
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periaqueductal gray. Thus, path analysis can peowadneural explanation for how pain
perception can be altered by sadness.
4.5 Limitations

There are some limitations in studies describethig dissertation. First, we only recruited
female subjects, so that the results from the stondihapter 2 cannot be generalized to all men.
Second, large clusters covering the occipital/@usif gyri and cerebellum were observed during
trials when sad pictures were presented. These leligsters cannot be easily separated into
independent small clusters at the alpha value wed.uBo obtain meaningful activation in other
brain regions such as posterior insular/secondanyagosensory cortices, we have to sacrifice
the analysis of these large clusters. Finally, @atalysis is only used in a confirmatory way. It
would have been most useful if we already had ardigpothesis to test. Our construction of the
hypothetical model mostly depended upon known aniat connections.

4.6 Future Directions

In Chapter 2, we designed a successful fMRI expemial paradigm for investigating how
pain perception can be altered by sadness. Wedriteextend this paradigm to investigate the
relationship between stress and pain, fear and paachfinally, the relationship between negative
emotions and pain in chronic pain patients.

Using the resting-state fMRI paradigm describecCivapter 3, we can further compare the
spontaneous brain activation patterns in the paiheamotional networks among different groups,
such as chronic pain patients, depression patiants healthy control participants. One
possibility is that intrinsic functional connectiyiof functional brain networks are altered in

different clinical conditions.
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Finally, the functional connectivity models devetdpand described in Chapter 3 can be
applied to develop the novel therapies that tatfgetorain circuitry in the cortex rather than the
periphery or spinal cord pathways. The models maybdified independently under each type
of chronic pain and the changes of functional catiméy may be used to predict the efficiency

of therapies.
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APPENDIX A

Programming scripts in AFNI for processing the imagng data of Chapter 2

#convert DICOM files from the MRI scanner into AFfdrmat

to3d -session Secl -prefix run01 -epan -time:28B3000 seq+z './11548/3/SIM*'
to3d -session Secl -prefix run02 -epan -time:28B3000 seq+z './11548/4/SIM*'
to3d -session Secl -prefix run03 -epan -time:28B3000 seq+z './11548/5/SIM*'
to3d -session anatomy -prefix SPGR './11548/6/SIM*'

#!/usr/bin/env tcsh

echo "auto-generated by afni_proc.py, Fri Oct 3949 2008"
echo "(version 1.28, Jan 28, 2008)"

# execute via : tcsh -x altpain.pre.GAMDbIur8 |& tagput.altpain.pre. GAMblur8
#H e ——————————————————

# script setup

# the user may specify a single subject to run with

if ($#argv > 0) then
set subj = $argv[1]
else
set subj = AM5023
endif

# assign output directory name
set output_dir = $subj.results

# verify that the results directory does not yasex
if (-d $output_dir ) then
echo output dir "$subj.results" already exists
exit
endif

# set list of runs
set runs = (‘count -digits 2 1 3°)

# create results directory
mkdir $output_dir

# create stimuli directory, and copy stim files

mkdir $output_dir/stimuli
cp ../../1DFiles/stim.1D $output_dir/stimuli
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# e - -

# apply 3dTcat to copy input dsets to resultswlinije removing the first 0 TRs
3dTcat -prefix $output_dir/pb00.$subj.r0l.tcat riimorig'[0..$]'
3dTcat -prefix $output_dir/pb00.$subj.r02.tcat ranorig'[0..$]'
3dTcat -prefix $output_dir/pb00.$subj.r03.tcat ranorig'[0..$]'

# and enter the results directory
cd $output_dir

# e — _—
# run 3dToutcount and 3dTshift for each run
foreach run ( $runs)
3dToutcount -automask pb00.$subj.r$run.tcagreroutcount_r$run.1D
3dTshift -tzero 0 -quintic -prefix pb01.$suBjun.tshift  \
pb00.$subj.r$run.tcat+orig
end

#H - — —

# align each dset to the base volume

foreach run ( $runs)

3dvolreg -verbose -zpad 1 -base pb01.$subjst@if+orig'[59]" \

-1Dfile dfile.r$run.1D -prefix pb02 $sj.r$run.volreg \
-cubic \
pb01.$subj.r$run.tshift+orig

end

# make a single file of registration parameters
cat dfile.r??.1D > dfile.rall.1D

#H - — —
# blur each volume
foreach run ( $runs)
3dmerge -1blur_fwhm 8.0 -doall -prefix pb03.Bstbrun.blur \
pb02.$subj.r$run.volreg+orig

end

# e —————— _— _—
# create 'full_mask’ dataset (union mask)
foreach run ( $runs)
3dAutomask -dilate 1 -prefix rm.mask_r$run pl$38bj.r$run.blur+orig
end

# get mean and compare it to O for taking 'union’
3dMean -datum short -prefix rm.mean rm.mask*.HEAD
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3dcalc -a rm.mean+orig -expr 'ispositive(a-0)' fipréull_mask.$subj

# e —————— _— _—
# scale each voxel time series to have a mean(Of 10
# (subject to maximum value of 200)
foreach run ( $runs)
3dTstat -prefix rm.mean_r$run pb03.$subj.réslur+orig

3dcalc -a pb03.$subj.r$run.blur+orig -b rm.me&nun+orig \

-¢ full_mask.$subj+orig \
-expr 'c * min(200, a/b*100)' \
-prefix pb04.$subj.r$run.scale

end

# e — —

# run the regression analysis

# create -stim_times files

make_stim_times.py -prefix stim_times -tr 3.0 -rgun-nt 60 \
-files stimuli/stim.1D

foreach run ( $runs)

3dDeconvolve -input pb04.$subj.rérun.scale+orig. HEA

-polort 2 \

-mask full_mask.$subj+orig \
-num_stimts 7 \
-stim_times 1 stimuli/stim_times.01.1D 'GAM' \
-stim_label 1 stim \

-stim_file 2 dfile.rall.1D'[0]' -stim_base 2tim_label 2 roll \
-stim_file 3 dfile.rall.1D'[1]' -stim_base 3tis_label 3 pitch \
-stim_file 4 dfile.rall.1D'[2]' -stim_base 4tis_label 4 yaw \
-stim_file 5 dfile.rall.1D'[3]' -stim_base Sth®_label 5dS \
-stim_file 6 dfile.rall.1D'[4]' -stim_base 6th®_label 6 dL  \
-stim_file 7 dfile.rall.1D'[5]' -stim_base 7th®_label 7dP \
-fout -tout -x1D X.xmat.1D -xjpeg X.jpg \
fitts fitts.$subj.rérun \
-bucket stats.$subj.r$run

end

# if 3dDeconvolve fails, terminate the script

if ( $status = 0) then
echo '----- e
echo "** 3dDeconvolve error, failing...'
echo' (consider the file 3dDeconvolve.err)'
exit

endif

# create an all_runs dataset to match the fittts, etc.
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3dTcat -prefix all_runs.$subj pb04.$subj.r??.scalgtHEAD

# create ideal files for each stim type
ldcat X.xmat.1D'[9]' > ideal_stim.1D

H S --- -
# remove temporary rm.* files
\rm -f rm.*

#return to parent folder

cd ../

#Copy and paste functional runs
into 'func.tlrc’ folder

#Register functional runs into talairaching view

set subj = AM5023

cd ../{$subj}.results/

cp stats.{$subj}* ../func.tlrc/

cd ../../anatomy/

cp SPGR* ../Secl/func.tlrc/

adwarp -apar SPGR+tlrc -dpar stats.{$subj}.rO1+orig
adwarp -apar SPGR+tlrc -dpar stats.{$subj}.r02+orig
adwarp -apar SPGR+tlrc -dpar stats.{$subj}.r03+orig

#! now the data analysis for single subject's adtigsdone. It is ready for group analysis!
#ANOVA

#this script analyzes pain intensity by subjech asndom factor

#COMMENT: this script analyzes pain intensity bypgaet as a random factor

#MAKE SURE YOU HAVE blevels SET TO THE CORRECT NUNHR OF SUBJECTS AND
THAT YOU

#HAVE THE CORRECT RUN NAME AND PATH FOR EACH SUBJHC

#USE THE WARP AND BLURRED SUBJECT DATA AS INPUT

#YOU SHOULD HAVE 2XTHE NUMBER OF SUBJECTS LINES, EX DESIGNATED
BY -dset

#sad session with 3 runs: pain only, sad pictuhe and sad+pain

3dANOVA2 -type 3 -alevels 3 -blevels 15\
-dset 1 1 ../../AM5023/Secl/func.tlrc/stats. AM5023+tlrc"[1]" \

-dset 2 1 ../../AM5023/Secl/func.tlrc/stats. AM5022:+tlrc"[1]" \

-dset 3 1 ../../AM5023/Sec1/func.tlrc/stats. AM5023:+tlrc"[1]" \

-dset 1 2 ../../Altered_Pain_Control_Subjects/EG388c1/func.tlrc/stats. EG5037.r01+tlrc"[1]"
\

-dset 2 2 ../../EG5037/Secl/func.tlrc/stats. EGHQZAtIrc"[1]" \

-dset 3 2 ../../EG5037/Secl/func.tlrc/stats. EG5Q@3Atrc"[1]" \

-dset 1 3 ../../HG5044/Secl/func.tlrc/stats. HG5M@MktIrc"[1]" \

-dset 2 3 ../../HG5044/Secl/func.tlrc/stats. HG5MR4tIrc"[1]" \
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-dset 3 3.
-dset1 4.
-dset 2 4 .
-dset34 .
-dset15.
-dset2 5.
-dset35.
-dset 16 .
-dset 2 6 .
-dset 36 .
-dset17.
-dset2 7 .
-dset3 7.
-dset 1 8.
-dset 2 8.
-dset 3 8.
-dset19.
-dset2 9.
-dset39.
-dset 1 10
-dset 2 10
-dset 310
-dset 1 11
-dset 2 11
-dset 311
-dset 1 12
-dset 2 12
-dset 312
-dset 1 13
-dset 2 13
-dset 3 13
-dset 1 14
-dset 2 14
-dset 3 14
-dset 1 15
-dset 2 15
-dset 3 15

../[HG5044/Secl/func.tlrc/stats. HGS5@Bk:tlrc"[1]" \
../LM5057/Secl/func.tlrc/stats.LM509T +tlrc"[1]" \
..[LM5057/Secl/func.tlrc/stats.LM50@82:+tlrc"[1]" \
..[LM5057/Sec1/func.tlrc/stats.LM50@83+tlrc"[1]" \
../INM5022/Sec2/func.tlrc/stats.NM50@2+tIrc"[1]" \
../INM5022/Sec2/func.tlrc/stats.NM50@2+tIrc"[1]" \
../INM5022/Sec2/func.tlrc/stats.NM50@Q2+tIrc"[1]" \
../[EP5047/Sec2/func.tlrc/stats.EP504 #tlrc"[1]" \
../[EP5047/Sec2/func.tlrc/stats.EP502FtIrc"[1]" \
../[EP5047/Sec2/func.tlrc/stats.EP508#tIrc"[1]" \
../KM5039/Sec2/func.tlrc/stats. KM5089+tIrc"[1]" \
../KM5039/Sec2/func.tlrc/stats. KM5082+tIrc"[1]" \
../KM5039/Sec2/func.tlrc/stats. KM5083+tIrc"[1]" \
..ILY5043/Sec2/func.tlrc/stats.LY5083+tIrc"[1]" \
..ILY5043/Sec2/func.tlrc/stats.LY5082:+tIrc"[1]" \
..ILY5043/Sec2/func.tlrc/stats.LY5083+tIrc"[1]" \
../KM5053/Secl/func.tirc/stats. KM5083+tIrc"[1]" \
../KM5053/Secl/func.tlrc/stats. KM5082:+tlrc"[1]" \
../KM5053/Secl/func.tirc/stats. KM5083:+tlrc"[1]" \

../../IPN5045/Secl/func.tlrc/stats. PNS@45-tlrc"[1]" \
../../IPN5045/Secl/func.tirc/stats. PNSO25tlrc"[1]" \
../../IPN5045/Secl/func.tlrc/stats. PNSO&5-tlrc"[1]" \
..[../[TW5058/Secl/func.tlrc/stats. TWSEEB+tIrc"[1]" \
..[../[TW5058/Secl/func.tlrc/stats. TWSEEB+tIrc"[1]" \
..[..[TW5058/Secl/func.tlrc/stats. TWSEEB+tIrc"[1]" \
..[..JAK5046/Secl/func.tlrc/stats. AK5006+tIrc"[1]" \
..[..JAK5046/Secl/func.tlrc/stats. AK5008+tIrc"[1]" \
..[.JAK5046/Secl/func.tlrc/stats. AK5008+tIrc"[1]" \
../..IDP5031/Sec2/func.tlrc/stats. DP5Q@3 *tlrc"[1]" \
../..IDP5031/Sec2/func.tlrc/stats. DP5Q2%tlrc"[1]" \
../..IDP5031/Sec2/func.tlrc/stats. DP5Q3%tlrc"[1]" \
./1..IKJ5033/Sec2/func.tlrc/stats. KISER3tIrc"[1]" \
.1..IKJ5033/Sec2/func.tlrc/stats. KISAR3tIrc"[1]" \
.1..1KJ5033/Sec2/func.tlrc/stats. KIS@E3tirc"[1]" \
.[..IRT5026/Sec2/func.tlrc/stats.RTS5@AG-tIrc"[1]" \
.[..IRT5026/Sec2/func.tlrc/stats.RTS5MZBtIrc"[1]" \
.[..IRT5026/Sec2/func.tlrc/stats.RTS5M@A3tIrc"[1]" \
#-dset 1 16 ../../TC5035/Sec2/func.tlrc/stats. TGHAR +tlrc"[1]" \
#-dset 2 16 ../../TC5035/Sec2/func.tlrc/stats. TGMR+tIrc"[1]" \
#-dset 3 16 ../../TC5035/Sec2/func.tlrc/stats. TGM@B+tIrc"[1]" \
-fa stimuli \
-amean 1 neut\
-amean 2 sad_pics\
-amean 3 sad_pain \
-adiff 1 2 neut_v_pics \
-adiff 3 1 pain_v_neut \
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-adiff 3 2 pain_v_pics\

-acontr -1 -1 1 sadpain_VS_neut_picsonly \

-acontr -1 -1 2 sadpain_v_neut_plus_sadpain_v_jjidon
-bucket anova.15Ss.avgNeut. MTLRC

#The steps for ROI analysis to make masks and-gebizs
#1. convert T score to z core from ANOVA results
3dmerge -doall -1zscore -prefix 15Ss.avgNeut.Zscore
anova.15Ss.avgNeut. MTLRC+tlIrc'[3,5,7,9,11,13,13,97,

3dbucket -prefix anova.15Ss.avgNeut.Zscore \

anova.15S.avgNeut. MTLRC+tlrc'[0]' anova.15S.avgNdiit RC+tlrc[1]' \
anova.15S.avgNeut. MTLRC+tlrc'[2]' 15Ss.avgNeut.Zeedrc'[0]" \
anova.15S.avgNeut. MTLRC+tlrc'[4]' 15Ss.avgNeut.Zeedrc'[1] \
anova.15S.avgNeut. MTLRC+tlrc'[6]' 15Ss.avgNeut.Zeetrc'[2]" \
anova.15S.avgNeut. MTLRC+tlrc'[8]' 15Ss.avgNeut.Zeedrc'[3]" \
anova.15S.avgNeut. MTLRC+tlrc'[10]' 15Ss.avgNeutafeetirc'[4] \
anova.15S.avgNeut. MTLRC+tlrc'[12]' 15Ss.avgNeutafeetirc'[5]' \
anova.15S.avgNeut. MTLRC+tlrc'[14]' 15Ss.avgNeutafsetlrc'[6]' \
anova.15S.avgNeut. MTLRC+tlrc'[16]' 15Ss.avgNeutafsétlrc'[7]'

#2. get clusters either from GUI of AFNI (save ngmakd cluster information as step 7) or from
the script as the below, and save masks

3dmerge -1thtoin -1noneg -1thresh 4.13 -1clust ratde128 -prefix

Mask8 9 4.13 .002_Vol200_rmm4 -1dindex 8 -1tindex 9
anova.alt.pain.11UsableSs.041107+tlrc

#3. for each mask, test the false positive of setep value (optional)
AlphaSim \

-mask Mask8 9 3.58 Vol200_rmm4+tirc \

-iter 1000 -rmm 4 -pthr .005 -fwhm 3\

-out SadPicsOnly.Mask.MonteCarlo.005.12_13

#4. use -3dclust to get the ranges of x,y,z; maselaict coordinates and make masks for each
cluster (RAI-DICOM order), use excel to sort datal get rid of unnecessary coordinates

3dmaskdump -mask NeutPain_1.0E4_mask+tlrc -0 NewtR.0E4 -noijk -xyz -nozero
anova.l4Ss.avgNeut.Zscore+tlrc'[3]'

#5. assembles a 3D dataset from an ASCII list ofdioates
3dUndump -prefix LSII_NeutPain -master 14Ss.augiescore+tlrc -datum float -xyz LSII.txt

#6. find peaks of clusters

(optional)

3dExtrema -output SadPicsOIny_peaks -mask_file I8a8k3.58 Vol200_rmm4+tlrc -maxima
-interior -slice -average anova.alt.pain.11Usah@&k107+tlrc'[8]'
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#7. get the summary of cluster (mean, coordinaak walue)
3dclust -1Dformat -1noneg -1thresh 2.97 1.7 128arialSs.avgNeut.Zscore+tlrc'[7] >
SadPain_Zscore2.97_cluster_rmm1.5 p003.1D

#optional

3dROlstats -mask Mask2_3SPic_t4.51 .002_Vol170_r@#iltc -minmax -sigma -nzmean
'‘anova.alt.Sadpain.9Ss.Zscore.181007+tlrc[3] $Save.1D
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APPENDIX B

Programming scripts in AFNI for processing the imagng data of Chapter 3

#To process the resting-state fMRI data

#prepare dataset of each subject for simple ctoiwaland ICA group analysis
# register 2-D images to 3-D AFNI data format

#!/bin/csh -f

to3d -session Afni_analy -prefix RestEyeClose -efiiame:zt 36 164 2500 alt+z
"./RestEyeClose/*'
to3d -session Afni_analy -prefix T1Volume "./T1Vola/MRDC.*

#pre-processing dataset of each subject
3dTshift -prefix ts_RestEyeClose+orig RestEyeClasegt+
3dvolreg -dfile mot_tempRestEyeClose -base 'ts Re€tlose+orig[163]" -prefix
reg_RestEyeClose ts_RestEyeClose+orig
3dmerge -1blur_fwhm 4 -doall -prefix reg_RestEyef@ldblur reg_RestEyeClose+orig
3dcalc -prefix RestEyeClose_mask800 -a 'ts_RestlBge€orig[163]' -expr 'astep(a,800)'
3dDeconvolve -input reg_RestEyeClose_blur+origedd -num_stimts 6 \

-stim_file 1 'mot_tempRestEyeClose[1]'nrstlabel 1 roll \

-stim_file 2 'mot_tempRestEyeClose[2]'rrstlabel 2 pitch \

-stim_file 3 'mot_tempRestEyeClose[3]'nstlabel 3 yaw \

-stim_file 4 'mot_tempRestEyeClose[4]'rrstlabel 4 1S\

-stim_file 5 'mot_tempRestEyeClose[5]' nstlabel 5 RL \

-stim_file 6 'mot_tempRestEyeClose[6]'rrstlabel 6 AP \

-mask RestEyeClose _mask800+orig -fout -tout

-cbucket cbucket_coef RestEyeClose -x1Dmabix_RestEyeClose \

-bucket deconv_reg_RestEyeClose

#make clean data for simple correlation analysis

3dSynthesize -cbucket cbucket_coef RestEyeClosg+oiatrix x1Dmatrix_RestEyeClose -
select all -prefix EffectsOfNolnterest_RestEyeClose

3dcalc -a reg_RestEyeClose_blur+orig -b EffectsOrfitdrest RestEyeClose+orig -expr 'a-b' -
prefix CleanData_RestEyeClose

adwarp -apar T1Volume+tlrc -dpar 'CleanData_RestHyse+orig' -dxyz 3 -prefix
CleanData_RestEyeClose_dxyz3_man

adwarp -apar T1Volume+tlrc -dpar 'RestEyeClose_@B@Bkorig' -dxyz 3 -prefix
RestEyeClose_mask800_dxyz3 _man

3dmaskave -quiet -mask RestEyeClose_mask800_dxya3t+tinc
CleanData_RestEyeClose_dxyz3_man+tlrc > CleanDatstHyeClose_dxyz3_man_global.1D

#tSmple Correlation analysis

#For each defined ROI of each subject, calculateetadion coefficients (use PPA_left as an
example)
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adwarp -apar T1Volume+tlrc -dpar ROI_PPA_Left+odgyz 3 -prefix
ROI_PPA_Left_dxyz3_man

3dcalc -a ROI_PPA_Left_dxyz3_man+tlrc -b RestEys€lanask800_dxyz3 man-+tlrc -expr
‘a*b’ -prefix ROI_PPA_Left_dxyz3_man_mask800

3dmaskave -quiet -mask ROI_PPA_Left_dxyz3_man_ntiskiBc
CleanData_RestEyeClose_dxyz3_man-+tirc >
Seed_CleanData_RestEyeClose_dxyz3_man_PPA_Left.1D

3dDeconvolve -input CleanData_RestEyeClose_dxyz8+tha -polort O -num_stimts 2 \
-stim_file 1 CleanData_RestEyeClose_dxyz&n nglobal.1D -stim_label 1
RegressorOfNolnterest \
-stim_file 2 Seed_CleanData_RestEyeClosgz3lxnan_PPA_Left.1D -stim_label 2
CorrCoef -tout -rout -fitts fit_ RestEyeClose PPAftl-bucket
Corr_RestEyeClose_PPA_Left_3dDeconvolve

## For the group of 16 subjects

set subject = (RS_001 RS_002 RS_003 RS_005 RS_8080R RS_010 RS_014 RS_015
RS_020 RS_021 RS_022 RS_023 RS_027 RS_028 RS_026)

set ROIs = (SI_Left SlI_Left ACC_Left PInsula_Lé&finsula_Right MedialFro RInfFro
Hippo_Right Hippo_Left LPAG LBrainstem)

foreach sub($subject)
echo $sub
cd ../{$sub}/Afni_analy/Corr_Analysis/

#take square root of the output from 3dDeconvolgetoR
#convert correlation coefficient R to Gaussian

foreach ROI($ROIs)

echo $ROI

gunzip Corr_RestEyeClose_{$ROI}_3dDeconvolve+tliRIE.gz

3dcalc -a Corr_RestEyeClose_{$ROI}_3dDeconvolvetii' -b
Corr_RestEyeClose_{$ROI}_3dDeconvolve+tirc'[5]' pexispositive(b)*sqrt(a)-
isnegative(b)*sqrt(a)' -prefix Corr_RestEyeCloseR(#H} R

3dcalc -a Corr_RestEyeClose_{$ROI} R+tlrc -expg(d+a)/(1-a))/2" -prefix
corr_{$sub} {$ROI} Z

mv corr_{$sub} {$ROI} Z* ../..l../Corr_Group_Ana/

end

cd ../..I..ICorr_Group_Ana/

end

#get Z scores or regressor coefficients of all eciis]

#covert z-score to t value only indicates r is vgitime significance level different from 0, does
not necessarily mean a high correlation
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foreach ROI($ROIs)

3dttest -prefix Grp_{$ROI}_Result -basel 0\
-set2 \
corr_RS_001_{$ROI}_Z+tlrc\
corr_RS_002_{$ROI}_Z+tlrc\
corr_RS_003_{$ROI}_Z+tlrc\
corr_RS_005_{$ROI}_Z+tlrc\
corr_RS_008_{$ROI}_Z+tlrc\
corr_RS_009_{$ROI}_Z+tlrc\
corr_RS_010_{$ROI}_Z+tlrc\
corr_RS_014 {$ROI} Z+tlrc
end

foreach ROI($ROIs)

3dcalc -a Grp_{$ROI}_Result+tlrc’[0]' -expr '(exp€d-1)/(exp(2*a)+1)' -prefix
Rvalue_Grp_{$ROI}

end

## CA analysis

#Step 1 preprocess data, reduce functional datargiion to 25 using PCA

#use time-shift, motion corrected, smoothed andnatized data

set subject = (RS_001 RS_002 RS_003 RS_005 RS_8080% RS_010 RS_014 RS_015
RS 020 RS_021 RS_022 RS_023 RS_026 RS_027 RS_028)

foreach sub($subject)
echo $sub
cd ../{$sub}/Afni_analy/ICA/

#clean data reduce the correlation
3dDeconvolve -input reg_RestEyeClose_blur+origedd -num_stimts 6 \
-stim_file 1 'mot_tempRestEyeClose[1]'nrstlabel 1 roll \
-stim_file 2 'mot_tempRestEyeClose[2]' -stiabel 2 pitch \
-stim_file 3 'mot_tempRestEyeClose[3]' -stiabel 3 yaw \
-stim_file 4 'mot_tempRestEyeClose[4]'rrstlabel 4 1S\
-stim_file 5 'mot_tempRestEyeClose[5]'rrstlabel 5 RL \
-stim_file 6 'mot_tempRestEyeClose[6]'rrstlabel 6 AP \
-mask RestEyeClose_mask800+orig -fout -tout
-cbucket cbucket_coef RestEyeClose -x1D xafimn RestEyeClose \
-bucket deconv_reg_RestEyeClose

3dSynthesize -cbucket cbucket_coef RestEyeClosg+miatrix xX1Dmatrix_RestEyeClose -
select all -prefix EffectsOfNolnterest_RestEyeClose

3dcalc -a reg_RestEyeClose_blur+orig -b EffectsOrfitdrest RestEyeClose+orig -expr 'a-b' -
prefix CleanData_RestEyeClose

106



adwarp -apar T1Volume+tlrc -dpar 'CleanData_Redflyse+orig' -dxyz 3 -prefix CleanData
gunzip CleanData+tlrc.BRIK.gz

adwarp -apar T1Volume+tlrc -dpar 'RestEyeClose_B@Bkorig' -dxyz 3 -prefix mask800
gunzip mask800+tirc.BRIK.gz

# reduce time points for each subject from 1645aging PCA

3dpc -vmean -vnorm -pcsave 25 -float -mask mask8@O-prefix PrelCA_TP25 {$sub}
CleanData+tlrc

mv PrelCA_TP25 {$sub}*../../../ICA_Group_Ana/
cd ../..I./ICA_Group_Ana/

end

#step 2 concatenate data from all subjects

#copy mask800+tirc* from RS_008 to current grooplgsis folder

3dTcat -session . -prefix Group_PrelCA_concat_teefdimreduce PrelCA_TP25 RS 001+tlrc
PrelCA_TP25_RS_002+tlrc PrelCA_TP25_RS_003+tlrd®ke TP25_RS_005+tlrc
PrelCA_TP25_RS_008+tlrc PrelCA_TP25_RS_009+tlrd®ke TP25 RS_010+tlrc
PrelCA_TP25_RS_014+tlrc PrelCA_TP25_RS_015+tlrd®ke TP25_RS_010+tlrc
PrelCA_TP25 RS_021+tlrc PrelCA_TP25_ RS _022+tlrd®ke TP25 RS _023+tlrc
PrelCA_TP25_RS_026+tlrc PrelCA_TP25_RS_027+tlrd®ke TP25_RS_028+tlrc

##reduce dimension of aggregated data to 20 (nuoflsEurces selected)

3dpc -mask mask800+tirc -reduce 20 Group_PrelCAcaibmedim_RestEyeClose -prefix
PrelCA_RestEyeClose Group_PrelCA_concat_before edloue+tirc

3drename Group_PrelCA_concat_redim_RestEyeCloséniitA RestEyeClose

# find the components

# .gz file can not be processed, needs to be whzipe
gunzip ICAInput_RestEyeClose+tlrc.BRIK.gz
3dICA.R RestEyeClose_ICAOutput

##to run 3dICA.R, a par.txt file is needed to beeshin the same folder
## par.txt

Input:ICAInput_RestEyeClose+tlrc

CompOutput: RestEyeClose_ICAOutput

MixOutput:Temp

NoComp:20
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Func:logcosh
Type:parallel

##Preprocess dataset for the path analysis

#step 1. define ROIs (saved in \remote\symondsjmset@A\FromeDavidZhu\mask)

# one portion of ROIs are drew according to anatafrdefinition manually

#in each subjects Corr_analysis folder, run 1d&vabvert averaged time series of each ROI
into percent signal changes. (extROI.s)

#extract timeseries from masks. The masks arer@atdrom group analysis of altered pain
study (use the ROI of Left ACC as the example)

set subject = (RS_001 RS_002 RS 003 RS_005 &SRS 009 RS 010 RS 014 RS_015
RS 020 RS 021 RS 022 RS 023 RS 026 RS 020285

foreach sub($subject)

cd ../{$sub}/Afni_analy/Corr_Analysis/

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stefdg)arhax(-200,(a/b)*100)' -a
Seed_CleanData_RestEyeClose_dxyz3_man_ACC_Lefh1D -
CleanData_RestEyeClose_dxyz3_man_global.1D > {$peb}clean_LACC24.1D

mv {$sub}.per_clean*.1D ../../../ISEM
cd ../..I.ISEM/
end

#the other portions of ROIs were drew manuallyR&xi2.csh)

# Use the ROI of Left subgenual ACC(25) as the gptam

set subject = (RS_001 RS 002 RS_003 RS_00DEBSRS 009 RS 010 RS 014 RS_015
RS 020 RS_021 RS_022 RS 023 RS 026 RS_02D2RpH

foreach sub($subject)

cd ../masks/

cp ROI*_dxyz3_man* ../{$sub}/Afni_analy/Corr_Analigs

cd ../SEM/

end

foreach sub($subject)
cd ../{$sub}/Afni_analy/Corr_Analysis/

#Left subgenual ACC(25)

rm ROI_LACC25 dxyz3_man_mask800*

rm Seed_CleanData_RestEyeClose_dxyz3_man_LACC25.1D

3dcalc -a ROI_LACC25_dxyz3_man+tlrc -b RestEyeClosask800_dxyz3 man-+tlrc -expr
'‘a*b' -prefix ROI_LACC25_dxyz3_man_mask800
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3dmaskave -quiet -mask ROI_LACC25_dxyz3_man_mask&@0
CleanData_RestEyeClose _dxyz3_man-+tirc >
Seed_CleanData_RestEyeClose_dxyz3 _man_LACC25.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stedfyahax(-200,(a/b)*100)" -a
Seed_CleanData_RestEyeClose_dxyz3 _man_LACC25.1D -b
CleanData_RestEyeClose_dxyz3 _man_global.1D > {$peb}clean_LACC25.1D

mv {$sub}.per_clean*.1D ../../../SEM/
cd ../..l.ISEM/
end

# to perform path analysis, extract time seriemfROIs

#extract timeseries from masks. The masks areatine s those used in resting state fMRI
#For pain network, ROIs are left left SI, left Sight SlI, R & L posterior Insula, L superior
temporal lobe, L ACC(BA24), L PAG, L VLPthalamusACC and L hypothalamus (0 voxels
survives in hypothalamus, so get rid of this ROI)

#use the subjects saved in the folder of Contrail ses the example (Neutral Pain runs (r01)

set subject = (AM5023 EG5037 HG5044 LM5057)
foreach sub($subject)

cp ../mask/ROI_LSI_mask* ../../..INew_Altered_PAitéred Pain_Control_Subjects/{$sub}/Se
c1/{$sub}.results/

cp ../mask/ROI_LPIn_mask* ../../..New_Altered_RAitered_Pain_Control_Subjects/{$sub}/S
ec1/{$sub}.results/

cp ../mask/ROI_PAG_mask* ../..I..INew_Altered_PAltgred_Pain_Control_Subjects/{$sub}/S
ec1/{$sub}.results/

cp ../mask/ROI_LVPLTha_mask* ../../..INew_AlterecimAltered_Pain_Control_Subjects/{$s
ub}/Sec1/{$sub}.results/

cp ../mask/ROI_LPCC_mask* ../../../INew_Altered_Paitered_Pain_Control_Subjects/{$sub}/
Secl/{$sub}.results/

cd ../../.INew_Altered_Pain/Altered_Pain_Contralbfects/{$sub}/Secl1/{$sub}.results/
rm roi*

rm *timeseries*

# register motion correced and blurd funcitonal into tirc

#get percent signal changes and extract time series

3dmaskave -quiet -mask full_mask.{$sub}+orig pb@34b}.r01.blur+orig >
rO1.blur.orig.global.1D

#right SlI
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3dfractionize -prefix roi_neut_0001_mask_{$subjmigate pb03.{$sub}.r01.blur+orig -warp
SPGR+tlrc -input Grp_15Ss_neut_0001_mask+tlrcsgmee -clip 0.5

3dmaskave -quiet -mask roi_neut_0001_mask_{$sulid+onrange 1 1
pb03.{$sub}.r01.blur+orig > {$sub} Npainl_RSII_tirseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stedfyahax(-200,(a/b)*100)" -a
{$sub} Npainl_ RSII_timeseries.1D -b rO1.blur.origlopl.1D > {$sub} pain_RSII.1D

#right posterior insula
3dmaskave -quiet -mask roi_neut_0001_mask_{$suli+onrange 3 3
pb03.{$sub}.r01.blur+orig > {$sub} Npain3_RPInsutaneseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stedfyahax(-200,(a/b)*100)" -a
{$sub} Npain3_RPInsula_timeseries.1D -b rO1.blug@lobal.1D > {$sub} pain_RPIn.1D

#left SlI
3dfractionize -prefix roi_neut_001_mask_{$sub} -fgate pb03.{$sub}.r01.blur+orig -warp
SPGR+tIrc -input Grp_15Ss_neut_001_ACC_mask+treserve -clip 0.5

3dmaskave -quiet -mask roi_neut_001_mask_{$subgterirange 2 2
pb03.{$sub}.r0l1.blur+orig > {$sub} Npain2_LSII_tirseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stefdg)arhax(-200,(a/b)*100)' -a
{$sub} Npain2_LSII_timeseries.1D -b rO1.blur.oritpigal.1D > {$sub} pain_LSII.1D

#left ACC
3dmaskave -quiet -mask roi_neut_001_mask_{$subytramrange 5 5
pb03.{$sub}.r0l1.blur+orig > {$sub} Npain5_LACC tirseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stefdg)arhax(-200,(a/b)*100)' -a
{$sub} Npain5_LACC_timeseries.1D -b rOl.blur.orilpigal. 1D > {$sub} pain_LACC.1D

#left superial tempral gyrus
3dmaskave -quiet -mask roi_neut_001_mask_{$subgramrange 4 4
pb03.{$sub}.r01.blur+orig > {$sub} Npain4_LSTC tirperies.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stedfyahax(-200,(a/b)*100)" -a
{$sub} Npain4_ LSTC_timeseries.1D -b rOl.blur.origlzal.1D > {$sub} pain_LSTG.1D

#left SI
3dfractionize -prefix roi_LSI_mask -template pbG&{ib}.r01.blur+orig -warp SPGR+tlrc -
input ROI_LSI_mask+tlrc -clip 0.5

3dmaskave -quiet -mask roi_LSI_mask+orig pb03.{$s0f.blur+orig >
{$sub} LSI_timeseries.1D
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ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stefdg)arhax(-200,(a/b)*100)' -a
{$sub} _LSI timeseries.1D -b rO1.blur.orig.global. B{$sub} pain_LSI.1D

#left posterior insula
3dfractionize -prefix roi_LPIn_mask -template p83ub}.rO1.blur+orig -warp SPGR+tlrc -
input ROI_LPIn_mask+tlrc -clip 0.5

3dmaskave -quiet -mask roi_LPIn_mask+orig pb03.6$s01.blur+orig >
{$sub}_LPIn_timeseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stedfyahax(-200,(a/b)*100)" -a
{$sub}_LPIn_timeseries.1D -b rO1.blur.orig.globd).?> {$sub} pain_LPIn.1D

#PAG
3dfractionize -prefix roi_PAG_mask -template pb@34b}.r01.blur+orig -warp SPGR+tlrc -
input ROI_PAG_mask+tlrc -clip 0.5

3dmaskave -quiet -mask roi_ PAG_mask+orig pb03.{s0b.blur+orig >
{$sub} PAG_timeseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stefdf)arhax(-200,(a/b)*100)' -a
{$sub} PAG_timeseries.1D -b rO1.blur.orig.global. 2d$sub} pain_PAG.1D

#left VPL thalamus
3dfractionize -prefix roi_LTha_mask -template p§88ub}.rO1.blur+orig -warp SPGR+tlrc -
input ROI_LVPLTha_mask+tlrc -clip 0.5

3dmaskave -quiet -mask roi_LTha_mask+orig pb03§$s01.blur+orig >
{$sub} LTha_ timeseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stefdg)arhax(-200,(a/b)*100)' -a
{$sub} LTha_timeseries.1D -b rO1.blur.orig.glob&.* {$sub} pain_LTha.1D

#left posterior cingulate cortex
3dfractionize -prefix roi_LPCC_mask -template p§$8ub}.rO1.blur+orig -warp SPGR+tlrc -
input ROI_LPCC_mask+tlrc -clip 0.5

3dmaskave -quiet -mask roi_LPCC_mask+orig pb03K%s01.blur+orig >
{$sub} LPCC_timeseries.1D

ldeval -expr 'step(a/b)*min(200,(a/b)*100)+stedfyahax(-200,(a/b)*100)" -a
{$sub} LPCC_timeseries.1D -b r01.blur.orig.glob&.% {$sub} pain_LPCC.1D

mv {$sub} pain*.1D ../../../../SEM/Pain
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cd ../..[..[./ISEM/Pain

end

# combine all 1D files into one

set subject =(NM5022 EP5047 KM5039 LY5043 KM50535RKM5 TW5058 AK5046 DP5031
KJ5033 RT5026)

foreach sub($subject)

1dMarry {$sub} pain*.1D > {$sub}.pain.10ROIs.1D

end

# calculate mean of each ROIs across 15 Ss

set ROIs = (LACC LPCC LPIn LSI LSII LSTG LTha PAGR RSII)
foreach roi($ROIs)

3dMean -prefix ts_mean_{$roi} * pain_{$roi}.1D

end

#finally, put all the exacted time series into soétware of AMOS in SPSS and perform the path
analysis.
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