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ABSTRACT
ESSAYS ON FARM FERTILIZER PROFITABILITY AND DEMAND
By

Joshua Makori Ariga

The 2007/08 increase in world input and outputg®iput pressure on governments to
intervene in markets using various policies inahgdsubsidies in an effort to raise agricultural
production, incomes, and alleviate poverty and fomecurity. Countries like Russia and China
implemented protectionist policies involving expoestrictions on fertilizers and cereal outputs
in a bid to encourage domestic production and safeh against high food prices from
speculation in futures markets. Such fears alfoanced developing countries to subsidize
inputs and implement social safety-net programs.

Due to the increased interest in agricultural istication, it is important for policy
makers to be informed on the contribution of feréit to farm incomes in different agro-
ecological zones so that interventions are taildedocal conditions. Essay 1 uses rigorous
econometric methods on a rural household panelsefat® provide insights on the spatial
heterogeneity of the effect of fertilizer on yieldad household incomes and so the need for
location-specific intervention. The results shdvattusing a complementary set of improved
technologies (fertilizer and hybrid seed) has digant yield effect. However, under moisture
stress conditions, yields are negatively affected Hybrid compared to non-hybrid seed,
indicating the importance of using improved teclogyl that is appropriate to specific local

conditions.



The results show that it is not profitable to ussilizers in some zones. There is spatial
heterogeneity in Marginal Value-to-Cost Ratio (MVICBnd Average Value-to-Cost Ratio
(AVCR) estimates. This has implications on governmmtervention through blanket non-
targeted subsidies that do not take into accoumtldbal conditions and profitability of using
fertilizers. This is an important contribution thatn aid subsidy and other agricultural
investment efforts in Kenya. For areas facing utacerweather conditions, policies that aim to
encourage fertilizer use have to tackle the pradnaisks.

Essay 2 explains results from Essay 1 that sholsrdiices in demand even within areas
where fertilizer is potentially profitable to uskEssay 2 uses econometric approaches that
mitigate bias from endogeneity to analyze factdrat tinfluence farmers’ decision to use
fertilizer. Distance to fertilizer seller is shert prices lower, and fertilizer use higher in area
with relatively more rainfall and less moistureess. There is a complementarity between
investments in access to information (extensiot)eminfrastructure, and fertilizer adoption.
Indicators of wealth like land size, value of agtiaral assets, and using tractor or animal
draught for land preparation have a positive arghicant effect on the probability of
purchasing fertilizer, while higher fertilizer pes have negative effect on use.

Therefore, government policy that encourages pgiviatestments in the distribution of
fertilizers coupled with training on the agronomgpects and benefits of using fertilizers can be
important in raising production. In cases whereoueses are constrained and fertilizer prices
relatively high (as in remote dry areas in low p¢igd regions), intervention in form of targeted

subsidies may contribute to adoption of fertilizers
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PREFACE

P.1  General Background: Market Reforms and theplibations for Fertilizer Profitability
and Demand

This background covers material that is usefuluttipg the two essays in the context of
policy reforms that paved the way for increaseslgig sector participation and supportive public
investments. We provide a summary of Kenya's maiad fertilizer market reforms from a
controlled to a free market economy starting inrntid-1990s followed by a mix of public and
private investments in infrastructure and serviddis.until the early 1990s, the government of
Kenya determined the price of maize at the farme, bhlnying and selling prices applying to
millers and retailers, as well as the retail pridemaize meal to consumers. These controlled
prices were pan-territorial and pan-seasonal, &eljusnce every year at the beginning of the
planting season. The government marketing boartiphl Cereals and Produce Board (NCPB),
had a longstanding monopoly on internal and extemade and informal private trade across
district boundaries was illegal, as was cross-botcede. Traders were required to apply for
movement permits to allow them to transport graiross district boundaries and risked jail and
fines if they were caught trading in maize or irgplike fertilizers without authorization from
relevant state organs. Fertilizer and maize outparkets were basically run by state agencies.

By early 1990s the pressure on government budgetsun these agencies was
exacerbated by corruption by those charged withrseeeng the importation and distribution of
inputs and the purchase and sale of maize. Thigpled with the demand by international
development partners on transparency, pushed therrgoent to start liberalizing these markets
in a piecemeal manner. The reform process intedsih late 1993, when, under pressure from

international lenders, the government eliminatedv@nment and price controls on maize trading,
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deregulated maize and maize meal prices, and dtedndirect subsidies on maize sold to
registered millers (Jayne and Argwings-Kodhek, 198y 1995, private traders were officially

allowed to transport maize across districts withHoadrance. Starting in the 1995/96 marketing
year, and under pressure from external donorgydlkernment dramatically reduced the NCPB’s
operating budget paving the way for increased feivirade investments in importation,

distribution, and retailing.

The ensuing period witnessed the doubling of natidertilizer consumption from
200000 metric tons in 1990/91 to over 400000 in7208 (Ministry of Agriculture Annual
Report, 2008) as shown in Figure 1. The declindentilizer imports following the 2006/07
season, as depicted in Figure 1, corresponds tepike in world prices shown in Figure 2 and
civil unrest from a disputed presidential electishich disrupted farm activities in some areas.
The rise in world prices resulted from increasethgetition for fertilizer inputs from bio-fuel
producers, slow expansion in world fertilizer maanifiring capacity, and increases in petroleum
products which are a major ingredient in fertilime@inufacture. This rise in prices partly explains
the drop in national imports during this periodgifie 1). However, despite the rise in prices,
marketing margins have been declining over timggsstive of a competitive private sector and

/ or reduction in transport and transaction cdsigure 2).
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Figure 1. Trends in fertilizer consumption, comnmdronports, and donor imports, 1990-2007
Source: Estimated from Ministry of Agriculture (MpAata in Ariga and Jayne(2010): In 2004
and 2008 NCPB imported approximately thirty andyfqrercent of national needs (MoA). The
estimates for year 2010 are projections for bothape and government imports. The years under
the color-box cover the time period after 2006/0¥w government imports / subsidies re-started
partly as a reaction to deficits in maize productend post-election violence disruptions of
agricultural activities (this period is not covelieddetail in this study).

The margin between wholesale world prices (cifMombasa port on the east coast)
and inland town of Nakuru has been declining over period covered by this study (1997-
2007). The world price was fairly constant ovestperiod but rose sharply after 2006/07. This

implies that marketing costs declined leading wwdoprices at Nakuru. Studies (Kimuyu 1994;

Wanzala et al 2002: Allgood and Kilungo 1996; IFRQA01) and interviews with stakeholders



suggest this reduction is a result of increasedpatition after the 1990s reforms, economies of

scope resulting from mergers, and access to cotiveetredit from international sources.
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Figure 2. Price of Diammonium Phosphate (DAP) imMbasa and Nakuru (constant 2007
Kenyan shillings per 50-kg bag)

Source: Ministry of Agriculture. FMB weekly fertder reports for c.i.f. Mombasa. This figure
was extracted from Ariga and Jayne (2010)

Accompanying the liberalization of input and outmarkets was the expansion of public

and private sector investments in goods and sexr\aoeoss the country. Tegemeo Instljtute
household panel data reveals significant declineglistances from farm to tarmac roads,

veterinary services, clean water, and electrigityb{ic investments), and distances from farm to

! These surveys were funded by USAID and managedyjdy Egerton University (Kenya)
and Michigan State University (USA)



the nearest fertilizer seller (private and pubtigastments) as shown in Figure 11 and Table 11
in Appendix 2. There has been an increased invedtmeprivate trade in fertilizer and maize
markets in response to incentives resulting frorcal@rolling the prices and the ensuing
arbitrage opportunities. So places with relativéigh potential for increasing agricultural
productivity but which had thin markets under a@uownent-run regime started getting increased
private trade activity after liberalization. Comipay the period from the implementation of these
reforms (mid 1990s) to 2007 there was a noticeaitecase in fertilizer use and yields on
smallholder maize plots (Tegemeo Institute HousgSairvey Reports).

Figure 3 provides a schematic depiction of how jubhvestments in market
infrastructure and policy reform of the fertilizand maize markets generated a number of
responses from the private sector, leading to absmmg smallholder farm behavior. There are
some synergies between liberalization of input arize markets and public investments in
support of smallholder agriculture, leading to sabsal private sector investment in fertilizer
retailing and maize marketing, which in turn resdlin an increase in fertilizer use and yields on

smallholder maize farms.
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Public investments:

1. Major investment in rural feeder roads

2. Generation and release of new maize varietidsemya
Agricultural Research Institute (and by privatecsBans)

Policy reforms — maize marketing:
1. Barriers to private maize marketing
eliminated by 1995

2. Maize meal price controls
eliminated in 1993

3. NCPB closes buying stations in
most parts of the country; remains
active in 3-4 surplus maize-producinpg
districts onh

Policy reforms — fertilizer marketing:
1. Price controls on fertilizer abolished
2. Full legalization of private fertilizer
trade

3. Fertilizer import quotas eliminated
4. Government auctioning of free donor
fertilizer phased out; no competing
fertilizer subsidy program (1990-2007

Private-sector responses:

1. Rapid expansion in private fertilizer wholesalimglaetailing, reducing the
distance farmers travel to nearest fertilizer tetai

2. Reduction in fertilizer marketing costs obserbetween offloading at
Mombasa port and farm-gate level

3. Reduction in distance travelled by farmersdmpof maize sale or private
trader

4. Increase over time in maize/fertilizer oriceas

v

Smallholder farmer responses:

1. Rise in the % of farmers using fertilizer arythtid maize seed
2. Increase in maize yield and maize production

3. Increase in % of farmers selling m:

Figure 3. Synergies between public goods investsentlicies, and private-sector response in
promoting fertilizer use and maize yield improvensdoy smallholder farmers

P.2 General Description of the Data

This section provides a broad look at the dataa{et description is given Appendix A

and B. The data used in the analysis comes frorerieg Rural Household Survey for the years
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1997, 2000, 2004, 2007. This survey was funded IBAID and implemented jointly by
Tegemeo Institute (Egerton University, Kenya) ancchjan State University. We focus on
plots that are planted with maize because it isppnfood crop grown by over 95% the sample
households and accounting for over 50% of fertilimee (Ministry of Agriculture Annual
Reports, Tegemeo Household Survey). The data caowessly production data for major crops
(inputs, outputs, and price data) and off-farmvatogis.

There are two planting seasons, major and mindh thie major season accounting for
over 80% of annual maize output. Most household® a0 maize crops in a year, one during
the longer rain period and the other during thatsih@eason. Short season rainfall maize seed is
composed of quick-maturing varieties compared hg Iseason seed types.

In addition to the seasonal nature of producti@rdhare two distinct geographic regions

with different agro-ecological conditio%sThe low potential region covers the lowland zommes
the eastern and coastal areas while the high pateagion consists of the mid and highlands
areas in central, Rift valley, and western partthefcountry. The latter region has more rainfall,
better soils for maize production, and more investiin roads, electricity, and schools probably
due to its agricultural potential. This is the magthat had the most European settlers during the
colonial period and so benefited from inordinatatesiargesse in development funds. Some of
these factors might also explain the concentragidertilizer retailers in this region.

Therefore, we use long season maize plots for i@ otential region for both Essay 1

and 2. Though emphasis is laid on high potenégian, results are compared with those from

2 Low and high potential regions are designateddiyolsased on the agro-ecological conditions
and the crop yield potential. Districts with relaly higher rainfall, good soils, and better
infrastructure are classified under high potenggion.

Xiii



the low potential regions whenever it is relevaigure 4 shows the spatial location of villages
covered on a map of Kenya.

Figure 4. Location of Survey Villages on Map of Kan

Note: Source: extracted from Suri(2005)
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ESSAY 1:

PROFITABILITY OF FERTILIZER: PANEL ESTIMATION OF SIALLHOLDER YIELD
RESPONSE IN KENYA

1.1.1 Background and Literature Review

Following the global price rise in 2007/08 and fhe@ith an economy on the slide and
declining agricultural productivity, the Kenya gomment returned to participate in markets in
an attempt to alleviate food insecurity. For thesthyagrarian economy, low income levels and
increasing food insecurity galvanized internatiomald local efforts aimed at making food
available and accessible or offering subsidizethfarputs (particularly fertilizer and seeds) to
the poor in order to spur increased production.ifstance, the government of Kenya provided
free fertilizer and seeds to approximately half dliom poor households in 2008 (Kenya
Broadcasting Corporation, 2010) through the Naliohecelerated Agricultural Input Access
Program (NAAIAP). Declining effective demand forofb and inputs (Crawford et al 2003), low
production, poor rainfall and increasingly uncertaweather patterns coupled with
underdeveloped infrastructure has exacerbated tyovevels in developing economies like
Kenya’s (World Bank Country Reports).

This heightened activity was directed at raisinglds for food crops as one way of
reducing food insecurity. The Kenya governmentterd food policy has concentrated in raising
maize yield due to its role as a staple food inyéenlt is noteworthy that this policy re-visited
earlier state-led interventions in output and inmadrkets that were deemed inefficient and
abandoned in the early 1990s (explained more fuliger Section P.1 in the preface). The early
1990s saw inefficient state-run agencies in botizenautput and input markets being replaced

by private sector traders in a move that liberalizbe maize market. Though previous



government policies articulated in various docummentPoverty Reduction Strategy Papers
(PRSP), Economic Recovery Strategy (ERS), and @ed3apers — were directed at poverty
reduction, increasing output, and reducing hungenya’s average maize yields (range 0.5-3.0
ton per hectare) trend well below the potentialéotonnes per hectare. It is therefore not
surprising that high global prices for food stuléad developing countries to increase public
spending to raise food supply either through irquigsidies or food programs for the poor.

Given this situation where actions by the stae @ften haphazard and ad-hoc with
unpredictable shelf-life it is important to provigmlicy makers and other key players with
information on factors that influence maize yididthis way, incentives will be directed at areas
where they will have most impact and public resesroetter utilized. In addition, the inter-play
between private and public investments in the afjtical sector need to be carefully calibrated
in order to avoid the latter “crowding out” the foer (Jayne et al 2003) and re-creating the
unsustainable environment of the pre-1990 era wjwernment bureaucracies run markets to
the exclusion of the private sector. Though thered clear cut demarcation for the appropriate
extent of public participation in markets, it is portant to provide policy makers with
information on areas that might benefit from thatestplaying a more active role. Instead of
acting without more complete information, publidciacs can be aided with empirical evidence,
leading to targeted interventions.

In this Essay we estimate the effect of variousuispon maize yield, measure the
contribution of fertilizer to incomes of smallhotderoducers in Kenya, and provide
recommendations for policy interventions that wehd to increased yield per acre. First,
fertilizer subsidy programs should be implementadregions where an additional unit of

fertilizer applied to a maize field adds to incomésr Kenya, such information is limited and the



state distribution of vouchers is not based on sndltators. Increased use of fertilizer in areas
under moisture stress resulting from low rainfalho irrigation infrastructure may not generate
returns to cover the costs. The results from ttudyswill provide policy makers with indicators
that will assist in targeting assistance more ¢ffety. We use a nationally representative panel
household survey (1996/97, 1999/00, 2003/04, and6/Bd) and apply panel econometric
methods that model for unobserved effects and atéidpiased estimates of model parameters
and derived values that are associated with crestsesal analyzes.

In this section we summarize the literature on savhehe results from studies on
increasing yields per acre in developing countismister and Roberts (2006) and Savadogo et
al (1994) argue that raising productivity througmi of input and infrastructure incentives will
increase farm incomes and reduce poverty. Alered €008) and Marenya and Barret (2009)
use cross-sectional data to estimate a von Liebégligtic-with-plateau yield response function
for maize yield in Kenya and conclude that fer@lizapplication is not profitable even with
subsidies. However, they are not able to model seied heterogeneity due to the cross-
sectional nature of their data and therefore thesults could be biased. Savadogo et al (1994)
estimate the effect of animal traction and non-fancome on productivity in Burkina Faso
modeling yield response as a quadratic function fand that the type of land preparation
technology used has an effect on yields. Liu andefy(2009) use a subset of the Kenya
household panel data used in this study (fewer gjatceestimate technical efficiency and find
that the estimates are not robust to functionanf@and that 10% of technical efficiency is
accounted for by education, gender, distance td, remure, land size, and income. They also

show that the parameters of the stochastic froatierobust to different specification models of



the inefficiency as depicted in Alvarez et al (2DA8owever, they do not generate measures to
guide fertilizer intensification efforts, a key eljive of this study.

Abrar and Morrissey (2005) use Ethiopia data towshiat excluding technical
inefficiency when estimating response functionsiéeto inconsistent estimates. However, they
assume profit maximization despite their data shgwhin markets and poor integration and
their profit model does not fit some zones. A numifgpapers conclude that specification issues
like omission of relevant variables (Chhibber 198®)oversimplifying production structures
facing farmers by not capturing all variables (Ogimd Gbetiouo 1990) result in biased results.
Studies like those by Staatz, Dione, Dembele (1,98@ber et al (1988) find some differences in

responses between larger and small farms.

1.1.2 Objectives

The principal objective of this essay is to providstimates of maize fertilizer
profitability for rural households, by region, assoKenya. Profitability measures include income
added by the utilization of fertilizer. A secondj@tiive is to assess the estimated value of the
marginal product of fertilizer, at observed apgiica rates, relative to the cost of the fertilizer
order to assess whether additional income can tedaldy modifying fertilizer application rates.
A third objective is to test particular featurestlod production relationships that are important in
understanding farmer choices and for public pobagh as the impact of the moisture stress
environment on seed type choice and fertilizer pobdity.

Profitability estimates and marginal products amesdal upon estimated production
function for yield per hectare. The relationshiptileen maize yields and nitrogen and

phosphorus application rates, seed, labor, geofdéne head of household, mixed versus single



crop plots, type of seed planted (hybrid and noloriay, different types of land preparation
technology (tractor, ox, and manual), agro-zones, asoils is modeled. We also control for

moisture stress with a variable that measures tbpoption of twenty-day periods during the

season with rainfall below forty miIIimetegrsThis is very important indicator of the impact of
availability of moisture and its effect on crop pui.

We also test field anecdotes from some farmers hightid seed performs worse than
non-hybrid or local seed under moisture stresss Was cited by some farmers as one reason
why they have not switched completely to hybrid dse€hey maintained that under stress
conditions, local seed guarantees some harvese wkbrid seed may not. We will test for the
significance of the interaction between moisturess and type of maize seed planted to verify

this claim.

1.1.3 Functional Form and Econometric Consideration

The data we use for estimation is described inigec.3.1 and in more detail in the
Appendix B (Table 2). The existence of householdbserved effects that may lead to biased
estimates if not accounted for by the estimatioocedure. Farmers are assumed to be price-
takers in a competitive maize markets. The keyrapsion is that households make decisions
based on unique soil quality conditions on theimig, expected prices, and managerial skills of
decision-makers that are not observed in the samflemation. These farmers face uncertain

rainfall and price risks from shifting global ametll demand and supply conditions. Such risks

3 Rainfall periods were broken down into 20-day pasi in order to capture the importance of
moisture throughout the growing period. Amountsobed0 mm of rainfall were taken as the
threshold below which maize growth is constrain€dese data was compiled from National
Weather Service Climate Prediction Center (CPChgsart of their Famine Early Warning

System (FEWS) Project.



imply that farmers maximize a measure of utilityséad on expectations on prices and random
factors such as rainfall.

It is important to control for the unobserved fagfiects which can bias parameter
estimates. To select the appropriate model, it esessary to test for the presence of a

relationship between explanatory variables and seoled heterogeneity. A commonly used

model assumes that unobserved effefis)(are constant across the panel time period berdif

across observation units:

Yie=X¢ B+ G +Uit t=1,., T, i=1,...N, whereX; is 1x K and contains

observable variables that change acrbsand interaction terms making the model flexible an

B is k x 1. Estimation hinges on whether the unobservedisfi are correlated withXi¢ or

not. This problem is evident if coW ,C )# 0 and Cis part of the error structure, which

makes pooled OLS biased and inconsistent.

For cross-section data, replacing tﬁéj that are correlated witfC; with a proxy

variable, or using instrumental variables, is onaywof approaching this problem. Under
appropriate assumptions, the Correlated Randomctsff6CRE) or fixed effects panel data
approaches can generate consistent estimates prabence of unobserved random variables or
omitted variables. The Mundlak-Chamberlain appro@etundlak 1978, Chamberlain 1982,
1984, Wooldridge 2002) controls for the relatiopstbetween independent variables and
unobserved heterogeneity. The structure of the @iigel allows for a Wald test to select

among suitable models.



The CRE replaceé:i with its projection onto the explanatory variablesluding the
projection error term and assumes no particulatridigion for E(Ci |)§ ). Unlike RE, this

approach models a relationship betwdanand Xi; as follows;

_ 5 _
Ci=7+Xi &+ whereCj ~Normal (T + Xi £ ,04)and Xi is the average

of Xit . t =1, T, for each unit i.e. Xi :T_Z Xit for | =1..N. Also 7 and £ are
=

2, . . . . . 2
constants, and”, is the time-invariant variance foai assumlnga1 |)§ ~ Normal (0,0, )

and cov{U; , & )=0 (Wooldridge 2002).

The CRE approach is useful in a number of waythdfnull Ho: £ =0 is rejected, then

the estimation process favors CRE and FE over iREe ghe implication is that there is a
relationship between the unobserved heterogeneiytlhe exogenous variables which, if not
controlled for or eliminated, will result in incastent estimates. Under certain distributional
assumptions, the CRE approach is preferred singeniérates the same estimates for the time-
varying variables as FE while also estimating ttfiece of time invariant variables, unlike FE; in
this regard CRE nests FEE approach differences away time-constant varsabid so does not
provide these estimates. Both FE and CRE requiféciemt variation in variables for
identification of estimates (Table 1).

A decomposition of total variance for key variabile® within and between components

indicates significant within variation which meathere is adequate within farm information to



estimate fixed and correlated random effects (CR@dels. They are relevant models for
estimation of the parameters needed for meetinglfextives of the essay.

Table 1. Result of Variance Decomposition (betweathin and total variations)

|

N P S ST G MS LP CM
High Potential Region
Between| 73.52 18.97 4.75 0.09 0.43 0.02 0.60 0.04
Within | 65.31 19.73 9.84 0.06 0.12 0.03 0.16 0.09
Low Potential Region
Between| 3.01 0.48 8.02 0.11 0.50 0.06 0.30 0.05
Within 1.95 0.45 11.49 0.11 0.20 0.07 0.13 0.09

Note: N=Nitrogen (kgs / acre) P=Phosphorous (kgscre) ST=Seed type (1=Hybrid,
O=traditional) G=Gender (1=Male, 2=Female) R=Ramm) MS=Moisture stress which
indicates the fraction of 20 day periods with <40mam during the growing season LP=Land
preparation method (1=manual 2=oxen 3=tractor) CképGnix (1= mixed crop,2=mono crop

plot).

Next we determine the form the regression model wake. Specification of the
functional form is important since it influencestparameter estimates. We use a quadratic
CRE model in levels (nominal). Though the quadrdtigarithmic (translog) format offers
appealing attributes, we do not use it for a nundfereasons. The elasticities for a linear in
logarithms regression can be extracted directly.e Tlogarithmic model mitigates
heteroscedasticity that frequently is associatet thie yield-input rate relationship. Further, the
estimated marginal products contain estimated wtgbd farm effects; they do not for the
guadratic in nominal variables model. However, zetes of input, which occur with zero
fertilizer rates for some households for one orenwaves, are a challenge because the logarithm
of zero is undefined. Thus approximations are megliAlso, the rate of output at low input rates

approaches zero; farms with zero rates of apptindbr fertilizer have expected non-zero output

4 . -
The P, 0y content in fertilizer products was converted to P

8



(perhaps 40 to 50 percent of output at fertilizges that maximize expected yield) which also
requires adjustments in the basic model by transfay observed yield.

We estimate a quadratic CRE model in nominal. Bothd effects and random effects
(RE) models are estimated to permit testing forgexeity of the input rate variables. The results
from the fixed effects model will be used in thdireation of marginal products (MP) and

profitability measures if exogeneity is rejected.

1.1.3.1 Data and Variable Description

We use a four-wave panel household survey froml iiemya collected through joint
efforts of Egerton University’'s Tegemeo InstitutedaMichigan State University with funding

from USAID. Table 2 gives a description of the ahles that are used in this study.

Table 2. Description of Variables used in Produttanction Regression

Variable | Description

Yield Yield index (kg / acre)

: . . 5
Nitrogen nutrient content of fertilizers (kg / acne

Phosphorous nutrient content of fertilizers (lagre)

Maize Seed (kg /acre)

N
P
L Labor (days / acre): 1 labor day=8 hours of woylkadult
S
R

Rainfall (mm) during the growing season

MS Proportion of 20-day periods with <40mm rainflliring growing season
ST Seed Type : 1=hybrid seed ; 2=non-hybrid seed

LP Land Preparation: 1= manual hoe; 2=0x-ploughrastor

CM Crop Mix: 1=multiple crop plot; 2=single cropagpl

G Head of household: 1=male; 2=female with nonel&si spouse

Soll Five soil cafégories based on sand and clatecd

Zone Seven agro-ecological zones

5 . . . . :
We use acre instead of hectare (ha) because tiie ®mmon expression for size of land in
Kenya. One hectare is equivalent to 2.47 acres
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More information on the description and summaryistiias of the data used for both
Essay 1 and Essay 2 is available in Appendix 1 Appendix 2 in Section Al.2.1, Table 6,
Table 7, Table 10, and Tablel2 to Table 17. Thievwiehg section explains how the measure of

yield was generated using relative crop prices eglhts.

1.1.3.2 Generation of Yield Index for Mixed Plots

Approximately 85 percent of all plots planted wittaize also contain at least one other
crop i.e. two or more crops planted in the same. [flor instance, a maize-bean intercrop is a
plot that contains either i) rows of maize and bseeds planted in the same hole or ii) alternate
rows of maize and beans. Inputs used on multi-giops are difficult to allocate to specific
crops. In order to generate a measure of yielchper for such plots, it is necessary to convert all
output into a weighted index that represents alpsr Using relative prices as weights, all output

in each plot is converted into maize-equivalentdyiedex as follows:

n
Z..rit it - . . - o .
_ lCth Pyt where Mt is the quantity of crop inplot ] , rj; is its price andPpy is
I_

the price of maize output at timé , and N is the number of crops in the plot. This gives a
weighted quantity of output for each plot which then divide by the size of the plot to get
“yield index” per acre (Liu and Myers, 2009).

The other challenge when dealing with mixed-crégspis deciding on what “seed”
measure to use. The quantity of maize seed plgmgedccre differs depending on intensity of
inter-cropping and the type of seed planted (trawigti or hybrid). The general recommendation
is 10 kilograms of hybrid maize seed planted pee.a8ince most farmers use manual means to
plant seed and so the quantity planted per acferditross farms, more so for traditional seed.
This study uses maize seed for analysis and ignaeeging material for the rest of the crops

10



planted on the same plot as maize. This is antheganeeds further research to identify ways to

capture the diversity and resource allocationgHemmixed plots.

1.1.3.3 Empirical Model

The empirical model builds on a number of prelimynists on a number of hypotheses.
We test for the existence of different responsetions resulting from the type of seed planted
and agro-zones. We assume that the yield resgonieetilizer uptake differs between hybrid
and non-hybrid seed. The assertion by some farrats non-hybrid seed withstands poor
weather better than hybrid seed is also testethidf latter is true then yield should be less
responsive to hybrid seed compared to non-hybered seder poor moisture conditions. We also
test for second order or indirect effect on yieldsm applying phosphate fertilizer alongside
nitrogen as argued in Baanante (1997). This igrttiease in yield due to the positive effect of
phosphate fertilizer (P) on the response of crogldyito a unit of nitrogen input i.e.

(8(5yield/6N))
P for N.

Other hypotheses are based on responses relatgtetber plots are single or mixed
crop. We hypothesize that the quantity of maizel gganted declines as the number of crops on
the plot increases. Figure 6 was generated fronddkeesset and supports this argument indicating
decreased quantity of maize seed as number of dragpease within the plot. Regression

analysis will give us better insights to its sigraice.

11



yield;; - fio+ 2 Z(ﬁthJfﬂss)ﬁ%tJfass)ﬁstSEt) ZZ Z'BSJXISIXIJt

s=1 j#s
4 5
. LBt foCMNi, forCMiSi + 2/ ol

3
2. Bg zong » MG, Uit
g=1

The variables in the above model are describedableT2 above andX genotes a set of

continuous variableN: P. S, L, R, MSyhile £ stands for categorical variabl€ST, CM, LP,

G).
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1.2.0 Results and Recommendations

The discussion of the results covers the yield aesp for continuous followed by
categorical variables and then focusses on theofahtrogen on increasing yields and incomes
for households.

This section compares results from random effestisnation with and without Mundlak-
Chamberlain (M-C) device for the high and low pdinregions. Likelihood ratio and Wald
tests reject the hypothesis of unobserved effegitsgbhindependent of input rates which favors
Correlated Random Effects (CRE) as the appropestienator. Table 4 in the Appendix contains
the regression results from a quadratic fit fromalhthe marginal effects in Table 3 are derived.
Table 2 provides a full description of the abbré&adavariable names in Table 3 and Table 4.

As expected the marginal productivity for the rgeea (N), phosphorus (P), labor (L),
seed (S), and moisture stress have the expectesd. sifhe effects of total annual rainfall and
moisture stress in the high potential region hde éxpected signs but moisture stress is not
statistically significantly different from zero. Mever, both rainfall and moisture stress
variables are negative and significant for the lpgtential region (Table 3 and Table 4);the
highly positive collinear relationship between tiaénfall and moisture stress measures impacts
the precision of the estimates (Table 8 and Tapl®8isture stress is a more serious problem in

the low potential region where climatic conditicare more volatile.
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Table 3. Marginal Products of Inputs Averaged e&:ﬁmmg from Correlated RE and RE
Regressions for Continuous Variables (yield indexi@pendent variable)

VARIABLES High Potential Region Low Potential Regio
CRE RE CRE RE
N 18.15%*** 21.39%** 21.94 17.31
(2.52) (2.22) (27.56) (26.72)
P 2.30 -2.54 -64.34 -48.39
(4.24) (3.74) (53.95) (52.76)
S 42.85%** 45.66*** 42.39*** 42.17***
(4.22) (3.92) (3.73) (3.42)
L 2.77*** 2.57*** 4.07*** 3.79%**
(0.45) (0.43) (0.47) (0.45)
R 0.30*** 0.20** -0.33** -0.29*
(0.10) (0.09) (0.16) (0.15)
MS 6.17 -31.75 -286.30*** -273.74%**
(101.30) (98.38) (84.73) (78.71)
Observations 3,127 3,127 1,371 1,371
Number of households 828 828 363 363

Note: Standard errors are in parentheses: *** p¥00 p<0.05, * p<0.1. CRE=Correlated
Random Effects; RE=Random Effects.
Table 2 explains the notation for variables useck.n€he categorical (dummies for gender of
head of household, maize seed type, mixed cropasdiAEZs) variable effects are discussed in
the following sections.

The marginal contribution of a kilogram of seedaddy kilograms of output (Table 3). It
is difficult to interpret the influence of increagi quantity of maize seed (S) planted per acre due
to complications from mixed cropping. Approximate3$% of all plots surveyed contained
maize planted on same plot with other crops (Fighire Quantity of seed is a “nuisance”

variable whose effects are difficult to interprenclusively and this might be an area for future

research.

© Estimated using the “margins” command in STATA 1atiStical Software.
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1.2.1 Effect of Nitrogen Application Rates on Yigland Household income

In the following sections we look at the implicatiof the estimation results for nitrogen
input on yields and household incomes. The analgsiks at both the marginal and average
contribution to income by Nitrogen (N) at the hdusle level. The marginal products are
estimated for an additional unit of nitrogen fézgkr on yields.

Nitrogen (N) has a significant positive effect aelgt index for the high potential region
as shown by regression results in Table 3. Thi®sstive but not significant for the low potential
region which has very low fertilizer adoption ratedative to the high potential region. The
interaction of N and P has a positive effect orldgewnhich is an indication of some synergy
resulting from using both nitrogen and phosphat#lifeers in Kenya.

Figure 5 shows the fit of yield and nitrogen nuitiéor both high and low potential
regions which depict this relationship while holgliall other inputs at their means. The graph
gives the predicted regression line including a ¥%sfitfidence interval. The production function
for the Low Potential region reflects the low raihfand poor soil conditions which justifies the
choice to split the data into two groups for anialyK is also clear that using additional nitrogen
fertilizer contributes to increased production iothb regions. The sections below will study

whether it is profitable to use nitrogen fertilizerthese areas.
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High Potential Region Low Potential Region

Predicted Yield (kgs / acre)
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Figure 5.Predicted Yield versus Nitrogen

We test the hypothesis on the second order effecishosphorus when interacting with
nitrogen and find a positive but statistically gpaficant relationship, implying a possible
increase in yield due to the positive effect of gpiwate fertilizer (P) on the response of maize
yield to a unit of nitrogen nutrient (Baanante 19%owever, the high collinearity between
nitrogen and phosphate fertilizers can influenbesprecision of these estimates.

We also generate the marginal and average prodfidtsin order to derive household
value cost ratios and income attributable to N (@ &bin the Appendix and Figure 6 and Figure
7 below). These ratios are measures of the rakttip between unit values and costs. The

MVCR is the ratio of the value of marginal prodo€iN to the cost of an additional unit of N i.e.
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MRy *% whereMPy , By and Py are respectively marginal product of N, maize gper

kg and N price per kg. The AVCR is generated innailar way using the “average product”

(AP) at household level and then using availabieegrand generating averages at district levels.
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Note: Districts within agro-zones are : Coastal laowds (Kilifi, Kwale), Eastern Lowlands
(Taita Taveta, Kitui, Machakos, Makueni, Mwingi), éatern Lowlands (Kisumu, Siaya),
Western Trasitional(Bungoma, Kakamega), High PaénfBungoma, Kakamega, Bomet,
Nakuru, Narok, Trans Nzoia, Uasin Gishu), Westerightdands (Kisii, Vihiga), Central

Highlands(Meru, Muranga, Nyeri). This graph waseagated using the “margins” command in
STATA 12 Software.

Figure 6. Marginal Value Cost Ratio for NitrogenAgro-Zone
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Yanggen et al (1998) argues that a minimum AVCRra is necessary but not sufficient
for farmers to consider using fertilizer and a AVORgreater than two may be required if there
are significant risks involved. Marginal cost ratiare lowest in some of the districts that produce
surplus maize sold in markets (Trans Nzoia andiJ@sshu) probably because they are close to
their optimal application rates. These are theridistwith the highest nitrogen application rates
per acre in the sample (High Potential Zone). bwdands (coastal, eastern, and western) are
classified as low potential due to their poor climaonditions and low improved technology
adoption compared to other zones. Except for thetéve Lowland zone, the remaining zones
meet the threshold for profitability indicated byarizontal line in Figure 6.

The horizontal line in the box is the median whhe lower and upper ends of the box
represent the inter-quartile range (IQR), a measirelispersion. The low potential zones
(coastal and eastern) show relatively more disperdinterestingly, the low potential regions
have relatively higher values for MVCR implying tip®tential for fertilizer use exists but
empirical evidence reveals low percent of farmeatgpéing fertilizer and low application rates
per acre. This is not happening for some housshdlek to constraints that are dealt with in
more detail in Essay 2 including production riske do high moisture stress. Essay 2 estimates
the effect of various variables on the demand éatilizer, both on the decision to buy and how
much to apply per acre. Distance to fertilizeresgltelative prices, distance to extension service
and good roads, wealth, and education levels ameesof the factors that explain fertilizer
demand differences across the sample units.

Household income attributable to nitrogen fertilize generated from the difference
between predicted yields with and without fertitiz¢ the household level. This difference is

divided by the quantity of nitrogen fertilizer tcetgthe “average product” (AP) of N. In its
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simplest form, if the value of the AP is greateartithe average cost of N, then one should use
more N. The incomes are estimated as a produdteoValue of average product (VAP) minus

the cost of a unit of fertilizer multiplied by tlggiantity of fertilizer used by the household.
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Note: Districts within agro-zones are : Coastal lawds (Kilifi, Kwale), Eastern Lowlands

(Taita Taveta, Kitui, Machakos, Makueni, Mwingi), éatern Lowlands (Kisumu, Siaya),
Western Trasitional(Bungoma, Kakamega), High PaénfBungoma, Kakamega, Bomet,
Nakuru, Narok, Trans Nzoia, Uasin Gishu), Westerightdands (Kisii, Vihiga), Central

Highlands(Meru, Muranga, Nyeri). This graph waseagated using the “margins” command in
STATA 12 Software.

Figure 7. Household Net Profit Added from Nitrodgse (USD)
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Most districts generate positive income attributedertilizer use on maize fields. The
total household average profits are highest forhilga potential zones since they consume more
fertilizer (Figure 7). The highest incomes attrétule to fertilizer use were in Trans Nzoia, Uasin
Gishua, and Nakuru (the “bread basket’ of the tgquwhere most surplus maize is produced),
and Bomet, Nyeri, kakamega. Within the low pota@ntareas, incomes were higher for
Machakos and Makueni (Eastern Lowlands) but zer&fsumu and Siaya (Western Lowlands
Zone) and Coastal Lowlands. This region has very &mloption and application rates for
fertilizers. As mentioned above, apart from thefauarable climatic conditions, other
constraints exist that impede fertilizer use (theeseexplained extensively in Essay 2).

For a long time the agriculture extension systerKemya has recommended one 50-kg
bag of basal or planting fertilizer (usually DAP)daone 50-kg bag of top dressing (usually
CAN) per acre which translates to approximatelykd@grams of N per acre. The blanket
recommendations by CIMMYT in 1994 were 37 kilograofidN per acre (Jewell et al 1994). It
is important to note that there are a number ofgpei fertilizer dealers that are currently offering
soil-testing services and fertilizers that areot&tl to specific soils conditions and crops. The
Kenya recommendations for nitrogen are barely mednly two of districts that were studied,
Trans Nzoia and Uasin Gishu. These are some ofethaistricts that account for most of the
maize that gets to the market in Kenya (the otheesNakuru, Narok, and Bomet). The average

nitrogen nutrient application rate per acre isl@ddams for high potential region (Table 7).
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1.2.2 Effect of Gender on Yields

From the regression, the yield index in the higheptial region is lower (8%) for
households headed by females compared to thosedhdéydmales as shown in Figure below.

The difference is statistically significantly difeat from zero.

3.00 -

2.69
2.34

2.50 -

2.00 -

1.50 -

Tons / Ha

0.50 -

0.00 -
Male Female

Gender of Household Head

Figure 8. Maize Yield by Gender of Head of HouddHor the High Potential Region

Female-headed households without a spouse in tle potential region have
significantly lower yields than male and femaledw& households with a spouse by
approximately 70 kilos per acre. This may refleattigular constraints associated with single-
female-head households which in some cases ard Vaite relatively fewer resources like land

and other assets.
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1.2.3 Effect of Agro-Ecological Zones on Yields

There are significant differences across AEZs Wi High Potential zone having the

highest yield index per hectare. As expected, igh potential Maize (HPM) zone has higher

yields (0.45 tons per hectare) than the Westermsiuwanal region which in turn has higher

yields than the Central and Western Highlands (f&i@). For the low potential region, there is

no significant difference in yields across zones.
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Figure 9. Maize Yield by Agro-Ecological Zone wiitthe High Potential Area

There is a relationship amongst exogenous varigkiiess, soils and rainfall data used in

the model. This might imply that though estimaimsthese variables are unbiased their relative

and joint effects may not be reliable. Yields aog statistically significantly different across ksoi

types for low potential region. For high potentiegion, the Regosol and Ranker types of soils
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have higher yields compared to Cambisols and Plemd))zpeg. It is important to note that the
soil profile information used for this study is lbdson an old study done in the 1970s covering
large areas of land. There are on-going curretrtsfto update soil information throughout the

country.

1.2.4 Effect of Seed on yield Index

There are differences in yield depending on typsesfd that is planted (hybrid or non-
hybrid seed). Yield index per acre in the High Aot area are on average 15 percent higher
with hybrid compared to non-hybrid seed. This Egnificant difference of approximately 0.45
tons for hybrid compared to traditional seed uséisough this gap between hybrid and
traditional seed is higher for Low Potential arghs,index is affected relatively more negatively
by moisture stress possibly from their highly pesitcollinear relationship (Table 8 and Table 9)
implying risks to fertilizer use in this drier reg. This is reflected in low fertilizer adoption
rates in this region. Availability of risk-mitigaiiy factors (irrigation or drought tolerant crop
varieties) may provide opportunities for increagatilizer use in this drier area.

In the Low Potential region there is a significamd positive effect from interaction of
nitrogen and hybrid seed resulting in 60 kilograshsutput compared to traditional seed; this is
positive but insignificant in the high potentialgren. This latter can be attributed to the
relatively high adoption of hybrid seed (over 95gaeat of households use hybrid seed) which

offers little variability in the sample.

! Solil classifications are explained under Sectior?Allin Appendix A and Table 10.
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The yield index response for hybrid seed under tasstress is negative for all regions
(Table 4). It is, however, statistically signifi¢thnnegative for high potential region (Table 4).
These findings relate to the assertion by farmbed local seed does relatively better under
moisture stress than hybrid seed.

However, it is more difficult to interpret the inBnce of increasing seeding rate due to
complications from mixed cropping, where maize iswn in the same field with other crops.

The effect on vyield from increasing the quantity eéed is significantly positive (
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Table 3) and declining as seeding rate is increébable 4). The positive effect on yield from
increasing quantity of maize seed planted couldyrtipat raising seed quantities will increase
production. However, there is a threshold quarghpve which yields will decline due to poor
agronomic conditions; it is recommended that fasvepply 10 kilograms of maize per acre
(sample rates are 9.5 and 7.6 kilograms per aspectively for high and low potential regions).
As expected, seeding rate per acre is less fordraxgp compared to single crop plots. Yields on
plots planted with a single crop have lower respotts N than mixed crop plots (13 percent

lower) indicating higher N utilization efficiencynomixed cropped plots for households in the

high potential regio% This implies that MP, given a rate of N, is heglon monocrop plots.
Seeding rate is a “nuisance” variable whose effadifficult to interpret conclusively and this

might be an area for future research.

8 Note that as explained in the Appendix, yield isiraiex of output from all crops in the plot
including maize.
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1.3.0 Conclusions and Recommendations

The results reveal a number of areas requiringntbie in order to raise maize
productivity and profitability. Use of nitrogen hagsositive effect on incomes for most
households. Though the MVCR differ substantiallyoas districts, for most of these areas, these
values are greater than 2, suggesting a basislfliti@nal increases in nitrogen application rates

Essay 2 provides insights into why despite favierdVCR and AVCR farmers in some
of these areas may not be using fertilizer. Somihede constraints include: distance to nearest
fertilizer seller, moisture stress, level of wealdducation, and relative prices. These explain
why districts in drier areas have some of the haglerofitability” indicators (MVCR, AVCR)
but adoption rates are relatively low comparedtheodistricts.

Joint use of nitrogen fertilizer and hybrid seed pasitive effect on yields. An integrated
approach with holistic view of farm incentives shibinclude the appropriate combination of
input technologies for improved performance in dsel Therefore, encouraging increased
fertilizer use should go together with adoptiontethnologies that, taken together, increase
yields.

Yields are higher for plots planted with hybrid thaon-hybrid seed by 17 percent. In
areas where moisture stress is not a constraibtichgeed adoption is relatively higher than
other areas. The results indicate that non-hyle@ti sloes better under moisture stress relative to
hybrid seed. It is therefore important that farmigrsdrier areas get access to seeds that are
tolerant to moisture stress. This needs dissermatf information by extension workers and

policy intervention to encourage access to appatptechnologies.
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There is variation in yield across agro-zones| sges, and gender of the head of
household. For both high and low potential regidr®jseholds headed by males have higher
yields than those headed by females. It is inteigshat female-headed households without a
spouse have lower yields than female or male-hehdadeholds with a spouse. This is an area

that requires further research to understand thsores for this disparity.
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Al.1: Regression Results and Analysis

APPENDIX 1

Table 4. Results from CRE and RE Regressions fgh ldnd Low Potential Regions

High Potential Region

Low Potential Region

VARIABLES CRE RE CRE RE
N 49,30 51.87%* 150.27**  |147.67**
(9.59) (9.48) (46.72) (45.77)
P -56.80%** -60.11%% 214.87** | -109.20*
(18.24) (17.95) (79.58) (79.03)
S 48.19* 57 59+ 76.69%* 77375
(21.38) (21.19) (10.71) (10.52)
L 3.95* 4.43% 5.34%* 4.99%*
(2.10) (2.09) (1.25) (1.25)
R 171 ~1.63%* 0.26 0.26
(0.53) (0.52) (0.52) (0.49)
MS -1,015.56%* | -1,724.84** | -25159 -230.08
(434.16) (429.66) (250.97) (241.84)
N#N -0.16 -0.19* -7.98* -7.89%
(0.10) (0.10) (3.50) (3.50)
P#P 0.47 0.51 21.43 21.66
(0.43) (0.42) (20.58) (20.53)
S#S 3110 -3.15%* “1.61%* 171
(0.65) (0.65) (0.51) (0.50)
L#L -0.01 -0.00 -0.03* -0.03**
(0.01) (0.01) (0.01) (0.01)
R#R 0.00 0.00 -0.00%* -0.00%*
(0.00) (0.00) (0.00) (0.00)
MS#MS 754.49% 637.24* 534.07** | -516.55*
(333.95) (331.57) (230.37) (217.79)
N#P 0.18 0.24 11.54 11.66
(0.29) (0.29) (12.16) (12.13)

29




Table 4 (cont’'d)

N#S -0.03 -0.07 -8.17** -8.74**
(0.46) (0.46) (3.42) (3.40)
N#L -0.11%** -0.11%** -0.62* -0.61
(0.04) (0.04) (0.37) (0.37)
N#R 0.00 0.00 -0.10 -0.10
(0.01) (0.01) (0.14) (0.14)
N#MS -22.56*** -21.64%*** -35.62 -34.56
(6.86) (6.85) (54.22) (54.00)
P#S 1.00 0.96 6.63 7.26
(0.86) (0.87) (6.12) (6.10)
P#L -0.07 -0.07 0.98 0.96
(0.08) (0.08) (0.78) (0.78)
P#R 0.04*** 0.04*** 0.05 0.04
(0.01) (0.01) (0.18) (0.18)
P#MS 21.93* 22.25* 83.64 85.43
(13.12) (13.112) (102.05) (101.92)
S#L 0.27*** 0.25** 0.11 0.13*
(0.10) (0.10) (0.08) (0.08)
S#R 0.01 0.01 -0.01 -0.01
(0.02) (0.02) (0.02) (0.02)
S#MS 32.13** 27.83* -20.16** -20.15**
(15.48) (15.45) (10.06) (10.06)
L#R -0.00 -0.00 -0.00 0.00
(0.00) (0.00) (0.00) (0.00)
L#MS -4.08*** -4.63*** -0.66 -0.59
(2.57) (1.57) (1.42) (1.412)
R#MS 1.48*** 1.50%*** 2.36%** 2.27***
(0.43) (0.42) (0.45) (0.412)
ST 259.25 259.38 1.27 9.02
(172.81) (172.82) (60.33) (59.95)
CM -140.26 -146.29 -134.65** -145.24**
(89.12) (89.14) (60.98) (60.93)
LP:
Ox -58.91 -82.83** 9.70 38.77
(39.45) (38.96) (27.67) (24.72)

30




Table 4 (cont’'d)

Tractor 57.23 60.48 -0.76 19.19
(39.49) (38.91) (41.79) (40.33)
Gender of Head:
Female, with Spouse -84.72** -81.62** -36.93 -33.74
(38.89) (38.91) (29.79) (29.72)
Female, without Spouse -7.81 -12.30 -71.65%** -Tr8
(32.92) (32.94) (27.10) (27.01)
Soils:
phaeozems -155.68*** -157.61%** -12.29 53.94
(39.25) (38.94) (63.56) (55.91)
Cambisols -201.99*** -255.85%*** -24.46 -39.73
(55.73) (53.59) (79.97) (75.46)
Regosols 8.05 -34.34 0.00 0.00
(45.48) (43.46) (0.00) (0.00)
Others -22.93 -24.30 -110.30** -76.24**
(65.00) (64.29) (45.64) (34.24)
AEZs:
Coastal Lowland 150.14 -148.60***
(141.69) (49.18)
Eastern Lowland 16.01 -327.64***
(164.96) (47.61)
Western Transitional -182.27*** -226.32***
(56.26) (47.98)
Western Highlands -261.30*** -324.41***
(64.73) (52.71)
Central Highlands -244.00*** -175.40***
(63.15) (54.84)
ST#N -8.09 -8.22 37.04 34.81
(5.32) (5.32) (31.40) (31.38)
ST#P 3.94 3.02 -47.34 -43.45
(9.60) (9.59) (54.51) (54.47)
ST#S 4.05 5.18 19.87*** 19.24%**
(8.91) (8.93) (6.68) (6.66)
STHL 2.74%* 2.76%** 0.58 0.54
(0.96) (0.96) (0.63) (0.63)
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Table 4 (cont’'d)

ST#R -0.07 -0.07 0.11 0.14
(0.16) (0.16) (0.13) (0.13)
ST#MS -117.79 -129.48 -51.65 -70.50
(145.44) (145.54) (81.76) (81.29)
CM#N -4,59** -4.57** -3.75 -1.86
(2.29) (2.30) (14.28) (14.26)
CM#S 2.12 2.64 -11.67 -10.66
(9.06) (9.07) (7.24) (7.24)
M-C
N 7.36** -11.58
(2.93) (20.27)
P -9.61* 59.05
(5.75) (45.33)
S 10.64 -3.53
(7.57) (5.41)
L 0.94 -1.10
(0.81) (0.70)
R -0.75** 0.86*
(0.32) (0.51)
MS 116.16 120.66
(303.09) (301.42)
Constant 1,651.27*** 1,419.60*** 10.67 478.78***
(303.32) (270.15) (257.30) (80.01)
Observations 3,127 3,127 1,371 1,371
Number of households 828 828 363 363

Standard errors are in parentheses: *** p<0.01p%9.05, * p<0.1. CRE=Correlated Random
Effects; RE=Random Effects. Table 1 and Table @o(leexplain the notation for variables
used here. The symbol “#” denotes interaction betwsvo variables. Note that for categorical
variables, one category is dropped and the rentpiane compared to the dropped category.
Female dummies: dummy for “1=male headed houséhsldropped so this is the base for
comparison for the other two categories. CM=mixexpcategory dropped, ST=non-hybrid seed
category dropped, Zone dummies: dropped high piateaone (6) for the high potential region
and western lowland zone (3) for the low poteneglion; dropped soil type 4 for both zones. To
avoid clutter the soils are explained in Table @@ agro-ecological zones in section A1.2.1 M-C
stands for Mundlak-Chamerlain device for unobselvetgrogeneity.
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Table 5. Marginal and Average Cost Ratios and Ireom

Household Income
Attributed to Nitrogen (US$)

Region / District MVCR AVCR [(VAP-Cost )*Qn]

Low Potential:

Makueni 4.7 2.4 9.4
Mwingi 4.8 3.9 1.7
Kilifi 7.4 5.3 0.8
Machakos 4.0 3.5 6.4
Kisumu 0.0 0.3 0.0
High Potential:

Narok 2.5 2.7 2.4
Meru 2.5 1.1 5.8
Bomet 2.3 1.7 15.4
Nyeri 2.8 1.6 18.2
Nakuru 2.4 2.3 20.6
Kisii 1.7 1.0 1.9
Muranga 2.7 1.1 3.2
Uasin Gishu 1.6 2.0 36.4
Vihiga 2.0 1.3 4.3
Kakamega 1.9 1.7 18.2
Bungoma 1.6 1.6 21.3
Trans Nzoia 1.9 1.7 27.6

Note: Qn is the average household quantity of ganp VAP=Value of average product,
cost=cost of a kilogram of nitrogen
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Al.2: Additional Data Analysis
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Figure 10. Quantity of maize seed as number ofpdanted in plot increases

Table 6. Description of Variables used in Produttanction Regression

Variable | Description*

Yield Yield index (kg / acre)

N Nitrogen nutrient content of fertilizers (kg /raQ

Phosphorous nutrient content of fertilizers (lagre)

Labor (days / acre): 1 labor day=8 hours of woylkadult

P

L

S Maize Seed (kg /acre)

R Rainfall (mm) during the growing season
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Table 6 (cont’'d)

MS Proportion of 20-day periods with <40mm rainflliring growing season
ST Seed Type Dummy: 1=hybrid seed ; 2=non-hybrétise

LP Land Preparation Dummy: 1= manual hoe; 2=ox-glhpB=tractor

CM Crop Mix Dummy: 1=multiple crop plot; 2=singleap plot

G 1=male head of household 2=female with non-resideouse

Soll 5 ti/pes'of soil categories based on sand Eydcontent

Zone 7 different agro-ecological zones

Table 7. Means of Variables used in Production Ean¢1997-2007)

1997 2000 2004 2007 Total
Yield 973 1196 1275 1442 1233
N 9.4 12.3 13.0 138 12.2
= 6.1 7.3 7.23 7.63 7.12
L 317 - 56.6 483 35.4
S 9.8 9.5 9.5 9.8 9.6

R 316 637 564 535 522
MS 0.00 0.21 0.36 0.24 0.22
ST:

Hybrid (1) 0.84 0.84 0.79 0.83 0.82
Non-Hybrid (2) 0.16 0.16 0.21 0.17 0.18
LP:

Manual (1) 0.50 0.52 0.50 0.50 0.50
Ox-Plough (2) 0.24 0.25 0.26 0.26 0.26
Tractor (3) 0.26 0.23 0.24 0.24 0.24
CM:

Mixed Crop Plots (1) 0.79 0.88 0.86 0.82 0.84
Single crop (2) 0.21 0.12 0.14 0.18 0.16

Note: Labor data not collected in 2000. The numberparentheses next to the categorical
variable classifications denote numerical valud®ls assigned to each category and used in
regression results in Table 4.
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Table 8. High Potential Region: Correlation Matiox Continuous Variables

Yield N P L S R MS
Yield 1.00
N 0.36* 1.00
P 0.31* 0.72* 1.00
L 0.17* 0.05* 0.06* 1.00
S 0.32* 0.18* 0.19* 0.10* 1.00
R -0.01 0.0771 0.08* -0.06* -0.04* 1.00
MS -0.20* -0.04 0.00 -0.16* 0.01 0.23% 1.00

Note: significance is indicated at 5%. These vdeslare described in Table 1 and Table 6.
Nitrogen (N), Phosphate (P), Labor (L), Seed (SJinRill (R), and Moisture Stress (MS). The
table does not include categorical variables ligaones, soil types, seed type (ST), crop mix

CM), Land Preparation (LP), or gender of houselnaldd (G) to avoid clutter.

Table 9. Low Potential Region: Correlation Matror Continuous Variables

Yield N P L S R MS
Yield 1.00
N 0.25* 1.00
P 0.21* 0.83* 1.00
L 0.07* 0.03 0.03 1.00
S 0.32* 0.09* 0.08* 0.04 1.00
R -0.08 -0.23* -0.18* 0.20* 0.13* 1.00
MS -0.21* -0.28* -0.22* 0.16* 0.06* 0.65* 1.00

Note: significance is indicated at 5%. These vadeslare described in Table 1 and Table 6.
Nitrogen (N), Phosphate (P), Labor (L), Seed (S)inRill (R), and Moisture Stress (MS). The
table does not include categorical variables lig@aones, soil types, seed type (ST), crop mix
CM), Land Preparation (LP), or gender of houseladd (G) to avoid clutter.

Al.2.1 Agro-zones, Rainfall, and Soil Data

It is important to capture effects of environmentattors to avoid endogeneity and
therefore biased estimates if these are left catmErs are assumed to make resource decisions
based on their environment (soils, rainfall, anteotagro-ecological conditions) and these input

decisions will affect yields. If these factors arat included, they will be in the error term and
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therefore correlated with the explanatory variabkesglowing the theory of expectations, we use
average of rainfall for all previous seasons intigdhe current period for Essay 1 (similarly for
the moisture stress variable which is derived framfall). For instance for the year 1997 we use
average of 1995 to 1997, for the year 2000 we aisdall from 1995 to 2000, for the year 2004,
we use data from 1995 to 2004 and so on sinceathifdta runs as far back as 1995. . However,
for Essay 2 we used lagged rainfall; thereforelf®7 we use year 1996, for 2000 we use 1999,
etc.

The soil file contains a number of variables inahgdtype of soil, soil description,
landform, drainage, depth, geology, % silt, % cl#ysand with identifiers at village, division,
district, zone, and province level, a careful as@lyeveals that these variables vary more at

district level (not village level as indicatedhdre is no sufficient variation in these varialiles

justify classification at levels below the districthe variables soil tylge soil description,
landform, drainage, depth, and geology are definiteery collinear, changing only across
districts; therefore using one of them is suffitieDrainage is less variable than depth for
example. Some two villages in Kisumu and Trans Azbstricts have no soil data. We do not
use district dummies alongside soil variables icinear perfect collinearity.

Soil types were re-grouped into 5 clusters by caomnigi soils that had been classified
under different names but which have similar chiaréstics (Table 13). The classifications that
were used in this dataset contained similar sg@ksyunder different classifications due to
differences in soil names between American and [aan-based soil survey organizations.

Kenya soil map was produced by Kenya Soil Survey @@ Ministry of Agriculture Nairobi

o This study benefited from the experience and kndgdeof GIS experts, agronomists, and soil
scientists at both Michigan State University (MSug the International Center for Soil Fertility
and Agricultural Development (IFDC). This effortleunated in re-classification of the soil
types into five categories.
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from topography work done by Defense Mapping Agerfssro Space Center, St. Louis AFS,
Missouri and scans by Canada Land Data SystemsibiviLand Directorate, Department of
Environment, Ottawa, Canada

Table 10. Depth and Drainage Characteristics df Bgqies

New Groups Soils Types Mean Depth Mean Drainage
1 Phaeozems and Luvisols 2 9

2 Cambisols, Ferralsols, Vertisols 4 3

3 Regosols 4 8

4 Rankers 3 8

5 Greyzem, podzols, and Solonetz 3 4

Note: Extent of drainage ranges from 1=very podiigined to 11=excessively drained. Depth
ranges from 1=shallow to 8=extremely deep.

Total rainfall amounts for the season were extratigol to villages from nearest weather

stations and satellite imagery based on househuwldvdlage GPS coordinatleos This variable
has little variation within villages and more a@osllages and so is treated as a village level
variable. Note that the variation across villageseates more from satellite imagery differences
rather than diversity in weather stations (these fawv in Kenya). We generated a moving
average of total rainfall during the growing seasnvillage level from all previous years
excluding the current year to represent long-runfadl patterns. An additional variable was

generated that gave the fraction of 20-day perthasg the maize growing period with rainfall

10 An additional set of rainfall data based on GPSdioates was provided by MSU Geography
Department (Courtesy of Dr Andresen and Dr Gopdlhis Climate data was generated using
the funding support from the project Dynamic Intdiens among People, Livestock, and
Savanna Ecosystems under Climate Change, Awar@88/CNH 0709671, from the National
Science Foundation (NSF) Bio-complexity of Coupttman and Natural Systems Program.
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amounts below 40mm to capture moisture stress. \fdigble is used together with rainfall
amounts in the estimation process.

The production function also includes a dummy fiaigke-cropping to delineate mixed
crop plots from single crop plots. We assume soystematic differences in yields between
these plots and will test for it. A dummy for tractor ox-plough land preparation is also

included against manual hoe.
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ESSAY 2:

ESTIMATING DEMAND FOR FERTILIZER: INCORPORATING ENDGENEITY OF
PRIVATE INVESTMENT IN RETAIL MARKETS

2.1.2 Introduction: Importance of Estimating Fe&gl Demand and Profitability

The sharp rise in fertilizer prices starting in 20€as been attributed to increased demand
for fertilizer resulting from expansion in bio-fgeproduction, use of increasingly expensive
petroleum and natural gas inputs in the manufactirdertilizers, and implementation of
protectionist policies by countries like Russia &tdna aimed at reducing fertilizer exports in a
bid to aid domestic production (Zhao, 2009). By20average prices for Di-Ammonium
Phosphate fertilizers had risen by more than 10@gm¢ compared to 2007 levels. This has
policy implications for Sub-Saharan Africa (SSA) iath has the lowest fertilizer application
rates in the world at 9 kilograms per hectare (IFEED6), a mere ten percent of the world’s
average and just five percent of East Asia’s averag

Further, the current global economic downturn maguce effective demand for farm
inputs which has implications for food securityd@veloping countries. In order to raise the low
productivity for smallholder farmers, one of thejanathrusts of developing economies is to

encourage increased input use and intensificatimough subsidies and input market

liberalization efforts to raise farm product|V|t1y Such activities include provision of free
fertilizer and seeds to poor households. The retfristate market-participation in form of

subsidies can be explained by some frustration stéignant agricultural growth even after the

11 . .
For instance the Kenya government’s AgriculturattSe Program Support (ASPS) targets
investment in inputs in order to increase produfsti@nd rural incomes.
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liberalization of markets, increased poverty leyalsd the need to boost effective demand for
producers to improve national food security.

However, a number of studies on the performanceutfsidy programs provide no
discernible consensus (Minot 2004; Morris et al200rawford et al 2006). While some studies
call for an African “green revolution” by increagithe role of the state in markets (Dorward et
al 2004) or fostering policies that lessen econoamd market constraints that impede fertilizer
use (Gregory, 2006; Jayne et al., 2003; Omamo.,e2@0D2; Poulton et al., 2006) others suggest
that this effort to correct market failures maydwd out” the private sector participants which
then provides credence for more state involvemdayre et al 2003) therefore replacing
commercial systems with government-run progransstuation that evokes the pre-liberalization
period.

Some studies argue that soil quality has detegdram SSA and therefore fertilizer
intensity is part of the solution. Ange(1993) prtslideclining fallow land, and FAO(2000)
reveals increasing deforestation, Scherr (1999wshwreasing degradation due to human
activity, and others indicate negative N, P, K haks(Pol 1992). However, these studies do not
analyze the effect of market forces like fertilizand output prices and how these create
incentives. Nor do these studies utilize economeatrethods to model relationships between
variables of interest.

Some articles study the effect of household charetics, infrastructure, and transaction
costs on fertilizer demand (Jayne et al., 2003; @Qmat al., 2001; Diagne and Zeller, 2001).
Others look at role of government policy (exchange, prices, and subsidies), human capital
development, credit, market information, and reguiamechanisms in influencing demand for

fertilizer (Kelly, 2006; Crawford et al, 2006). Tiagh this essay, like a number of other studies,

45



includes distance to markets as an explanatoryaiayi it is however treated as potentially
endogenous and an instrumental variable approaahtosavoid possible bias.

The transaction cost studies argue the case ofngissarkets that result in households
preferring autarky or subsistence in the presehcmeertain markets. Adesina (2002) finds that
distance to the market has a negative effect optaoof fertilizer. However, the author does
not check whether this variable is exogenous orwiath could bias results. Barrett (2009)
argues that in addition to transaction costs, hoalsle with productive assets have a higher
probability of participating in agricultural marlketwith these assets (land, animals, etc)
providing a form of insurance and liquidity agais$tocks. Others look at the role of micro-
finance institutions and credit in reducing the lpeon of low fertilizer demand by tackling
liquidity constraints (Kherallah et al., 2002; Onmamet al., 2001). Duflo et al(2007) use
experimental data from western Kenya to conclu@e pinoviding information to producers on
optimal rates and making sure that fertilizer isikble in stores right after harvest when crop
sales might provide the necessary cash, will raisg@ake. Croppenstedt and Muller (2000)
estimate fertilizer demand in Ethiopia using a deuturdle model and find that the level of
education for the head of household is signifidantfertilizer intensity and credit, household
size, and the value-to-cost ratio have a significafifiect on both adoption and intensity of
fertilizer use.

In Essay 1 we produce marginal value-to-cost rdtios a primal production function,
generate the average contribution of fertilizehtmsehold income, and then compare trends in
this latter variable across different locations ahduseholds. The heterogeneity in the
contribution from nitrogen fertilizer across lo@ati and districts as shown in Essay 1 can be

explained by results of Essay 2.
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2.1.3 Objectives

This essay provides a number of key contributianpdlicy debate and the literature on
fertilizer productivity and food security. While &5/ 1 generates estimates of fertilizer
contribution to income in different parts of theuotry using a production function, Essay 2
provides insights into what influences the demaordfértilizer (both the purchase decision and
rate of application per acre) and helps to exptha heterogeneity in fertilizer use across the
country. Jointly, these two essays then will shgldtlon why demand may be less than optimal
even when value-to-cost ratios are attractive endagrigger more intensification of fertilizer
use. This will lead to identifications of constrigino increased fertilizer use.

A key objective in Essay 2 is to measure the cbuation of reduction in distance from
farm to the nearest fertilizer seller to demandféstilizer. We use distance to nearest fertilizer
seller as a proxy for private trade investmentseitailing and estimate its effect on fertilizer
demand. Figure 11 and Table 11 shows that thigbigrihas been declining since the markets
were liberalized. Increased use of fertilizer haseg hand in hand with increased retailing
activities and so some of the factors that infleedemand for fertilizer and which we are unable
to capture in our model are likely to influenceaieactivities as well. The estimation of demand
without accounting for possible lack of exogendityhis distance variable may bias our results.
Factors that influence demand for fertilizer buttare not controlled for in our model in Essay 2
(either because they are missing or not collecyeslibvey) may probably also be correlated with
distance to fertilizer seller. In this study wettes exogeneity and employ instrumental variable
approach to mitigate bias in the estimates forliizgt demand.

In order to get reliable estimates we need to applyropriate econometric methods that

control for possible endogeneity and unobserveé@rbgeneity across households. This essay
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uses distance from farm to nearest fertilizer sedle a proxy for expansion in fertilizer retail
services. First, we test for exogeneity of distatw fertilizer seller and then use instrumental
variables to estimate demand for fertilizer. Thlasan important step in mitigating bias which
similar studies that have used distance as an mexigley variable have neglected. It is possible
that some of the factors affecting fertilizer deohavhose data was not captured in the panel (and
so are included in the error term) also influenice tdynamics in distance from the farm to
nearest fertilizer seller. For instance Constityem@evelopment Funds (CDFs) that were

distributed by the central government to constitiesfor infrastructure projects could influence

demand as well as distances to se}FersUse of cross-sectional data suffers from bicened
inconsistent estimates but with panel data we modebserved heterogeneity by tracking each
household across the period using relevant ecommmethniques. This essay uses panel data
Correlated Random Effects (Mundlak, 1978; Wooldeidg002) that assumes arbitrary
correlation between unobserved heterogeneity aptheatory variables in order to avoid bias.
This essay makes methodological as well as infoaomak contributions to existing
literature. By documenting the effect of varioustéas that have contributed to declining
distance between farms and fertilizer retailerg #tudy provides important information to
governments on private sector incentives aimedtteicing businesses to rural areas. With
governments in developing countries encouragingapei sector fertilizer trade, this information
will provide insight on what should be done to kdestilizer sales in rural areas. Input retailers
are assumed to invest in areas where demand Ig tikdoe relatively higher. Results from this

study also contribute towards targeted policy airaedpecific regions or type of farmer based

12 These funds were used for various projects at réifiielocations- for construction of roads,
school, water projects and clinics. Accessibilityeated by roads could encourage increased
fertilizer use by farmers while at the same timiese could invest closer to farms if roads were
in good condition.
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on unique characteristics. Some agricultural pedian developing countries are too broad in

nature, prescribing the same options for produoeronsumers who are vastly heterogeneous.
For instance, fertilizer application rates for Kanyaize are recommended at 100 kilograms of
basal and top-dressing per acre regardless of &gralconditions. These recommendations are
based on studies done in the 1970s on soil qualityhese conditions have changed since due to
nutrient-mining and erosion among other factors. ¥datrol for and estimate agro-climatic,

regional, and household differences in demandeiliker.

2.1.4 Modeling Framework

This essay models a number of economic relatiogsHipe first relationship looks at
factors that explain why producers buy fertilizar mot. The second looks at factors that
influence the quantity of fertilizer that farmengpdy per acre. Economic theory posits that prices
are the key variables that drive behavior and é¢lssay controls for this but also includes non-
price factors that also influence producer decwwioMhese latter include household
demographics, socio-economic factors, agro-ecaddgionditions, and market access factors

like distance to the nearest fertilizer seller.
If we simply expressx*( P, W: Z) as the fertilizer demand relationship théh, W

represent prices of output and inputs whfe stands for the other factors mentioned above. The

Z includes distance to the nearest fertilizer seiaich we take to be endogenous and do
relevant tests and search for appropriate instrteheariables (IVs). As explained in the data
and variable sections below, distance to sellarsid in this study as a proxy to measure the
expansion of fertilizer retail services. The disganfrom farm to fertilizer seller has been

declining over the panel period implying geograpimiowth and diversification in retailing. As
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part of the process of testing for endogeneity Eaking for 1Vs, we estimate an auxiliary
relationship that provides important information what is driving retailers to move closer to
farms.

Under the above framework, we tackle the issue mbbserved heterogeneity by
incorporating the Mundlak-Chamberlain approach inCarrelated Random Effects (CRE)
context that assumes arbitrary correlation betwbenunobserved heterogeneity and explanatory

variables.

2141 Double Hurdle and Correlated Random Effect

We treat the household’s decision to participatefdnilizer markets as a two-part
procedure involving the decision on whether toipgate in the fertilizer market as a buyer and
how much quantity to use per acre (Goetz, 1992; &ewl., 2000; Bellmare and Barrett, 2006:
Cragg, 1971). The two decisions need not be indigenand tests can be conducted to
determine if the second decision is conditionattanfirst. If this is the case then both equations
need to be estimated jointly. We use the doubl@lbutonceptual framework to estimate the
demand for fertilizer. The double hurdle model anenonly used with data consisting of a

significant number of zeros for the dependent \deigHaines et al 1988). The model consists of

decision to purchase fertilizer and quantity consdraquations, wherdPijt is the probability

of purchasing fertilizer by househoidt time t and Yit is the amount of fertilizer applied per
acre:

1 if nt* >0 y yit* If yit* > O, Ht:].
=|0 Otherwise 24 7it=|q

Bit

Otherwise
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Where the probability of purchasing equation caso dle expressed by the indicator function

*

*
Pit =1[ P it>o0; P it = Zjit a +Vit is a latent, unobservable variable that explains

* .
purchase decision; any it= int ,3 + uit is the latent variable onit. The subscriptsl
denote householdj variable, andt panel year respectively.

Vit = the observed fertilizer applicatrates per acre for househdlcht time t

Zjit , X jit = vectors of explanatory variables accountingpfarchase and use,

respectively. These vectors are assumed to lgearos (except for

distance to seller) and they need not have time sariables.

Vit Uit = error terms that are independent and diseias Vit ~ N(O, &\, )
and Uit ~N(O, Oy ).

a ,B, Oy, Oy = parameters to be estimated

The distributional forms of the separate stochgsticesses that determine purchase and

consumption can be expressed in terms of the natistaibution:

F (R=114jit =  ( Zjit & yy)and

F (R=0]Zjit 1.0 ( Zjit a yov)

o ((Yit — Xjit )/ oy)
£ (Yit | Xjit, Bt =1) = ou® (Xt f) oy) - yit =20
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F.f,®, ¢ stand for probability, conditional density funetjocumulative distribution

function, and probability density function respeety. Therefore, assuming normal errors, the
first equation corresponds to the “probit” modeheTsecond hurdle takes the form of a “tobit”
model that can handle zero levels of fertilizerleggpion rates independently of the first hurdle.

It is further assumed that the latent variableshabivariate normal distribution:

2
Ou P
Vit Ut ~Bwn@o Z), == 2
: 0, %) p ol

As Blaylock and Blissard (1992) point out, this geal model nests a number of other

formulations. For instance whep =0 the model collapses to the independent Craggemod

where the processes are independent. The TobitInsdested within the independent double

hurdle model © = 0) when it is further assumed that the probgbdf purchasing is one. The

double hurdle model has two advantages over thenaddel. The latter interprets the zeros on
amount of fertilizer as corner solutions i.e. tloeigehold chooses not to purchase any amount at
the prevailing levels of exogenous variables, saglprices i.e. both decisions are determined by
a single mechanism. A further restriction of thebitds that both the decision to purchase
fertilizer and the amount of fertilizer applied mare are determined by the same variables, and
the assumption that a variable has the same magn&nd direction in both purchase and level
equations (Wooldridge 2002). For instance, thietaassumption is not necessarily true for level
of education in labor participation and hours warkaodel where education level may have

different magnitude and sign in the two models.
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2.1.4.2 Modeling Unobserved Heterogeneity

The problem of unobserved heterogeneity (resuftiogn measurement errors or missing
variables whose data has not been collected likeagexial ability, soil quality, and other
unobserved time-constant factors) needs to be atetdor to avoid inconsistent estimates. The
second equation that estimates the quantity oflifert applied per acre can be expressed as
follows (the purchase equation can also be writtienilarly) when modeling for unobserved

heterogeneity:

k
Yit = ﬂo+z IBJ X jit +Ci + eI'[ (1), where l'ﬁt=ci +elt (error l'it
=1

includes unobserved heterogenei@i ). The issue of unobserved heterogeneity is evident
cov(X ,Cj )# 0 and Cjis part of the error structure, which makes poatedinary least

squares (OLS) biased and inconsistent for instdhcEj is present and influences each year’s

optimal input and output decisions it needs to batrolled for else feedback might exist
(Hausman, Hall, and Griliches 1984) which meanstniot exogeneity.

For this essay we model unobserved heterogeneig iise correlated random effects

model (CRE) under strict exogeneity but assumetraryi correlation betweerCj and time-

varying exogenous factolr?é (Mundlak 1978; Chamberlain, 1984; Wooldridge 2002)his

approach replace@i with its projection onto the explanatory variablesluding the projection

13 Using fixed effects (FE) produces incidental pagtars problem (Wooldridge 2002,
Heckman 1981) when dealing with fixed and small Thviarge N which leads to inconsistent

estimates for f when estimating Ci as it becomes difficult to integrate of¢j in the
likelihood function.
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error term and assumes no particular distributianf(Ci |Xi ). The CRE approach, unlike RE

and FE, models a relationship betwedri and int or Zjit , using a Mundlak-

Chamberlain approach;

o . — 2 —
Ci= 7+ Xj &y 9 where Cj ~ Normal (T +Xi f,Ga), where Xi is the

T

average oP(it ,t=1, ....,T, for each unit i.eXi :T_ Z Xit for i=1..N. Also 7 and é: are
i=1

parameters, and? g is the time-invariant variance foa| assumlnga| |X| ~ Normal (O,

Ug ) and coth,ai )=0 (Wooldridge 2002). This equation is pluggedoirihe main
regression equation (1) to repla@é. In the actual estimation proced&sis absorbed into the
overall intercept or constant. Using a Wald test tlypothesis of no correlation betweér
and X| i.e. Ho: é::O can be tested in order to make a choice betweeE and other
approaches (pooled model and random effects mbdelassumes independence betwégn
andxi ).

The CRE approach is useful in a number of wayst firthe null Ho: ég =0 is rejected,

this implies that the explanatory variables areralated with unobserved heterogeneity. Then

the estimation process favors FE over RE Whichraesuhatci are time-constant and so can

be eliminated by the within estimation differencimgpcess. This test is similar to the Hausman
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test between RE and FE. Secondly, the CRE apprnp@mhdes an intuitive way of estimating

changes that occur “within” the panel unit (houddblpindividuals, firms) over the period and

measures of differences “across” units. Sir€é¢ is constant over time, thé: parameters in

the structural equation shed light on what diffeemexist across households or units wifile

provides a measure of changes “within” the hous#holAn alternative way to lessen the effect

of unobserved heterogeneity is to include dumnoegfoups or regions (villages, etc) that may

be correlated with time-constant variablesXjn, the explanatory variables, and then use

Random Effects to account for any residual semafetation resulting from unobserved time-

constant variables.

2143 Testing for Endogeneity of Distance taikeer Retail Services

One of the hypotheses to be tested is whetherndistrom farm to nearest fertilizer
seller is exogenous to fertilizer demand. If tlisendogenous then its correlation with factors

that influence fertilizer demand but are not inelddin the model will lead to inconsistent

estimates, since F_)(' u)=O fails whereU is the error component in equation (1). One option
to deal with endogeneity is to use lagged distatacdertilizer seller assuming that it is
uncorrelated with the current unobservable vargabldis leads to loss of one period’s data and
lagging might also pose a problem with assumptibstioct exogeneity where the error term
needs to be uncorrelated with explanatory variabieall periods (Wooldridge 2002) i.e. no
feedback. Other possibilities include identifyiragtion-specific and household factors that are
correlated with distance but that do not relatertor term components.

Sing M-C device with such variables may help mikgga&ndogeneity. A potential

instrumental variable (IV), sa¥ , has to meet two requirements;
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a) Cov(V' u):O i.e. exogenous in the demand equation, and
b) Cov(V' Xe )#0 where X is the endogenous variable.

Condition a) cannot be tested since populak-ibis unknown. In order to figure out b) we
project the endogenous variable onto all exogernausables including the potential 1V variable
in a reduced form equation or auxiliary or contegluation to estimate the partial correlation
between V and X e after netting out all other variables (Wooldrid2@02). For simplicity

the following structural and reduced form equati@ve been stripped of individual and time

sub-scripts.

V= + P1LX1 + ... + ﬂkxk + ﬂexe + U . with Xg being endogenous in the sense

E(Xe Uy#0 and Xe=6 + L1X] + ... + PcXk + BV + Uy is the reduced or

control equation

The variablesy ,Xe, and V are fertilizer quantity, distance to fertilizernda

instrument variable respectively. After estimatthg reduced (control) equation the predicted

~

residualsu X are plugged back into the structural equation

VAN
y=05 + ﬂlxl + o +ﬂkxk + ﬂexe +¢ Uy +& , & is the random error term.

If the null of Ho: ¢ = 0 is rejected, ther?<e IS not exogenous and we need to use appropriate

IVs to estimate the demand for fertilizer. In c#isere is more than one IV for each endogenous

variable, it is important to test for over-identifg restrictions.
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2.2 Empirical Model

Combining the approaches described in the moddiamgework above, we have three
equations to estimate; the demand for fertilizea idouble hurdle framework that incorporates
the Correlated Random Effects (CRE) approach fasbaarved heterogeneity and possible

endogeneity of fertilizer retail services (distatcaearest fertilizer seller).

Pit=0 + gijt 0 . ditT + Xi A+ rit (decision to purchase fertilizer)
Yit = + Xijt B +dit7/ + kitg + Xi &4+ Mit  (fertilizer kilos per acre)

dit .7 ,hp R, Vit@, e

(distance to nearest fertilizer seller),

Whererit ,/uit , and elt are error terms with the usual assumptions of zero

expectation.
Pit =fertilizer purchase by househokd at timet (0,1)
yit =quantity of fertilizer in kgs applied per acre Huyuseholdl at yeart

Xjjt = indicates value of factor] for householdl at time t; these include fertilizer to

maize price ratio, distance to road, distancextersion service, asset values, age,

education level (yrs), land preparation technolfggnual, oxen, tractor), rainfall

amounts, indicator of moisture stress, soils typlege that g ijt and
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h

IJt  may have common variables.

d

|t =distance from farm householtb fertilizer seller at time t

X| =average oftime-varyingxijt : dlt , and klt for householdI

K

it =dummy variables for gender, agro-ecological zolaes] preparation

technology for householh at time t.

Vit =Instrumental variable for |t

5 ,05 77 =intercepts

0 , IB ER ,T 7/ ,CO , g ,ﬂ ,é:=vector of parameters to be estimated

The third equation is a reduced form (control oxikary) equation of the endogenous
variable on all exogenous variables, including fmedVs. If the null HO: @ =0 is rejected at

5% or 1% significance therV is a valid IV for d (Wooldridge 2002). The IV variableV
has to be from outside the pool of all exogenousaktes in the model i.e. not part of the

existing exogenous variables included in the estongthe exclusion restrictions).

It is easy to test whether the variable is exogernmuinserting the estimatgt from

the reduced form equation into the other equatiand testing whether the coefficient is
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significant (Wooldridge 2002), which incidentallygvides 2SLS estimates as well. For a single

IV case it can be shown thd& andj/ , the parameters for distance in the decision tolase

fertilizer and consumption equations above aretified i.e. there is enough information to

estimate these parameters from the sample.

2.3 Data Description and Methodology

Data used is described more comprehensively inssgben 1.1.3.1 and Al.2 in
Appendix 1. The description of variables used isdys2 is given in Section 2.3 and Table 11 to
Table 17 in Appendix 2. We use data from Tegeme@Rtousehold Survey for the years 1997,
2000, 2004, 2007. The rural survey, funded by USAI&s been a joint effort between Tegemeo
Institute (Egerton University, Kenya) and Michig&tate University. We focus on plots that are
planted with maize because maize is a major foap @rown by over 95% the sample
households and accounting for over 50% of fertilimee (Ministry of Agriculture Annual
Reports, Tegemeo Household Survey). The data conestly production data for major crops
(collecting inputs, outputs, and price data) arfefarin activities.

There two planting seasons, major and minor, widjomseason accounting for over
80% of annual maize output. Most households hawermaize crops in a year, one during the
longer rain period and the other during the shader season. Short season rainfall maize seed
is composed of quick-maturing varieties compareldng season.

In addition to the seasonal nature of producticerdhare two distinct geographic regions with
vastly different agro-ecological conditions. Thevlpotential region covers the lowland zones in
the eastern and coastal areas while the high pateagion consists of the mid and highlands

areas in central, Rift valley, and western partthefcountry. The latter region has more rainfall,
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better soils for maize production, more infrastaues (roads, electricity, and schools) probably
due to its potential and productivity which attsachore investments. Some of these factors
might also explain the concentration of fertilizetailers across the country. There is also more

complete data available in this region compareitiédow potential region.

2.3.1 Definition and Summary Statistics of Variable

The definition of the variables used in this esaag their summary statistics at different
percentiles are given in Table 11 to Table 17 inpéymix 2. This essay consists of two
regressions that capture fertilizer demand conustifor Kenya maize. The first regression
provides estimates of factors that affect farmelsdice to buy (or not buy) fertilizer while the
other equation looks at factors that influence rtltcision on the amount of fertilizer (in
kilograms) to apply per acre. Although there isehegeneity across the region, average mean
fertilizer application rates rose from 44 kilosli97 to 57 kilos per acre in 2007, a twenty seven
percent increase. For explanatory variables whkidiecthe following: nitrogen fertilizer-maize
price, values of household assets (in Kenya Sb#lndistance to nearest fertilizer seller in
kilometers, distance to motorable road (kilometedgtance to extension service in kilometers,
education of head of household (number of yearscbhbol), gender of household head, age of
head of household (years), total land owned (aciesd tenure dummy (owned with title,
owned without title documents, rented), dummies dgro-ecological conditions, rainfall (in
mm), moisture stress during the growing season(unedsas the proportion of twenty-day
periods that had mean rainfall below 40mm per dap)l, soil types. Rainfall data was simulated
at the village level using a combination of datanfrthe nearest weather stations and satellite

imagery.
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The distance from farm to extension services, toonable road, and to fertilizer seller
were collected at the household level. Distancéetblizer seller has been declining over the
period of the panel survey. The same factors tifatance demand for fertilizer (relative prices,
wealth, weather, soils, roads, education levelsy alao influence traders in their decision on
which areas to target with their products. Tableshédws a declining trend in distance between
the farm and fertilizer sellers for the panel pério

One of the expected outputs is to estimate thecteffefactors that have contributed to
this trend which will provide useful information rfg@olicy aimed at encouraging increased
private sector investment in fertilizer distributiddentifying factors that have created incentives
for traders to move closer to farms will enableigoimakers to put in place plans that can
augment private sector efforts.

The formal education level of the household heakgected to have a positive effect on
demand both probability and amount of fertilizeedisData for this variable was not collected
for the year 1997. Education level does not changficantly across the panel period and this
may be attributable to most heads of householdsawdncing their formal education during the
duration of these surveys. So the variable wilide comparisons across households rather than
within household dynamics. Female headed houselzoEl€xpected to consume less fertilizer
than their male counterparts. We assume that gdrdsrexists in resource allocation in these
communities.

The model includes the value of agricultural asqetue of draught animals and
equipment like ploughs and sprayers) and totalsacrened by household to represent wealth.
We expect a positive relationship between fertilidemand and wealth as access to funds to

purchase more fertilizer becomes available. We at® dummies for types of land ownership
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(land tenure categories include those who own krdl have title to that land, own but no title,
and renters). The nitrogen-maize output priceoraiexpected to be negative, implying that
relatively higher increase in nitrogen prices coredato maize prices will lead to decreased
demand for fertilizer. Soil and climatic factoreaxpected to influence demand for fertilizer;
we include soil types, rainfall, and agro-ecolobizane dummies. Note that these last three
factors may be very collinear and particularly o type and ecological factors (rainfall varies

across villages while soil and zones vary acrossgidis and zones).
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2.4 Results

2.4.1 Factors Influencing Distance to Fertilizell&e

As a precursor to the estimation of fertilizer dewhdelow we estimate the effect of
various factors on the distance to fertilizer resailer in order to identify possible instruments
and also to provide predicted residuals that wellused to test for endogeneity in the structural
equation. It is important to understand what “dis&from farm to fertilizer seller” really stands
for. This is an estimate from producers on whay therceive is the distance in kilometers from
their farm to the location of the nearest fertitizeller. Typically most smallholders buy their
fertilizer from medium stores in the nearest towenter and small grocery stores in the
neighborhood that also sell fertilizer during trenfing season depending on the quantity of
fertilizer they need. So for such farmers distaisdeasically the number of kilometers from their
farm to where they buy fertilizer.

Therefore in this section we try to understand whators drive the proximity to retail
seller. The regression of distance to fertilizdlesgkilometers) reveals some interesting results.
We run pooled OLS, fixed effects (FE), and coredatandom effects (RE) as shown in Table
20. The econometric assumptions for these apprsamin model specifications are dealt with in
more detail under discussion of the modeling fraorévin Essay 1.

In the following sections we discuss the variousitls shown in Table 20. Results for all
these models have similar signs and significaneeldefor most of the estimates. The estimates
for the price ratio (nitrogen-maize) indicate timuseholds facing higher fertilizer prices also
deal with longer distances to fertilizer delivengces. However, for the low potential region
the signs are reversed probably because therecaydew fertilizer users and the prices that are

available cover large areas i.e. limited variatibhe effect of distance to extension service and
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distance to motorable road are positive and sicpnifi. This is not surprising as extension service
provision and transport costs are factors thatlifest dealers take into consideration in areas
where they plan to invest. Probably fertilizer fets’ role as input providers is complemented
by presence of extension service being nearby.

Households with higher wealth measures (land szevalue of agricultural assets) are
relatively further away from fertilizer serviceshi$ may be a consequence of the trend in most
rural town centers where business activities (gnostores, milk vendors, shoe shiners and
repairers, and other small businesses) tend tadowzar high population centers which happens
to consist of small farms clustered together. Thagealso areas where government extension
workers have their offices in order to reach as ynamallholders as possible. In general,
households with older heads are further away fremilizer sellers than those with younger
heads. The data shows that households that aretheresix miles from a fertilizer seller have
an average education level one year less than ¢bemterparts but they own nearly twice as
much land and assets.

The amount of rainfall has a negative and sigmificatfect on the distance to fertilizer
seller relative to the farms. Villages with highramfall amounts are located closer to fertilizer
delivery points. On the other hand areas with red&t higher moisture stress during the maize
growing season are relatively further away fromaiteservices. These variables imply that
rainfall (water availability) is important in theetiing access to fertilizer sellers. The agro-
ecological zones and soils can also be explainadasly. Soils are described in Table 10 and
zones in Section Al.2. Households in zone 1 aiively further away from fertilizer sellers
than those in zone 2 and 3 for low potential regiBmilarly zone 4 has relatively longer

distances to sellers compared to zones 5-7 fonitifepotential region.
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Therefore, household wealth, soil conditions, @ineducation level of the head of the
household, and moisture stress influence the velatistance from farms to the nearest fertilizer
seller i.e. retail fertilizer growth. We identifyumber of years the household is resident in the
area as a potential instrumental variable for distato fertilizer seller in estimation of fertilize

demand below. This is highly correlated with disgaito seller (explained more below).

2.4.2 Estimating Demand for Fertilizer in the Contef Endogeneity

In this section we estimate demand under two assong) existence of unobserved
heterogeneity and the assumption that the disteméertilizer seller may be endogenous in our
structural fertilizer demand model. First we useva-stage process as explained in Wooldridge
(2002) to test for endogeneity of retail servicesis is simply plugging the estimated residual
from the auxiliary regression for the endogenousabe in our structural model and testing for
significance. A rule suggested by Wooldridge ig tiegecting the null of exogeneity at below 5%
level is strong enough to proceed with instrumeomain order to avoid inconsistent estimates.
We reject the null at close to 5% level which iradés that distance to retail services may not be
exogenous in our fertilizer demand model. Howewmmcause testing for exogeneity is not
always straight forward and depends on choice ofleh@nd variables that one uses as
instruments, we proceed in a double-pronged waydiryg methods that assume exogeneity and
comparing with results from methods that assumegeeity.

We use a double hurdle model approach to estirmatequations on the decision to buy
and the amount of fertilizer to apply per acre gddurke (2009) STATA commands. Both the
decision to buy and amount of fertilizer to applyl Wwe estimated using panel random effects

GLS estimators. In both equations we incorporate Mundlak-Chamberlain device for
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unobserved heterogeneity. Using CRE approach resgthe possible endogeneity of retail
services by controlling for unobserved effects ttwttribute to the endogeneity.

Another possible method is the Tobit which usesogng techniques and assumes both
regressions are determined by the same processhanestimates have same magnitude and
signs for both equations. This model is nestechendouble hurdle model. Though we run the
“tobit” model, it is not reported since it is toestrictive in its assumption about the data
generating process being the same for both purdrasetensification decisions.

We reject the null of no unobserved heterogeneibyclv implies that fixed effects
approach is the appropriate method over randonateftaat assumes exogeneity. CRE offers the
benefits of producing the same estimates as those & FE regression while at the same time
providing a way to model heterogeneity so as toegtinates for time-invariant variables that
might otherwise be differenced away by the FE apgnio

Therefore we discuss results for the CRE method camdpare with pooled OLS and
random effects instrumental variable approach. Taedom effects instrumental variable
approach uses two-stage least squares to estimatkelsnin which some covariates are
endogenous. Therefore we compare instrumental appr{controls for exogeneity) with CRE
(where we assume exogeneity). All these methodw similar signs for most of the estimates,
some indication of robustness.

Though the estimates from IV approach have sanreasig significance levels as those
from CRE model, they are slightly larger in magdéu(Table 23 and Table 24). However, a
Hausman test for systematic differences betweenMthi@ssume consistent) and CRE (assume
efficient under the null of exogeneity) estimatéseg a p-value of 0.708, which means we reject

the null of Ho: (difference in coefficients not syatic) at 8%. Endogeneity has the potential of
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resulting in biased estimates depending on theraatiuthe relationship between the explanatory
variables and missing variables that are lumpet thi¢ error term.

From our regressions on distance to fertilizereselle identify the length of time that the
household has lived in the current location as@rapriate 1V. It is correlated with distance to
seller (Table 16 and Table 17) though we cannofirorthe second requirement of exogeneity
with error term since this is a population meagwe can only use sample analogues whenever
possible but we have no information as to the ithstion of the error structure). We can only
make tangential arguments for the case that lohgev¥ithe household in the current location is
not correlated with missing factors that influenleenand for fertilizer.

We discuss both results from the first and secegdession equations on probability of
purchasing fertilizer and quantity of fertilizer@ied per acre (Table 21 to Table 24) because
these results are cross-cutting in their ramifaradi Table 21 and 22 contain regressions on
probability of purchasing fertilizer using both ghmandom effects probit and probit on pooled
data. For both the panel and pooled probit restlits significance levels and signs of estimate
are similar.

The distance to a fertilizer seller has a stafdiic significant negative effect on
probability of buying fertilizer (Table 21) but ha® significant influence on the quantity in
kilograms of fertilizer applied per acre (Table 2@) the high potential region. However, for the
low potential region the sign is negative and digant for both decisions. A household that is
located 10 kilometers away from fertilizer retasléras 0.1 lower probability points of purchasing
fertilizer for the high potential region but 0.2ipts lower for the low potential region. This
implies that even though proximity to retail seegcdoes influence the decision to purchase

fertilizer, the amount of fertilizer applied peradoes not change significantly with distance for
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the high potential region but it does for the lowotgmtial region. Note that the average distance
to fertilizer seller is approximately 3 and 5 kiletars for the high and low potential regions
respectively. Measures of the effect of accesgjbib extension services and motorable roads
show that households that are further away fronsehgervices have lower probability of

purchasing fertilizers (Table 21). Each 10 kiloemeaway from a motorable road reduces
fertilizer application rates per acre by half agilam in the low potential region.

Following theory, we use per kilogram relative ogen fertilizer-maize price ratio in our
models. Hereafter we use prices to denote relgiioe of fertilizer to that of maize. The signs
for the estimates on effect of prices on purchaskapplication rates per acre offer interesting
results. Though prices have a negative but stistiinsignificant influence on probability of
purchase for all regions, higher prices signifibaneéduce fertilizer applied per acre for the low
potential region. The conclusion to draw from tresult is that those faced with higher prices
will buy fertilizer but use it more sparingly ikess intensely or spread it thinly on the ground.

The size of land owned has no significant effecaorount of fertilizer applied per acre
but has a positive influence on probability of giin the higher potential region. Another
measure of access to resources or wealth is thbooheif land preparation. There are three
common means farmers use to prepare their landldmting, manual (hoe), ox-drawn ploughs,
or tractor. The probability of purchasing fertilizer households using ox or tractor is higher
than those using manual hand-held tools. In additieese households use 3 kilos more on
average per acre than those who use hand-held dseithhvthe high potential region.

Based on land tenure the sample is divided inteeticategories, those who own land and
have title to the land (and so can use it as @i}t those who own the land but have not yet

received their title documents, and those that leamd. Households that rent land have higher
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probability of purchasing fertilizer and use appnoately 1 more kilogram of fertilizer per acre

than those who own land but have no title documantithe high potential region. Probably

renters could be intensifying fertilizer use sa@get good returns to their investment (knowing
that the leasing is not permanent arrangement).

Households with heads who have more years of selgpblave higher probability of
purchasing fertilizer than those who do not (0.0in{s per additional year of school) and also
apply more fertilizer per acre (0.3 kilograms mpeg acre per year of schooling). The age of the
head of household is significant and positive liedr use per acre but not significant for
probability of purchasing fertilizer. Female headeauseholds do not show any significant
differences in demand from those headed by males.

Rainfall results show positive effect on probapildf purchasing fertilizer and quantity
applied per acre but this is not significant. Hoes\or the low potential region moisture stress
reduces application per acre. Clearly areas withr painfall trends are less likely to participate

in fertilizer markets and for those who do, apgdimas rates per acre are relatively less.
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25 Conclusions and Recommendations

We test for and reject the assumption of exogerddityistance to fertilizer seller and use
appropriate IVs to mitigate possibility of biasedtimates. Using IV techniques makes a
contribution in providing estimates that are na@deid. Tests of equivalence of estimates for the
different models indicate that, if endogeneity & nontrolled for, the estimates are smaller in
magnitude. This has policy implications in thatidems that rely on such estimates will produce
less than the desired effect.

This essay helps to explain why despite MVCR andCRVbeing attractive (Essay 1),
demand (purchase and intensification) for somesai®aelatively low compared to other areas
where fertilizer use is higher. There is heteroggna these estimates for the sample analyzed
for this study. First, we observe that agro-ecalabiconditions are an important factor with
some zones applying more fertilizer and more likelyparticipate in markets than other zones.
Rainfall and moisture stress are important but wihosite effects on i) the location of fertilizer
sellers relative to farms ii) households’ fertilizaurchase decisions iii) quantity of fertilizer
applied per acre.

Results show that distance to motorable road amehsion service are correlated with
the distance to where the nearest fertilizer selar be found. Longer distances from farms to
motorable roads or extension services are assdovdth relatively longer distances to nearest
fertilizer sellers, indicating the effect of inftascture (road and information) on private trade.

Households facing higher prices are further awaynfrfertilizer sellers. Higher prices
are associated with longer distances to sellertevidss intensive fertilizer application practices
are correlated with higher prices, with farmersigipg less fertilizer per acre as prices rise in

low potential region. There is a positive relatioipsbetween distances to fertilizer seller and
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extension services. Extension services providermétion on fertilizer use and this might
influence demand for fertilizer and therefore |eadiretailers to open shop near extension
offices.

Households with more resources (assets, land) aasado technology like tractors and
ox-plough for land preparation are also more likelypurchase fertilizer though applications
rates per acre are not significantly different witlose with fewer resources. This reveals that
resource constraints need to be tackled in ordentourage producers to use fertilizer.

Households that own land and have title to theid land households that are renters have
higher probability of purchasing fertilizer and @lapply more fertilizer on the land than those
who own land but do not yet have title to theirdaithough we do not have sufficient data to
infer whether those with titles were able to acaasslit we can only speculate at the value of
having valid collateral documents. A clear-cut lgralicy with appropriate documents to title
and property rights will be a catalyst for invesitseon farms and also create a market for rural

assets which will enable efficient use of land lhgse who have the means and assets to do so.
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APPENDIX 2

Figure 11. Relative changes in indicators of act@ssarkets and services, indexed to 1997
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Source: Tegemeo Household Survey data 1997, 20004,22007. The Constituency
Development Fund (CDF), under which local authesitivere given increased control of budget
resources for local development, was establish@®@38/04. All the 210 constituencies in Kenya
are allocated 2.5 percent of the total governmewemue for CDF funding. The sharp reduction
in the distance to motorable roads and clean waddween the 2004 and 2007 surveys is
associated with this administrative reform, althoggusality cannot be inferred.

Table 11. Changes in Distance from Farm to the &&arertilizer Seller

agro-ecological zones 1997 2000 2004 2007
Coastal Lowland 17.3 18 9.6 6.1
Eastern Lowland 8.1 4.7 3.7 2.7
Western Lowland 12.5 10.8 6.5 3.8
Western Transitional 6.1l 4.4 2.8 2.7
High Potential 4.5 4.0 3.0 2.4
Western Highlands 2.8 2.1 1.4 1.2
Central Highlands 2.6 1.5 1.3 1.3

Note: Distance is measured in kilometers (1 kilamed.62 miles).
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Table 12. Definition of Variables: Fertilizer Denthn

Variable Description of Variable Units

Dependent:

N Quantity of N fertilizer applied per acre kil@gns

Prob Binary variable (1=household used fertil@ehousehold did| ordinal

not use

Explanatory:

DS distance to nearest fertilizer seller kilometers

DE distance to extension service kilometers

DR distance to motorable road kilometers

PR1 N-to-maize price ratio: kilo prices used projoor

PR2 P-to-maize price ratio: kilo prices used prépar

AS value of household agricultural assets(in "0000) Kenya
Shillings

HA land size acres

AG age of head of household years

YL number of years since household settled indhés years

R main season rainfall millimeters

MS proportion of 20-day periods during the growswason that proportion

had less than 40mm of rainfall

PN N Fertilizer Price Per Kilo of Nutrient Shilgs

PP P Fertilizer Price Per Kilo of Nutrient Shillmg

Note: To be consistent with Essay 1, Essay 2 usexyan (N) fertilizer active ingredient as the
dependent variable. Nitrogen (N) and Phosphorysa(@ very collinear due to the nature of
fertilizer used in Kenya on maize. The most comrfestilizer is DAP with a ratio 18:46:0 for
N:P:K. Therefore, N and P are used in fairly fixedios and since the prices of N and P are
derived from the “gross” fertilizer (DAP) price,dte is a systematic relationship between these
active ingredients. Table 25 and 26 indicate aetation coefficient of 0.72 between N and P in
the high potential region (0.83 for low potentiagion)
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Table 13. High Potential Region: Descriptive Statssfor Continuous Variables

Percentiles
Variables P10 P25 P50 P75 P90
N 0.00 3.27 9.00 18.00 30.36
P 0.00 2.01 6.54 10.03 15.04
DS 0.50 1.00 2.00 3.50 7.00
PR 6.16 7.12 8.33 9.87 11.90
AS 0.14 0.39 2.04 24.49 30.00
AG 37.00 44.00 54.00 64.00 72.00
HA 1.25 2.02 3.50 5.82 9.50
DE 1.00 2.00 3.00 6.00 10.00
DR 0.05 0.10 0.50 1.00 2.00
R 270.00 390.60 531.95 682.00 751.00
MS 0.00 0.00 0.17 0.38 0.62
ED 0.00 0.00 5.00 8.00 12.00
YL 12.00 18.00 28.00 35.00 44.00
PN 120.89 130.08 150.50 188.12 212.71
PP 47.30Q 50.90 58.89 73.61 83.23

Table 14. Low Potential Region: Descriptive Statssfor Continuous Variables

Percentiles
Variables P10 P25 P50 P75 P90
N 0.00 0.00 0.00 0.00 2.20
P 0.00 0.00 0.00 0.00 0.94
DS 1.50 2.00 4.00 10.00 20.00
PR 6.42 7.68 8.73 10.24 12.31
AS 0.07 0.23 1.06 15.29 30.00
AG 38.00 46.00 56.00 65.00 73.00
HA 1.48 2.40 4.03 7.00 11.25
DE 1.00 2.00 4.60 8.40 13.00
DR 0.10 0.20 0.55 2.00 3.50
R 63.59 140.00 237.10 613.00 700.18
MS 0.00 0.00 0.22 0.69 1.00
ED 0.00 0.00 4.00 8.00 12.00
YL 7.00 15.50 27.00 37.00 47.00
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Table 14 (cont'd)

PN 138.67 142.22 188.12 192.71 232.85

PP 54.26 55.65 73.61 75.41 91.12

Note: The variables are described or defined indah

Table 15. Descriptive Statistics for Categoricaligles

High Potential Region Low Potential Regior
Prob:
Using Fertilizer 0.84 0.18
Not Using fertilizer 0.16 0.82
Land Preparation Technology (LP):
Manual Implements 051 0.49
Ox-Plough 0.19 0.42
Tractor 0.30 0.09
Land Tenure (LT):
Own Land and has title(LT1) 0.51 0.39
Own Land but without title (LT2) 0.39 0.56
Renting Land (LT3) 0.10 0.05
Asset Quartiles:
Lowest Quartile 0.25 0.25
2" Quartile 0.25 0.25
3% Quartile 0.25 0.25
Highest Quartile 0.25 0.25
Land Size Quatrtiles: 0.25 0.25
Lowest Quartile 0.25 0.25
2" Quartile 0.25 0.25
3% Quartile 0.25 0.25
Highest Quartile 0.25 0.25
Gendetr of Head (G):
Male head (FEM1) 0.76 0.63
Female, non-resident spouse (FEM2) a.09 0.15
Female, no spouse (FEM3) 0.15 0.22
Agro-Zones (Zone):
Coastal Lowland (1) 0.16
Eastern Lowlands (2) 0.41
Western Lowland (3) 0.43
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Table 15 (cont'd)

Western Transitional (4) 0.17

High Potential Maize Zone (5) 0.43

Western Highlands (6) 0.16

Central Highlands (7) 0.24

Soils:

Phaeozems & Luvisols (1) 0.13 0.05
Cambisols, Ferralsols, and Vertisols (2) 0,05 0.02
Regosols (3) 0.22 0.00
Rankers (4) 0.47 0.59
Other (5) 0.13 0.34

Note: Interpretationin the high potential region 22% of the sampleasered by Regosol type
of soils, 43% of the sample is under the high i zone, and 51% of the sample plots are
prepared using hand-held implements.
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Table 16. High Potential Region: Correlation Maftox Variables

N P DS PR AS AG HA DE DR R MS ED YL PN
N 1
P 0.72* 1
DS | -0.01 -0.03*| 1
PR | -0.05* -0.03*| 0.05*| 1
AS | 0.04* 0.04*| 0.16*| -003| 1
AG | -0.00 -0.01 | -0.01] 0.067 -0.01] 1
HA | 0.15* 0.07* | 0.11*| -0.07*| 0.31* 0.037 1
DE | -0.12* -0.07*| 0.16*| 0.01 0.01 0.02f 0.03 1
DR | -0.05* -0.01 | 0.07*| -0.084 -0.02| -0.15¢ 0.01 6111
R 0.07* 0.08* | -0.10%-0.12* | -0.13*| 0.02 | 0.03*| -0.02| O0.07t 1
MS | -0.04* 0.00 | 0.12*| -0.00 0.077 -0.12* -0.0Q O0@* | 0.06*| 0.23*| 1
ED | 0.19* 0.15* | -0.11% -0.06* | -0.08* | -0.23*| 0.08* | -0.05* -0.000 0.30f -GB2 |1
YL | 0.05* 0.07* | 0.06* | 0.05*| -0.02| -0.491 0.00 a | 0.07*| -0.01 | -0.00 0181 1
PN | -0.17* -0.11*| 0.04*| 0.05* 0.08% -0.191 -0.05F 0.01 | 0.07*| -0.31*| 0.44* -0.407 -0.031 1
PP | -0.17* -0.11*| 0.04*] 0.05% 0.087 -0.19r¢ -0.09*0.01 | 0.07*| -0.31*| 0.44* -0.401 -0.031 1.00¢

Note: significance is indicated at 5%. Note: Thgaeables are described or definedTiable 12 Nitrogen (N), Phosphate (P),
distance to fertilizer seller (DS), price ratio (PRousehold assets (AS), age of household head, @«& land owned (HA), distance
to extension service (DE), distance to motorabld r(ODR), Rainfall (R), Moisture Stress (MS), edumatlevel of household head
(ED), and number of years the household has limgte location (YL), nitrogen price (PN), and phlespus price (PP). The PN and
PP have same coefficients because these nutriecits im fixed proportions for Di-Ammonium Phosph@@AP) fertilizer, the most
common fertilizer used in maize production.
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Table 17. Low Potential Region:

Correlation Maffiax Variables

N P DS PR AS AG HA DE DR R MS ED YL PN
N 1
P 083 | 1
DS | -0.19*| -0.18*| 1
PR | -0.10*| -0.04 | -0.16* 1
AS | -0.11* | -0.12*| 0.06*| -0.03 | 1
AG | -0.14* | -0.12* | -0.05*| 0.09*| 0.02 1
HA |-0.02 | -0.03 | -0.00 0.06* -0.144 0.139 1
DE | -0.01 | -0.00 0.33*| -0.129 0.094 -0.03 019 1
DR | 0.04 0.00 0.21*] -0.104 0.02 -0.10f 0.06* .38* |1
R -0.23* | -0.18* | 0.07*| -0.03 0.29* 0.14% -0.13r 0.07* | -0.02 | 1
MS | 0.28* | 0.22* | -0.28*| 0.14*| -0.25% -0.01 0.197-0.01 | -0.09*| -0.65*| 1
ED | 0.23* | 0.25*| -0.26*| 0.02 -0.104 -0.29% 0.04| 0.05* | -0.09* | 0.03 0.27*] 1
YL |[-0.02 | -0.02 | -0.03 0.05* -0.06% 0.4671 0.15r 0.03 | -0.03 | -0.02 0.03 -0.121 1
PN | -0.16* | -0.19*| 0.32*| -0.09* 0.02 -0.114  -0.13}-0.02 0.08*| 0.10*] -0.53* -0.36% -0.01 1
PP | -0.16*| -0.19*| 0.32*] -0.09% 0.02 -0.111  -0.13*-0.02 0.08*| 0.10*] -0.53* -0.36*% -0.01 1.00

b

Note: significance is indicated at 5%. Note: Theaeables are described or defined in Table I®itrogen (N), Phosphate (P),
distance to fertilizer seller (DS), price ratio (PRousehold assets (AS), age of household head, @& land owned (HA), distance
to extension service (DE), distance to motorabld r(OR), Rainfall (R), Moisture Stress (MS), edumatlevel of household head
(ED), and number of years the household has limgtle location (YL), nitrogen price (PN), and phiespus price (PP). The PN and
PP have same coefficients because these nutriecus im fixed proportions for Di-Ammonium Phosph@BAP) fertilizer, the most

common fertilizer used in maize production.
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Table 18. Gross Prices for Hybrid Seed, Grain, A& Fertilizer (Shs / kg)

agro-regional zones 1997 2000 2004 2007
Western Transitional Seed - - 246 117
Fertilizer 25 27 29 36
Grain 11 14 14 13
High Potential Seed - 165 117
Fertilizer 25 26 28 35
Grain 11 12 13 11
Western Highlands Seed - - 155 111
Fertilizer 30 30 30 39
Grain 12 13 15 14
Central Highlands Seed - - 141 109
Fertilizer 28 27 29 38
Grain 13 14 14 13

Note: prices are not deflated or inflated using@index. “-“indicates data is missing.
Though the above table shows a general rise ireg@rite real prices for both grain and inputs

shown below indicate a decline.

Table 19. Indexed Prices for Hybrid Seed, Grain, RAP Fertilizer (Shs / kg)

agro-regional zones 1997 2000 2004 2007
Western Transitional Seed - - 198 117
Fertilizer 55 48 39 36
Grain 24 24 19 13
High Potential Seed - 224 117
Fertilizer 55 45 38 35
Grain 24 21 18 11
Western Highlands Seed - - 209 111
Fertilizer 66 54 41 39
Grain 26 24 20 14
Central Highlands Seed - - 191 109
Fertilizer 60 48 39 38
Grain 28 25 18 13

Note: Prices Indexed based on 2007 level.

““indisalata is missing.
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Table 20 . Factors Influencing Distance to Neafestilizer Seller

Pooled OLS Fixed Effects Random Effects
VARIABLES HP LP HP LP HP LP
PR 0.03 -0.10* 0.08** | -0.11 0.04* -0.25%**
(0.02) (0.06) (0.03) (0.07) (0.02) (0.06)
DE 0.07*** |0.17** |0.06*** |-0.02 0.07**  10.13***
(0.01) (0.02) (0.01) (0.03) (0.01) (0.02)
DR 0.12** 10.25** |-0.03 0.13* 0.07* 0.24%**
(0.03) (0.07) (0.04) (0.07) (0.03) (0.07)
R -0.00*** |-0.01*** |-0.00*** ]0.00 -0.00***  |-0.01***
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
MS 1.67*%*  14.34** |1.42%*  |-2.86*** [.75%*  B.35%**
(0.30) (0.61) (0.36) (0.68) (0.29) (0.60)
AG 0.01** -0.01 0.03** 0.03 0.01* -0.02
(0.00) (0.01) (0.01) (0.03) (0.01) (0.01)
YL -0.01***  1-0.03***  |-0.10*** 10.85*** 10.02*** 0. Q4***
(0.00) (0.01) (0.02) (0.05) (0.01) (0.01)
Asset :
2" Quartile -0.08 0.73* -0.08 0.61 -0.04 0.99**
(0.14) (0.38) (0.17) (0.44) (0.15) (0.40)
3 Quartile 0.07 1.15** | -0.11 1.33*** | 0.07 1.45%**
(0.15) (0.40) (0.20) (0.49) (0.16) (0.43)
Highest Quartile 0.40** 1.55%* | -0.06 1.12* 0.39** | 1.97***
(0.18) (0.47) (0.24) (0.60) (0.19) (0.51)
Land Size :
2" Quartile 0.13 0.67* 0.02 0.38 0.11 0.68*
(0.14) (0.38) (0.17) (0.43) (0.15) (0.40)
3 Quartile 0.11 -0.12 0.14 -0.37 0.17 -0.11
(0.15) (0.39) (0.20) (0.47) (0.16) (0.41)
Highest Quartile 0.75** | 0.78* 0.40* 0.03 0.71* | .01
(0.16) (0.43) (0.23) (0.55) (0.18) (0.47)
Land Tenure (LT):
LT2 0.09 0.05 0.04 0.25 0.05 0.06
(0.12) (0.29) (0.15) (0.31) (0.12) (0.29)
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Table 20 (cont'd)

LT3 -0.34* 0.12 -0.20 0.77 -0.31* 0.13
(0.18) (0.64) (0.20) (0.63) (0.18) (0.63)
Gender (G):
FEM2 -0.21 0.14 -0.50** -0.61 -0.27 0.17
(0.18) (0.38) (0.23) (0.51) (0.19) (0.43)
FEM3 -0.20 -1.43*** | -0.40 -0.18 -0.26 -1.73%**
(0.14) (0.34) (0.30) (0.57) (0.17) (0.39)
Zone:
Zone2 -6.94*** -7.32%**
(0.46) (0.58)
Zone3 -2.93*** -2.74%**
(0.62) (0.71)
Zoneb -0.52***
(0.20)
Zone6 -2.07***
(0.18)
Zone7 -1.61%**
(0.25)
Soils:
Soil2 -1.82%** | 5,90%** -1.88*** 16.53***
(0.25) (1.112) (0.33) (1.44)
Soil3 -1.00*** -1.04***
(0.19) (0.24)
Soil4 -0.32* 0.11 -0.32 -0.06
(0.17) (0.65) (0.22) (0.89)
Soil5 1.34%** | 3.25*** 1.26***  |3.00***
(0.28) (0.78) (0.36) (1.04)

Standard errors in parentheses: *** p<0.01, ** ®B&).* p<0.1. Note: HP=High Potential;

LP=Low Potential; for categorical variables thegydhat is ranked first or quartile is dropped
(so compare estimates for the other groups bas¢diodropped group). For land and assets we

drop the lowest rank. Gender (male dummy is dropped land tenure we drop “own with

title”; Zone (coastal and western transitional zane dropped). The abbreviated variable names

are explained in detail in Table 12 and Table 15.
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Table 21 . Average Marginal Effects for Factorduahcing the Probability of Purchasing

Fertilizer
Pooled CRE
VARIABLES HP LP HP LP
DS -0.01* -0.02%** -0.00 -0.02***
(0.00) (0.01) (0.00) (0.01)
PR -0.00 -0.00 -0.01 -0.00
(0.00) (0.00) (0.18) (0.33)
AS -0.00*** 0.01** -0.00 0.01
(0.00) (0.00) (0.00) (0.00)
AG 0.00 0.00 0.00 0.00*
(0.00) (0.00) (0.00) (0.00)
ED 0.01*** 0.01*** 0.00** 0.01***
(0.00) (0.00) (0.00) (0.00)
HA 0.00 0.00 0.01*** 0.01
(0.00) (0.00) (0.00) (0.00)
DE -0.00** 0.01*** -0.00 0.01
(0.00) (0.00) (0.00) (0.00)
DR -0.05*** 0.02* -0.01* 0.01
(0.01) (0.01) (0.01) (0.01)
R 0.00** 0.00 -0.00 0.00
(0.00) (0.00) (0.00) (0.00)
MS 0.08 -0.11 -0.03 -0.06
(0.06) (0.09) (0.05) (0.09)
G:
FEM2 0.03 0.02 0.01 -0.04
(0.02) (0.02) (0.02) (0.03)
FEM3 -0.01 -0.02 0.01 -0.04
(0.02) (0.02) (0.02) (0.04)
LP:
Ox 0.07*** -0.07*** 0.07*** -0.00
(0.02) (0.02) (0.02) (0.03)
Tractor 0.15%** -0.07 0.15%** -0.04
(0.02) (0.05) (0.02) (0.05)
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Table 21 (cont'd)

LT:
Own Land -0.04*** 0.07*** -0.02 0.05***
(0.01) (0.02) (0.01) (0.02)
Rent 0.07*** 0.12%** 0.05*** 0.08*
(0.02) (0.05) (0.02) (0.04)
Zone:
Zone2 0.18*** 0.01
(0.03) (0.06)
Zone3 0.09** 0.41***
(0.05) (0.06)
Zoneb 0.18*** 0.471%**
(0.03) (0.04)
Zone6 0.26*** 0.32%**
(0.03) (0.05)
Zone7 0.27*** 0.52%**
(0.04) (0.04)
Soils:
Soil2 0.13*** -0.02 -0.11*
(0.03) (0.05) (0.06)
Soil3 0.07*** 0.04
(0.02) (0.03)
Soil4 0.08*** 0.13*** 0.04 0.06
(0.02) (0.03) (0.03) (0.06)
Soil5 -0.07* 0.07* -0.04 0.12
(0.04) (0.04) (0.05) (0.07)
M-C:
DS -0.00 -0.01%**
(0.00) (0.01)
PR 0.01 0.01
(0.18) (0.33)
AS -0.00*** -0.00
(0.00) (0.00)
AG -0.00 -0.00
(0.00) (0.00)
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Table 21 (cont'd)

ED 0.00 -0.00
(0.00) (0.01)
HA -0.00 -0.00
(0.00) (0.00)
DE -0.00 0.01*
(0.00) (0.00)
DR 2004+ 0.00
(0.01) (0.01)
R 0.00** -0.00*
(0.00) (0.00)
MS -0.60%* 0.06
(0.17) (0.35)

These estimates are derived from the table beloiwwhadontains the raw regression results. The
Standard errors in parentheses *** p<0.01, ** p&).® p<0.1: Note: These are results from
OLS on pooled data and Correlated Random EffecRE(@robit model results for High and
Low Potential Regions (HP & LP). The CRE approactorporates the M-C device. Gender
(male dummy is dropped);soil (category for “phaenge& Luvisols” is dropped), Zone
(western transitional zone in HP and coastal lodlaone in LP region are dropped), land
preparation (manual category is dropped),and temategory of “own land with title” is
dropped. The coefficients for the existing categ®ror these variables relate to the dropped
ones. abbreviated variable names are explaineétail th Table 12 and Table 15.

Table 22. Probit Regression for Factors Influend¢hegProbability of Purchasing Fertilizer

Pooled CRE
VARIABLES HP LP HP LP
DS -0.03 -0.18*** -0.03 -0.25%**
(0.02) (0.05) (0.04) (0.07)
DS”2 0.00 0.01*** 0.00 0.01***
(0.00) (0.00) (0.00) (0.00)
PR -0.14** -0.08 -0.17 -0.01
(0.06) (0.07) (1.39) (2.52)
PR"2 0.01** 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00)
AS -0.04** 0.08** -0.04* 0.08
(0.02) (0.03) (0.02) (0.05)
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Table 22 (cont'd)

AS"2 0.00* -0.00*** 0.00** -0.00*
(0.00) (0.00) (0.00) (0.00)
AG 0.03** -0.01 0.02 0.02
(0.01) (0.02) (0.02) (0.04)
AG"2 -0.00** 0.00 -0.00 0.00
(0.00) (0.00) (0.00) (0.00)
ED 0.03 0.02 0.04 0.04
(0.02) (0.03) (0.03) (0.05)
ED"2 0.00 0.00 -0.00 0.00
(0.00) (0.00) (0.00) (0.00)
HA 0.01 0.03 0.05*** 0.09*
(0.01) (0.03) (0.02) (0.05)
HAN2 0.00 -0.00 -0.00 -0.00*
(0.00) (0.00) (0.00) (0.00)
DE -0.02* 0.09*** -0.01 0.08*
(0.01) (0.03) (0.02) (0.04)
DE"2 0.00 -0.00*** 0.00 -0.00**
(0.00) (0.00) (0.00) (0.00)
DR -0.30*** 0.19* -0.13* 0.20
(0.05) (0.10) (0.07) (0.14)
DR"2 0.03*** -0.04** 0.01* -0.04*
(0.01) (0.02) (0.01) (0.02)
R -0.00** 0.00 -0.00* 0.00
(0.00) (0.00) (0.00) (0.00)
R"2 0.00*** -0.00 0.00* -0.00
(0.00) (0.00) (0.00) (0.00)
MS 3.48*** 0.64 2.92** 0.08
(0.91) (1.02) (1.24) (1.40)
MS"2 -2.01*** -1.34* -2.02** -0.63
(0.70) (0.75) (0.95) (1.03)
G:
FEM2 0.14 0.10 0.06 -0.34
(0.12) (0.13) (0.18) (0.25)
FEM3 -0.03 -0.11 0.08 -0.30
(0.08) (0.14) (0.19) (0.30)

86




Table 22 (cont'd)

LP:

Ox 0.30*** -0.37*** 0.44%** -0.03
(0.09) (0.13) (0.15) (0.22)
Tractor 0.85*** -0.40 1.31%** -0.30
(0.11) (0.29) (0.17) (0.39)
LT:
Own Land -0.17%** 0.37*** -0.16* 0.40***
(0.06) (0.11) (0.09) (0.15)
Rent 0.44%** 0.66*** 0.52%** 0.58*
(0.13) (0.23) (0.18) (0.31)
Zone:
Zone2 1.10%** 0.07
(0.21) (0.52)
Zone3 0.69** 4.72%**
(0.34) (1.49)
Zoneb 0.67*** 2.05%**
(0.11) (0.25)
Zone6 1.12%** 1.47%**
(0.12) (0.22)
Zone7 1.19%** 3.36%**
(0.16) (0.39)
Soils:
Soil2 0.70*** -0.15 -6.79
(0.17) (0.32) (254.40)
Soil3 0.32%** 0.33
(0.11) (0.22)
Soil4 0.38*** 0.88*** 0.27 0.47
(0.10) (0.25) (0.19) (0.54)
Soil5 -0.27* 0.53* -0.27 0.90
(0.15) (0.31) (0.29) (0.60)
M-C:
DS -0.03 -0.11**
(0.03) (0.04)
PR 0.10 0.06
(2.39) (2.52)
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Table 22 (cont'd)

AS -0.03%* -0.00
(0.01) (0.02)
AG -0.01 -0.02
(0.01) (0.02)
ED 0.01 -0.01
(0.02) (0.04)
HA -0.00 -0.02
(0.02) (0.04)
DE -0.02 0.06*
(0.02) (0.03)
DR -0.28%* 0.04
(0.07) (0.10)
R 0.00** -0.01%
(0.00) (0.01)
MS -4.66% 0.48
(1.30) (2.70)
Constant “1.34% -2.33%% -1.78 -0.55
(0.55) (0.85) (1.44) (2.78)

Standard errors in parentheses *** p<0.01, ** p&).® p<0.1: Note: The results from these
regressions are given in their raw form (this tplaled also as marginal effects (in table above).
These are results from OLS on pooled data and @aeeteRandom Effects (CRE probit model
results for High and Low Potential Regions (HP & LPhe CRE approach incorporates the M-C
device. Gender (male dummy is dropped);soil (catedgor “phaeozems & Luvisols” is
dropped), Zone (western transitional zone in HB eoastal lowland zone in LP region are
dropped), land preparation (manual category is pdjpand tenure category of “own land with
title” is dropped. The interpretation of the exisgticategories for these variables relate to the
dropped ones. The abbreviated variable names ataiead in detail in Table 12 and Table 15.

Table 23. Marginal Effects for Factors InfluenciQgantity Applied

High Potential Low Potential
VARIABLES v POLS CRE v POLS CRE
DS 3.46 0.22* 0.11 -0.21 -0.04** -0.04**
(2.94) (0.12) (0.12) (0.21) (0.02) (0.02)
DE -0.46 -0.09 -0.08 0.06 0.04* 0.02
(0.34) (0.08) (0.07) (0.05) (0.02) (0.02)
DR -1.12%** -0.89*** | -0.75*** 0.15* 0.06 0.07*
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Table 23 (cont'd)

(0.34) (0.30) (0.28) (0.09) (0.05) (0.04)
PR -0.08 -0.06 -0.04 -0.20* -0.05 -0.02
(0.13) (0.12) (0.10) (0.12) (0.04) (0.03)
AS -0.04 -0.02 -0.05 0.02 0.02 0.01
(0.05) (0.05) (0.04) (0.02) (0.02) (0.02)
AG 0.17*** 0.17*** 0.15%** -0.03 0.00 0.00
(0.05) (0.04) (0.04) (0.02) (0.01) (0.01)
ED 0.28*** 0.26*** 0.25%** -0.02 0.04 0.05**
(0.08) (0.08) (0.07) (0.05) (0.02) (0.02)
HA 0.01 0.03 -0.02 -0.00 -0.02 -0.02
(0.08) (0.07) (0.07) (0.03) (0.02) (0.02)
R 0.00* 0.00 0.00 0.00* 0.00 0.00
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00)
MS -6.93 2.10 -0.02 -0.99%*|  -1.23***|  -0.93***
(3.40) (2.10) (1.94) (0.46) (0.38) (0.35)
G:
FEM2 -0.69 -0.79 -0.90 -0.27 -0.26 -0.27
(0.91) (0.88) (0.82) (0.23) (0.20) (0.19)
FEM3 1.53 0.99 0.37 -0.96* -0.29 -0.17
(2.12) (1.04) (1.00) (0.56) (0.22) (0.21)
LP:
Ox 2.19* 2.31%** 3.08*** -0.28 -0.42%** -0.27*
(1.19) (0.71) (0.73) (0.18) (0.15) (0.15)
Tractor 6.33*** 7.08*** 6.65*** -0.29 -0.25 -0.25
(1.14) (0.72) (0.74) (0.26) (0.22) (0.23)
LT:
Own Land -1.19** =111 -0.89* 0.33* 0.37*** 0.26*
(0.48) (0.46) (0.47) (0.13) (0.11) (0.12)
Rent 0.84 0.47 -0.08 0.14 0.23 0.17
(0.75) (0.71) (0.68) (0.29) (0.25) (0.24)
Zone:
Zone2 -0.32 1.39%** 1.51%**
(2.31) (0.22) (0.27)
Zone3 -0.83 0.65** 0.83**
(1.12) (0.30) (0.34)
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Table 23 (cont'd)

Zoneb 2.47%** 1.98** 3.39%**
(0.88) (0.83) (1.30)
Zone6 1.18 -1.05 1.07
(2.37) (0.74) (1.24)
Zone7 8.68*** 7.58*** 8.30***
(1.15) (2.07) (1.63)
Soils:
Soil2 4.71%+* 2.87*** 2.70* 0.11 -0.25 -0.00
(2.39) (2.03) (1.42) (0.60) (0.48) (0.64)
Soil3 -3.68*** -4.85%* | -5 16%**
(0.91) (0.75) (1.03)
Soil4 0.04 -0.24 -0.77 1.08*** 1.27%** 1.41%**
(0.70) (0.67) (0.93) (0.32) (0.27) (0.37)
Soil5 -10.27*** -0.08*** | -9.33*** | 1.70*** 0.98*** 0 .95*
(1.38) (2.13) (1.52) (0.64) (0.32) (0.44)
M-C:
ED -0.00 -0.06 0.01 0.03 0.00 -0.00
(0.10) (0.10) (0.11) (0.04) (0.03) (0.03)
PR -0.70*** -0.82*** | -0.90*** -0.03 -0.25%** | -0.26%*
(0.19) (0.19) (0.23) (0.18) (0.05) (0.06)
AS -0.01 -0.01 -0.02 0.01 0.00 0.00
(0.04) (0.03) (0.04) (0.01) (0.01) (0.01)
AG -0.18*** -0.19%** | -0.16*** 0.01 -0.01 -0.01
(0.05) (0.05) (0.05) (0.02) (0.01) (0.01)
HA 0.13* 0.18*** 0.21%** -0.02 -0.02 -0.01
(0.07) (0.06) (0.07) (0.02) (0.02) (0.02)
DE -0.59%** -0.60*** | -0.60*** 0.08 0.02 -0.00
(0.10) (0.10) (0.12) (0.05) (0.02) (0.02)
DR 0.07 0.35 0.32 0.01 -0.00 0.01
(0.34) (0.30) (0.37) (0.06) (0.05) (0.06)

Note: IV=Instrumental Variable; POLS=Pooled OLS;Ef orrelated Random Effects
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Table 24. Regression Estimates for Factors InflugpQuantity Applied

High Potential

Low Potential

VARIABLES IV POLS |CRE Y POLS | CRE
DS 3.94 0.01 -0.04 -0.25 -0.05 -0.09*
(3.01) (0.18) (0.18) (0.24) (0.05) (0.04)
DS”2 -0.01 -0.00 -0.00 0.03%** 0.00 0.00**
(0.01) (0.01) (0.01) (0.01) (0.00) (0.00)
DE -0.65 -0.11 -0.10 0.10 0.05* 0.03
(0.44) (0.09) (0.08) (0.08) (0.03) (0.02)
DE~2 0.01 0.00 0.00 -0.00 -0.00* -0.00
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00)
DR -1.80* -0.73* -0.74% 0.14 0.05 0.07
(0.96) (0.37) (0.35) (0.10) (0.05) (0.05)
DR"2 0.24* 0.09%* 0.09** 0.00 0.00 -0.00
(0.13) (0.04) (0.04) (0.00) (0.00) (0.00)
PR 1.11 0.26 0.36 -0.33 -0.06 -0.01
(0.79) (0.36) (0.34) (0.32) (0.08) (0.07)
PRA2 -0.06 -0.01 -0.02 0.01 0.00 0.00
(0.04) (0.02) (0.02) (0.01) (0.00) (0.00)
AS -0.13 0.14 -0.05 0.06 0.05 0.02
(0.20) (0.12) (0.12) (0.05) (0.04) (0.04)
ASN2 0.00 -0.00 0.00 -0.00 -0.00 -0.00
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00)
AG 0.28* 0.25% 0.29%* -0.06 -0.04 -0.04
(0.16) (0.11) (0.12) (0.04) (0.03) (0.03)
AG"2 -0.00 -0.00 -0.00 0.00 0.00* 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
ED 0.30 0.07 0.18 -0.05 0.04 0.06*
(0.21) (0.13) (0.12) (0.11) (0.04) (0.04)
ED"2 -0.00 0.01* 0.00 0.00 0.00 -0.00
(0.01) (0.01) (0.01) (0.00) (0.00) (0.00)
HA -0.11 0.03 -0.02 -0.03 -0.02 -0.02
(0.13) (0.07) (0.07) (0.04) (0.03) (0.03)
HAR2 0.00 0.00 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
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Table 24 (cont'd)

R -0.00 -0.00 -0.01 0.01** 0.00* 0.00**
(0.01) (0.01) (0.01) (0.00) (0.00) (0.00)
R"2 0.00 0.00 0.00 -0.00** -0.00* -0.00**
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
MS 10.86 18.86*** 14.84** -6.18* -2.95%* -3.23***
(10.06) (6.73) (6.19) (3.44) (1.16) (1.08)
MS”2 -14.15%* -14.14%** -11.09** 4.33 1.53* 1.95**
(7.01) (5.14) (4.74) (2.86) (0.86) (0.80)
G:
FEM2 0.31 -0.69 -0.80 -0.26 -0.26 -0.27
(1.41) (0.86) (0.81) (0.22) (0.20) (0.19)
FEM3 2.20 0.32 0.01 -0.93 -0.27 -0.15
(2.10) (2.02) (0.99) (0.82) (0.22) (0.21)
LP:
Ox 2.19* 2.31%** 3.08*** -0.28 -0.42%** -0.27*
(2.19) (0.71) (0.73) (0.18) (0.15) (0.15)
Tractor 6.33*** 7.08*** 6.65*** -0.29 -0.25 -0.25
(1.14) (0.72) (0.74) (0.26) (0.22) (0.23)
LT:
Own Land -1.22* -1.22%** -0.94** 0.24* 0.35*** 0.25*
(0.68) (0.45) (0.46) (0.14) (0.11) (0.11)
Rent 1.01 0.20 -0.34 0.13 0.23 0.16
(1.34) (0.70) (0.67) (0.29) (0.25) (0.24)
Zone:
Zone2 -0.23 1.16%** 1.05%**
(1.72) (0.31) (0.40)
Zone3 2.25** 2.33*** 2.76***
(1.08) (0.79) (2.01)
Zoneb 8.12%** 6.39*** 22.24%** 0.00
(2.09) (0.92) (7.05) (0.00)
Zone6 6.93 -0.11 15.65** 0.00
(5.98) (0.85) (6.82) (0.00)
Zone7 21.84*** 17.14%** 32.19*** 0.00
(5.00) (1.42) (6.90) (0.00)
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Table 24 (cont'd)

Soils:
Soil2 6.36 0.21 0.02 -0.80 -0.84* -0.53
(5.55) (2.07) (1.50) (0.75) (0.51) (0.68)
Soil3 -0.14 -4,10%** -4,12%** 0.00
(3.61) (0.77) (1.06) (0.00)
Soil4 -0.08 -0.70 -1.13 0.51 0.82*** 0.92*
(2.37) (0.66) (0.92) (0.59) (0.31) (0.43)
Soil5 -12.70*** -8.90*** -9.12%** 1.60 1.00*** 0.99*
(3.72) (1.13) (1.52) (2.03) (0.35) (0.48)
M-C:
DS 0.36** 0.42** -0.06*** -0.07**
(0.14) (0.17) (0.02) (0.03)
DE -0.43*** -0.50*** -0.50*** 0.09 0.04* 0.02
(0.16) (0.10) (0.12) (0.09) (0.02) (0.02)
DR -1.19 -0.10 -0.19 0.01 0.01 0.02
(0.98) (0.30) (0.37) (0.07) (0.05) (0.06)
PR -0.04 -0.57%** -0.59** 0.01 -0.21%* | -0.21%**
(0.54) (0.19) (0.23) (0.26) (0.05) (0.06)
AS -0.06 -0.02 -0.03 0.01 0.00 -0.00
(0.06) (0.03) (0.04) (0.01) (0.01) (0.01)
AG -0.13 -0.19%** -0.17%** 0.01 -0.01 -0.02
(0.08) (0.05) (0.05) (0.03) (0.01) (0.01)
ED 0.10 -0.07 -0.02 0.05 -0.00 -0.01
(0.19) (0.10) (0.11) (0.06) (0.03) (0.03)
HA 0.02 0.17*** 0.20*** 0.02 0.01 0.02
(0.17) (0.06) (0.07) (0.03) (0.02) (0.03)
R -0.01 -0.01 -0.01 -0.01 -0.01*** -0.01**
(0.01) (0.01) (0.01) (0.01) (0.00) (0.00)
MS -40.84*** | -38.04** | -35.70%** -3.88 -2.25 -1.66
(8.92) (4.83) (6.32) (4.36) (1.61) (2.11)
Constant -3.37 15.90*** 0.00 9.73 6.34*** 5.87***
(18.43) (5.78) (0.00) (6.07) (2.57) (2.99)

Note: IV=Instrumental Variable; POLS=Pooled OLS;Ef orrelated Random Effects

93



BIBLIOGRAPHY

94



BIBLIOGRAPHY 2

Adesina, A., and Chianu, J. (2002). Determinahtarmners’ adoption and adaptation of
alley farming technology in Nigeria. Agrofores®ystems 55: 99-112, 2002.

Allgood, J. H., and Kilungo, J. (1996). An Apprdis&the Fertilizer Market in Kenya
and Recommendations for Improving Fertilizer UsacBces by Smallholder
Farmers: A Field Report. Muscle Shoals, AL: Intdional Fertilizer
Development Center (IFDC).

Barrett, C. B., Bell, R., Erin C. Lentz, E. C., addxwell, D. G. (2009). Market
information and food insecurity response analysigd Security, Springer
Netherlands. 1: 151-168.

Burke, W.J. 2009. Fitting and interpreting Cradglsit alternative using Stata. Stata
Journal , StataCorp LP, vol. 9(4), pages 584-bB@zember

Blaylock, J., Smallwood, D., and Blisard, N. (1992pw Did Household Characteristics
Affect Food Spending in 1980-88?, Economic Rese&8ervice, U.S. Department
of Agriculture, Agriculture Information Bulletin & 643, 19 pp. February.

Chamberlain, G. (1984). Panel data, Chapter 22 {&iliches and M. Intrilligator,, eds.,
Handbook of Econometrics, North-Holland, Amsterda@d7 - 1318.

Crawford, E. W., Jayne, T. S., and Kelly, V. A. (B). Alternative Approaches for
Promoting Fertilizer Use in Africa. Agriculture @iRural Development
Discussion Paper 22. Washington, D.C.: World Bank.

Cragg, J. (1971). Some Statistical Models for LediDependent Variables with
Application to the Demand for Durable Goods. Ecortrica 39:829-844.

Croppenstedt, A., and Muller, C. (2000). The ImpeEdarmers health and nutritional
status on their productivity and efficiency eviderirom Ethiopia. Economic
Development and Cultural Change, 48(3), 475-502.

Diagne, A., and Zeller, M. (2001). Access To Crédid Its Impact On Welfare Malawi.
International Food Policy Research Institute Wiagtan, D.C.

Dorward, A., Fan, S., Kydd, J., Lofgren, H., Moams J., Poulton, C., Rao, N., Smith,
L., Tchale, H., Thorat,S., Urey, I., and Wobst(Z04). “Rethinking Agricultural
Policies for Pro-Poor Growth.” Natural Resourcesspectives 94. London: ODI,
September.

Duflo, E., Kremer,M., and Robinson, J. (2007)ddrstanding Technology Adoption:

95



Fertilizer in Western Kenya, Preliminary Resutten Field Experiments.
Mimeo, MIT

FAO. (2000). The Challenges of Sustainable Ford3éyelopment in Africa. Twenty-
first FAO Regional Conference for Africa. Yaoun&&O.

Gregory, I. (2006). The role of input vouchers m poor growth. IFDC Background
Paper, Africa Fertilizer Summit, 9-13 June 2006ufa, Nigeria.

Goetz, S. (1992). “A Selectivity Model of Househ®ldod Marketing Behavior in Sub-
Saharan Africa.” American Journal of AgricultuEedonomics 74:444—452.

Haines, P. S., Guilkey, D.K., Hungerford, D.W., @&wapkin, B.M.. (1988). Eating out:
who and where. In: Outlook 89 . Washington, DCS IDepartment of
Agriculture.

Hausman, J., Hall, B. H., and Griliches, Z. (19&)onometric Models for Count data
with an Application to the Patent-R&D Relationshipconometrica, Econometric
Society, vol. 52(4), pages 909-38.

Heckman, J. J. (1981), “The Incidental Paramelrblem and the Problem of Initial
Conditions in Estimating a Discrete Time—Discrietta Stochastic Process,” in
Structural Analysis of Discrete Data with Econoneef\pplications, ed. C. F.
Manski and D. McFadden. Cambridge, MA: MIT Preis&-195.

IFDC. 2001.An assessment of fertilizer prices in Kenya andridga Domestic prices vis-a-vis
international market pricednternational Center for Soil Fertility adyricultural
Development (IFDC), Muscle Shoals, Alabama, U.$Aotocopy.

Jayne, T. S., and Argwings-Kodhek, G. (1997). Carsuresponse to maize market
liberalization. Food Policy 22 (5): 447-458.

Kelly, V. A. 2006. Factors Affecting Demand for Ekzer in Sub-Saharan Africa:
Agriculture and Rural Development Discussion P&3World Bank,
Washington, DC.

Key, N., Sadoulet, E., and de Janvry, A. (2000yafhBactions costs and agricultural
household supply response.” American Journal afciural Economics
82:245-259.

Kherallah, M., Delgado, C., Gabre-Madhin, E., Mingt, and Johnson, M. (2002).
Reforming Agricultural Markets in Africa. Baltimey MD: IFPRI/Johns Hopkins
University Press.

Ministry of Agriculture. (2008). Economic review afjriculture: 2008. Central Planning
and Project Monitoring Unit. Nairobi, Kenya: Matiy of Agriculture.

96



Mundlak, Y. (1978). On the Pooling of Time Seriesl &ross Section Data.
Econometrica 46(1): 69-85.

Morris, M., Kelly, V. A., Kopicki, R., and Byerled®). (2007). Promoting increased
fertilizer use Africa: Lessons learned and goatpce guidelines. Washington,
D.C.: World Bank.

Omamo, S. W., Williams, J. C., Obare, G. A., anawg N. N. (2002). Soil fertility
management on small farms in Africa: evidence fidakuru District, Kenya.
Food Policy 27(2): 159-170.

Omamo, S.W., and Mose, L. O. (2001). “Fertilizeade under Market Liberalization:
Evidence from Kenya.” Food Policy 26(1): 1-10.

Poulton, C., Kydd, J., and Dorward, A. (2006). @eening Market Constraints on Pro-
Poor Agricultural Growth in Sub-Saharan Africa.é\2lopment Policy Review
24, no. 3(2006a): 243-277.

Scherr, S. (1999). Soil Degradation: A Threat to@eping-country Food Security by
20207 Food, Agriculture, and the Environment Dssoon Paper 27. Washington,
DC: International Food Policy Research Institute.

Wooldridge, J.M. (2002Econometric Analysis of Cross Section and Pangl.da
Cambridge, MA: MIT Press, 2002.

Zhao, 1. (2009). China Fertilizer Trade: Situatanrd Outlook. British Sulphur
Consultants (Beijing)

97



